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TIIVISTELMÄ 

Transkriptiotekijät eli transkriptiofaktorit (TF:t) ovat tärkeitä proteiineja geenien luennan 
säätelyssä. Ne vaikuttavat kaikkien solujen toiminnan ylläpidossa ja erilaistumisessa, ja ovat siten 
välttämättömiä mm. sikiönkehityksessä. Virheet TF:ien signaloinnissa voivat aiheuttaa vakavia 
kehityshäiriöitä ja sairauksia. Näin ollen TF:ien toiminta soluissa on hyvä ymmärtää mahdollisimman 
kattavasti, jotta häiriöihin voidaan puuttua esimerkiksi kehittämällä lääkehoitoa. 

TF:t säätelevät geenien ilmentymistä sitoutumalla perimäainekseen, DNA-juosteeseen, 
aktivoiden tai estäen kohdegeenien luennan ja valmistuksen aktiivisiksi proteiineiksi. DNA:han 
sitoutuminen ei kuitenkaan ole tarpeeksi geenien luennan säätelemiseksi, vaan TF:t 
vuorovaikuttavat useiden muiden proteiinien kanssa halutun vasteen aikaansaamiseksi. Tämän 
väitöskirjatyön tavoitteena on kartoittaa ihmisen TF:ien proteiinivuorovaikutuksia sekä 
normaalioloissa että tautitiloissa. Työ koostuu kolmesta osajulkaisusta. 

Ensimmäisessä osajulkaisussa onnistuimme kartoittamaan solumalleissa yli 7000 
proteiinivuorovaikutusta 110 TF:lle. Iso osa näistä vuorovaikutuksista liittyy geenien luennan 
säätelyyn. Osa TF:stä vuorovaikutti myös erityisten proteiiniryhmien, kuten RNA-silmukointiin 
liittyvien tai tuma-aktiiniin liittyvien proteiinien, kanssa. Kartoitimme myös TF:ien keskinäisiä 
vuorovaikutuksia tutkitussa aineistossa ja teimme yllättävän havainnon, että 54 TF:a 110:stä 
vuorovaikutti Nuclear Factor-perheen (NFI) TF:ien kanssa. Tämä oli mielenkiintoinen löydös, sillä 
NFI- TF:t ovat välttämättömiä mm. hermoston, hampaiden, aivojen, luuston ja lihasten 
kehittymisessä sekä ne on yhdistetty usean syövän kehittymiseen. Tulostemme mukaan on 
mahdollista, että NFI:ien toimintaa säädellään muiden TF:ien kautta.  

Toisessa osajulkaisussa tutkittiin C/EBPε-TF:n mutaation vaikutuksia soluissa. Mutaatio 
löydettiin suomalaisesta suvusta, jonka jäsenet kärsivät määrittelemättömästä primääristä 
immuunipuutoksesta. Solutasolla mutaatio aiheutti laajoja häiriöitä C/EBPε:n toiminassa: 
virheellinen TF sitoutui enemmän DNA:han, se vuorovaikutti huomattavasti vähemmän TF:ien 
toimintaa estävien proteiinien kanssa sekä häiritsi yli 460 geenin luentaa. Nämä muutokset johtivat 
häiriintyneeseen immuunipuolustukseen, mm. yliaktiiviseen non-kanonisen inflammasomin 
aktitiivisuuteen ja autoimmuunioireisiin. Uusi tauti nimettiin CAIN:ksi (C/EBPε-associated 
autoinflammation and immune impairment of neutrophils).  

Kolmannessa osajulkaisussa tutkittiin kolmen erillisen NFKB1 TF-mutaation vaikutuksia 
primäärissä immuunipuutoksessa kolmessa eri suomalaissuvussa. Mutaatiot eri kohdissa proteiinia 
vaikuttivat erilaisilla mekanismeilla, mutta jokainen niistä aiheutti virheitä immuunipuolustuksen 
toimintaan.  

Kaiken kaikkiaan tämä väitöskirja tarjoaa tärkeän aineiston TF:ien 
proteiinivuorovaikutuksista, jota voidaan käyttää mm. uusien lääkkeiden ja hoitomuotojen 
kehittämiseen. Siinä myös kartoitetaan, miten yksittäinen virhe TF:ssa voi aiheuttaa ongelmia 
monella eri geenien luennan säätelyn tasolla ja miten samassa TF:ssa eri kohdissa olevat mutaatiot 
voivat aiheuttaa tauteja erilaisilla mekanismeilla.  



 
 

ABSTRACT 

Transcription factors (TFs) are one of the most important groups of proteins for the development 
and differentiation of cells. They control the gene expression of all cells in all stages of development. 
Defects in TF signalling may lead to severely altered development and diseases. However, while TF 
DNA binding has been widely studied, we are still lacking a systems-level understanding of human 
TF signalling. TFs’ action in gene expression regulation is highly dependent on their interactions with 
multiple proteins, such as cofactors, dimerization partners, chromatin modulating proteins, 
enzymes, inhibitory proteins and general TFs. Therefore, the aim of this study is to shed light on TF 
protein-protein interactions and, more specifically, to examine the effect of TF mutations found in 
primary immunodeficiency patients. 

A comprehensive interactome analysis of 110 TFs revealed over 7,000 TF protein-protein 
interactions, most of which are nuclear and play a role in transcriptional regulation (I). The large 
number of TF interactions discovered in this study enabled us to conduct a systems-level analysis 
that revealed groups of TFs with specific biological functions, such as actin and myosin signalling 
and RNA splicing. Interestingly, 54 of the TFs studied interacted with the nuclear factor family of 
TFs. Nuclear factors are known to control a number of genes in development; for instance, they are 
essential for central nervous system, tooth, brain, skeletal, lung and muscle development. In 
addition, they are linked to several cancer types. Our data suggest that transcription control by NFIs 
may be regulated by nuclear factor interactions with other TFs. 

A219H mutation in the C/EBPε TF was found in a Finnish family with immunodeficiency and 
autoinflammatory syndrome (II). A data-driven multiomics study of the mutation revealed a novel 
TF-related disease mechanism; mutation decreased association with transcriptional repressors, 
increased chromatin binding and widely dysregulated transcription. These changes resulted in 
disturbed non-canonical inflammasome activation due to the increased expression of NLRP3 and 
constitutively expressed CASP5. 

Three different damaging mutations in NFKB1 resulted in diverse immunological phenotypes 
due to different mechanisms (III): H67R led to decreased nuclear entry, reduced association with 
RelB and decreased transcriptional activity; I553M led to decreased phosphorylation of S893 and 
p907 and enhanced p105 subunit degradation upon TNF treatment; and R157X led to an almost 
total loss of NFKB1 subunits due to proteasome-mediated dominant negative degradation. 

This study provides valuable information on TF protein-protein interactions at systems level 
(I). In addition, this study provides examples of how single TF mutation may affect TF signalling on 
many levels, such as in protein interactions, DNA binding and transcription (II) and how different 
mutations in the same TF can have different outcomes (III). TFs are downstream players of many 
signalling cascades and targeting TF protein interactions can offer a high degree of specificity in 
future therapeutics applications. 
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I  LITERATURE REVIEW 

1. Transcription factors (TFs) 

‘The central dogma of biology,’ is the translation of genetic information from DNA sequence to RNA 
and finally into active proteins. This process allows cells to respond to external and internal stimuli 
by changing the amount of RNA and active proteins using multiple subprocesses, such as 
transcription, translation and control of protein activity. These processes are regulated in 
chromatin, DNA, RNA and protein levels, of which the regulation of transcription in chromatin and 
DNA is the first and most important step.  

The human genome consists of over three billion DNA base pairs, resulting in a chain over 
two meters long. To fit within the nucleus and prevent unwanted gene transcription, DNA is highly 
winded around histone proteins to form nucleosome complexes that are further packed into 
chromatin. In non-dividing cell, chromatin can be detected in lightly packed, transcriptional active 
euchromatin form and highly packed, transcriptionally inactive heterochromatin form. Protein-
protein interaction (PPI) mediated post-translational modifications (PTMs) of histones and PPI-
mediated recruitment of chromatin remodelling proteins control the unpacking of the DNA chain 
and thus regulate access of basal transcription machinery on gene promoters. 

Transcriptional regulation is tightly controlled by different groups of proteins, such 
transcription factors (TFs), chromatin remodellers and histone modifying enzymes. In addition, 
small RNA molecules, such as miRNAs and siRNAs act as gene expression regulators. TFs are DNA-
binding proteins that recognise and bind sequence-specific DNA motifs on gene promoters and 
enhancers through their DNA-binding domains (DBDs) to either activate or repress gene expression. 
TFs can regulate transcription either by recruiting chromatin modelling proteins to affect the 
opening chromatin state or by directly binding to promoters and enhancers to regulate the general 
transcription machinery’s access to the transcription starting sites. In addition to regulating 
transcription, DNA-binding TFs have a role in DNA-modifying processes, such as in DNA replication, 
repair and rearrangement (Xie et al., 2011). 

Out of all >20,000 human proteins, 6–9% (~1400–1900) are predicted to be TFs 
(https://www.proteinatlas.org; (Vaquerizas et al., 2009; Babu et al., 2004; Fulton et al., 2009). 
Previous manual curation of potential TFs resulted in 1639 known or likely human TFs (Lambert et 
al., 2018). Through their regulation of gene transcription, TFs are the key factors in many biological 
processes, including proliferation, apoptosis and differentiation. TFs are also central in 
developmental processes, since acting as pioneer factors, they elicit the initial cell reprogramming 
in embryonic development. Given their vitalness in many biological processes, TFs’ impact on 
numerous diseases is unsurprising: TFs are overpresented in oncofusion proteins of soft tissue 
tumors (Mertens et al., 2016), and they take part in numerous pathological conditions such as 
inflammation, neurodegenerative diseases and cancer (Han et al., 2017; Martin-Martin et al., 2017; 
Wang et al., 2018). 
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1.2 TF structure and classification 

The prototypical TF contains at least one DBD and one or more effector domains (Figure 1). Effector 
domains include (a) transactivation domains (TADs) that interact with components of the basal 
transcription machinery; (b) domains that mediate the interactions with other DNA-specific TFs 
(dimerization); (c) domains that mediate the PPIs with other cofactors, such as chromatin-modifying 
enzymes; (d) signal sensing domains (e.g., ligand-binding domains) and (e) domains with enzymatic 
activity (e.g., histone acetylase activity;(Frietze et al., 2011; Lambert et al., 2018). Effector domains, 
through their interactions with other proteins, may regulate gene expression by inducing changes 
in chromatin opening states, generating necessary platforms for cofactors by binding other factors 
or by changing the basal transcription machinery’s conformation to either induce or repress the 
RNA polymerase II (Pol-II) mediated transcription. Effector domains are seldom specific to one co-
regulatory protein; they may bind multiple different co-regulatory proteins, and the same co-
regulatory protein can bind different effector domains.  

TFs are mainly classified by their DBD structure (Lambert et al., 2018), but they can also be 
classified by other characteristics, such as functionality (Qian et al., 2006; Wingender et al., 2018; 
Yang et al., 2010). For instance, TFs can be classified as general transcription factors (GTFs), which 
are part of the basal transcription machinery, or upstream TFs that regulate the activity of the GTFs 
and RNA Pol-II. In this thesis, TFs most often refer to these upstream TFs. TFs can further be divided 
into two functional groups: TFs that are constitutively active and TFs that require activation. TFs are 
also classified based on their DBD structure. From all manually curated TFs (1639), the majority (747) 
have C2H2-zinc finger (C2H2-ZF) DBDs (Lambert et al., 2018) Figure 2). Of the remaining TFs, 196 
have homeodomain DBDs, 108 have basic helix-loop-helix (bHLH) DBDs and 54 have basic leucine 
zipper (bZIP) DBDs. The remaining groups have less than 50 TFs (Figure 2). In total, Lambert et al. 
listed 65 different DBDs, of which 12 are actually a combination of two different DBDs. However, 
only 3% of TFs had these two different types of DBDs. Various TFs contain several copies of the same 
DBD, most of which are C2H2-ZF TFs that might have more than 30 copies of same DBD sequence.  
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Figure 1: Schematic model of TF domain structure and effector domain functions. Similar schematic domain organization of TFs are 
used in figures 3, 4 and 5. 

 

 

 

 

 

Figure 2: DNA-binding domains of 1639 TFs 
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1.3 TF DNA binding 

TFs have a high affinity to specific DNA sequences, known as TF-binding sites (TFBSs). A TF’s affinity 
to a specific TFBS can be more than 1000 times higher compared to its affinity to an unspecific 
sequence (Geertz et al., 2012). TFBSs are typically short (6–12 bp) DNA sequences, which are 
normally repeated several times within the target gene’s cis-regulatory sequence. Cis-regulatory 
elements, such as enhancers and promoters, are the areas of non-coding DNA that serve as 
regulatory elements for different genes. 

TFBS identifying methods, such as ChIP-seq, SELEX and protein-binding microarrays, have 
recently improved remarkably (reviewed in (Inukai et al., 2017), leading to an increased number of 
identified TFBS that are available in databases, such as JASPAR (Khan et al., 2018), TRANSFAC (Matys 
et al., 2006) and HT-SELEX (Jolma et al., 2013). TFBSs are not always straightforward: the most 
favourable TFBS for a particular TF might depend on specific conformations of DNA (Samee et al., 
2019), DNA methylation statuses and protein interactions (Yin et al., 2017; Jolma et al., 2015). 
Generally, the consensus sequences (the TFBSs with the highest affinity) for each TFs are reported, 
but TFs may have other biologically relevant TFBSs that they bind to with different levels of affinity 
(Jolma et al., 2011; Jiang et al., 1993). The lowest affinity is to non-specific DNA, and it allows TFs to 
slide along the DNA. The higher affinity in specific binding sites allows the TF to bind the TFBS long 
enough to regulate the transcription (Jolma et al., 2011). TF DNA binding is also affected by genomic 
variations, mainly in non-coding DNA, which are extensively reviewed in (Deplancke et al., 2016).  

TFs bind to their TFBS by DBDs with electrostatic interactions, such as hydrogen bonds, and 
Van der Waals forces. The specificity to certain TFBS may come from the specific amino acid 
organisation in the DBDs (Baker et al., 2007). 
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2. TF protein-protein interactions 

Transcriptional regulation is the result of cross-talk between the TFs, basal transcription machinery 
and chromatin landscape (Li, Wang, et al., 2015) . However, the TFs are the only components in this 
network that are able to bind highly specific promoters or enhancers. Consequently, the 
complicated and multilayer transcriptional regulation system includes not only the direct binding of 
TFs in the target gene’s binding sites, but also the complex network of interactions between the TFs 
and TF-binding proteins. This network includes interactions with cofactors; chromatin remodellers; 
proteins in the basal transcription machinery and Mediator complex; interactions with TF 
modulating proteins, such as phosphatases and kinases and interactions with dimerization partners, 
subunits and inhibitory proteins. Recently introduced phase separation model of TF PPIs indicates 
that many of TF PPIs are dynamic, structured and formed between intrinsically disordered region 
(IDRs) of TFs’ effector domains (Boija et al., 2018). 

2.1  TF activity regulation by protein-protein interactions 

Cells communicate with external environments by changing the level of expressed genes and 
proteins. This happens through signalling cascades, which can be short (e.g., nuclear receptor [NR] 
signalling) or more complicated (e.g., Wnt or Hedgehog [Hh] signalling). However, the cascades 
control the activity of downstream TFs that regulate the target gene’s expression. To regulate gene 
expression, the TFs must be activated or inhibited through a process such as cleavage, PTMs, TF 
binding (and releasing) to (and from) inhibitory proteins, dimerization, ligand binding, increased or 
decreased TF synthesis, localisation changes, or, most commonly, through a combination of these 
various mechanisms. The accessibility of TFBSs in DNA and the availability of co-regulatory proteins 
also affect TF activity. Besides external stimuli, TFs may also respond to intracellular signalling by 
changing the activity state. However, many of these activity control steps involve TF interactions 
with other proteins. 

A direct way to change the activation status of a TF is through ligand binding to the TF. A 
classic example is NRs, which are directly activated by lipid-soluble hormones binding to their ligand-
binding domains. NR ligands, such as Vitamin D3 for Vitamin D receptor and testosterone for 
Androgen receptor, are often steroid hormones, which can pass the cell membrane and directly 
bind the NRs inside the cell (Sever et al., 2013). TF-binding ligands may also be proteins. For 
example, Hippo signalling pathway activation leads to the activation of YAP and TAZ proteins that 
can serve as ligands for several TFs, such as TEADs that bind YAP and TAZ with a YAP-binding pocket 
(Li et al., 2018). However, some nomenclature unclarity exists regarding whether these protein 
ligands are referred to as ligands, cofactors or activators.  

Some TFs are expressed in a long form that is cleaved depending on the TF activation status. 
For example, upon activation of the NFKB pathways, p105 and p100 forms of NFKB proteins are 
cleaved into p52 and p50 parts that can enter the nucleus and, depending on the dimerization 
partners, either activate or repress the target gene expression (Oeckinghaus et al., 2009). In 
contrast, GLI3 cleavage into a repressive form and GLI2 complete degradation are inhibited in 
response to the Hh pathway activation by the Hh ligand (Varjosalo et al., 2008). These cleavages and 
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degradations require TF protein interactions with proteases, such as NFKB1 interaction with 20S 
proteasome units (Moorthy et al., 2006). 

Proteases also mediate the level of TFs in a cell by degradation. To control gene expression, 
the TF level in cells is highly regulated by synthesis and degradation. TF concentration is often 
controlled by a negative feedback loop in which the TF itself balances its synthesis and disposal (Pan 
et al., 2006; Bornstein et al., 2014; Harris et al., 2005). The synthesis and degradation of TFs, like 
any other protein, requires multiple interactions with other proteins; for example, TFs have been 
found to interact with ribosomal proteins, endoplasmic reticulum proteins, transport proteins and 
ubiquitin ligases (Li, Wang, et al., 2015). 

The activity of some TFs, such as NFKB1 and bHLH TFs, is also controlled by binding them to 
an inhibitory protein that may block the nuclear localisation of the TF or its interactions with other 
genes or co-regulatory proteins. In an inactive state, NFKB1 is held in cytoplasm bound to NFKB 
inhibitor proteins (IKBs; IKBA IKBB, IKBE and IKBZ; (Totzke et al., 2006; Scherer et al., 1995; 
Oeckinghaus et al., 2009). The bHLH TFs are inhibited by the binding of inhibitor of DNA-binding 
proteins (IDs), helix-loop-helix proteins that bind bHLH TFs to form non-functional heterodimers 
(Ling et al., 2014). IDs have been shown to affect growth, differentiation and cancer (reviewed in 
(Ke et al., 2018; Ling et al., 2014). 

2.1.1 Post-translational modifications in TF activity regulation 

The TFs’ activity state is often regulated by PTMs (Filtz et al., 2014). This process requires substrate-
enzyme PPIs, for example with kinases, phosphatases, acetyltransferases, deacetylases, 
methyltransferases, demethylases, ubiquitin ligases, ubiquitin hydroxylases, carboxylases, 
(de)hydroxylases, glycosyl transferases and SUMO transferases. 

TF PTMs may regulate the TF activity through various mechanisms (Figure 3; (Muratani et 
al., 2003; Tootle et al., 2005; Whitmarsh et al., 2000): First, the PTMs can affect the PPIs to other 
TFs, dimerization partners, co-regulatory proteins or the basal transcription machinery. Second, the 
PTMs may affect the TFs’ DNA binding. Third, the TFs are often targeted to a specific cleavage or 
proteasomal degradation by the PTMs. Fourth, the PTMs may control the TFs’ translocation to the 
nucleus, and their time spent there. Fifth, TF stability may depend on the PTMs, and, finally, the 
PTMs may regulate the binding of other PTMs to the same TF or nearby proteins. In addition to 
binding directly to the TFs, the PTMs play an important role in gene expression regulation by 
modifying other transcription-related proteins, such as histones, cofactors and inhibitory proteins. 
Histone modifications are crucial in changing the accessibility of DNA to the basal transcription 
machinery and TFs (as reviewed in (Zhao et al., 2018; An, 2007; Fan et al., 2015)). TF interactions 
with histone-modifying proteins will be discussed later.  
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Figure 3. TF activity regulation by PTMs. PTMs in TF may affect its oligomerization, localisation, DNA binding, interaction to other 
proteins, stability or they can induce PTMs to other proteins. Red symbols indicate the PTMs, such as phosphorylation or 
ubiquitylation, that are transfered to TFs trough PTM transfering enzymes. Used schematic domain organization of TFs is described 
more in details in Figure 1.  
 

A good example of TF activation by PTMs are STATs, which, upon activation of the JAK-STAT 
pathway, are phosphorylated in their C-terminal tyrosine by Janus kinases (JAKs;(Decker et al., 
2000). This procedure allows for STAT dimerization and entrance into the nucleus.  

While many TFs are constitutively nuclear, several, such as STATs, shuttle in and out from 
the nucleus. Nuclear imports and exports are often coded in the TF sequence as nuclear localisation 
signals (NLSs) and nuclear export signals (NESs). The phosphorylation of signal peptides can both 
induce or repress nuclear localisation (Nardozzi et al., 2010; Whitmarsh et al., 2000). For example, 
DYRK1A-mediated phosphorylation of GLI1 NLSs increases the nuclear import (Ehe et al., 2017), but 
DYRK-mediated heavy phosphorylation of NFAT NLSs blocks the nuclear import (Sharma et al., 
2011). In addition, NFAT requires dephosphorylation for efficient nuclear transport. Similar to NLSs, 
the phosphorylation of NESs may induce an export, such as a p53 export from the nucleus in 
response to DNA damage (Zhang et al., 2001).  

Besides the direct phosphorylation of TFs, nuclear localisation can be controlled by the 
phosphorylation of TF localisation controlling proteins, such as inhibitory proteins. For example, the 
phosphorylation of IKBs by inhibitor of nuclear factor kappa-B kinases (IKKs) releases p52 (NFKB1), 
allowing it to enter the nucleus (Oeckinghaus et al., 2009).  
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TF DNA binding can also be affected by phosphorylation. For example, FOXO1 
phosphorylation in the DBD (S256) suppresses its binding to the DNA (Zhang et al., 2002). Indeed, 
FOXO proteins are extensively post-translationally modified (including phosphorylation, 
methylation, ubiquitylation and acetylation) and serve as a good example of how TFs are directly 
modified by kinases, phosphatases, ubiquitin ligases, acetyltransferases, deacetylases and 
methyltransferases altering the protein stability, DNA binding, localisation, interactions with other 
proteins and regulation of other PTMs. These mechanisms have been extensively reviewed by 
Brown and Webb (Brown et al., 2018).  

Ubiquitylation is most common for marking a protein for degradation, but it may also 
regulate gene expression in a non-proteolytic way as direct ubiquitylation may affect the TF activity 
(Ndoja et al., 2014; Muratani et al., 2003). Inhibition of receptor activated SMADs by non-proteolytic 
ubiquitylation blocks the formation of active SMAD-dimers or binding to DNA without directing 
them to degradation (Tang et al., 2011; Inui et al., 2011). Similarly, the activity of PPARg can be 
inhibited by non-proteolytic ubiquitination by Smurf2. Besides inhibition, non-proteolytic 
ubiquitylation may also enhance the transcriptional TF activity. For example, p53 is stably 
monoubiquitylated, resulting in nuclear localisation and increased DNA-binding affinity (Landre et 
al., 2017).  

2.2 TF cooperativity and oligomerization 

Under the physiological conditions, most TF DNA-binding sites are not occupied, so the 
identification of the binding sequence alone is not a reliable predictor of TF binding (Wasserman et 
al., 2004). In most cases, TFs need to cross-talk, or cooperate, with other TFs and cofactors to be 
able to bind specifically to DNA and mediate the signal further to the basal transcription machinery 
and Pol-II. Cooperativity allows the TFs enough flexibility and specificity to regulate the total 
transcription; for example, in developmental processes, cooperativity allows multiple TFs to 
regulate the generation of a large number of cell types (Spitz et al., 2012; Reiter et al., 2017). 

TF cooperativity can occur in three overlapping levels: in DNA-binding, independent of DNA-
binding and via PTMs. Cooperative TF DNA binding enhances the cell type specific binding as 
cooperative binding only occurs if all necessary TFs are expressed in appropriate concentrations 
(Barozzi et al., 2014; Heinz et al., 2010).  

DNA-mediated cooperative TF binding appears when multiple TFs bind synchronously to 
binding sites that have a specific spacing and orientation relation (Figure 4; (Jolma et al., 2015). This 
occurs passively when several TFs bind to DNA without a physical PPI (Figure 4; (Reiter et al., 2017). 
Synergistic binding allows the TFs change the DNA accessibility while individual TFs are insufficient 
to complete the DNA binding with nucleosomes (Lickwar et al., 2012; Moyle-Heyrman et al., 2011). 
In active binding, TFs form protein interactions, such as homodimerization or heterodimerization, 
which provide increased specificity and an affinity to a regulatory element (Figure 4). Active binding 
can be DNA-mediated, in which case the binding sites guide the TFs together, or interaction-
mediated, in which case contact between the TFs occurs before binding to the DNA (Morgunova et 
al., 2017). DNA binding may facilitate the multimer formation by increasing TF affinity to one other, 
such as by changing the TF conformation. Finally, cooperative TF binding may also occur in 
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sequential order: first the pioneer factor binds the DNA, initiating chromatin remodelling and 
allowing the other TFs to follow and recognise their binding sites (Figure 4; (Zaret et al., 2011; 
Iwafuchi-Doi et al., 2014). 

Active TF cooperative DNA binding is not restricted to TF interactions with other TFs but 
includes interactions with co-regulatory proteins and even higher complexes (Spitz et al., 2012). A 
good example of cooperative binding is enhancesome, in which eight TFs are needed to bind the 
IFN-b enhancer region to reach the compulsory affinity and stability to recruit the KAT2A, CBP/p300 
and switch (SWI)/SWF complexes to acetylate the nucleosomes, remodel the chromatin and enable 
the assembly of the basal transcription machinery (Panne, 2008). 
 

 
Many TFs are known to form homodimers, heterodimers or even higher degrees of homomeric and 
heteromeric multimers (Amoutzias et al., 2008). Some TF families, such as HNFs, have specific 
dimerization domains for dimerization, whereas others, such as bHLH’s and bZIP’s dimerization 
domains, are not specific to the dimerization. Different multimer compositions might act as 
activators and repressors, and the same oligomer, depending on other interactions, can act as both. 
For example, p50 and p52, the activated forms of NFKB1 and NFKB2, together with other Rel-family 
proteins, form nine dimeric complexes (Oeckinghaus et al., 2009). Not all of these complexes are 
transcriptional activators: p50 and p52 homodimers often act as repressors. Regardless, binding Bcl-
3 might change the regulation status to activator.  

Figure 4. Cooperative DNA-binding models of TFs. Cooperative binding may be passive (TFs bind DNA without physical 
contact) or active (TFs bind each other directly or through co-regulatory proteins). Cooperative binding may occur in 
sequential order where binding of certain TF is needed for binding the next TF. Used schematic domain organization of 
TFs is described more in details in Figure 1.  
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Cooperativity between the TFs, co or gene-regulatory proteins and basal transcription 
machinery may also occur via PTMs. Various cofactors act as enzymes that mediate the PTMs to 
their target proteins. Acetylation, methylation and other histone modifications, protein 
phosphorylation and other PTMs are part of the TF communication to the actual transcription 
machinery. This might occur through stable protein complexes or transient PPIs (Reiter et al., 2017). 

2.3 TF protein-protein interactions with the basal transcription machinery 

Eukaryotic gene transcription is performed by RNA Pol-II, which binds in highly conserved DNA 
sequences referred to as core promoters. Core promoters serve as binding sites for the basal 
transcription machinery (also referred to as a pre-initiation complex [PIC]), which is composed of 
Pol-II, Mediator complex and multiple GTFs (TBP, TFIIA, TFIIB, TFIID, TFIIE, TFIIF and TFIIH; Table 1), 
of which most are actually multimeric protein complexes. GTFs are essential for the Pol-II 
recognition of the promoter and transcription initiation. After the complete assembly of the PIC and 
unwinding of the double-stranded DNA, Pol-II escapes the promoter and can perform the 
transcription elongation alone. The Pol-II activity is often regulated by TFs, but as the TFs do not 
directly bind the Pol-II components, the signal is transferred directly through PPIs with GTFs and/or 
Mediator complexes or indirectly through other cofactors, such as chromatin remodelling 
complexes. 

2.3.1 TF protein-protein interactions with general transcription factors 

To begin assembling the PIC, the TATA-binding protein (TBP) binds the TATA box (consensus 
TATAAWR) of the core promoter. Next, it recruits 13–20 TBP-associated proteins (TAFs) to form the 
TFIID complex (Table 1). The TFIID interacts with other activating TFs and also reads the genome’s 
epigenetic marks with its subunits TAF1 and TAF3 (Vermeulen et al., 2007; Wassarman et al., 2001). 

Besides in the TFIID complex, the TBP exists in at least one other transcriptionally active 
complex: in coactivator complex SAGA (Spt-Ada-Gcn5-acetyltransferase, Table 1; (Petrenko et al., 
2019; Kuras et al., 2000). The SAGA complex binds the TBP with its two subunits, Stp3 and Stp8 
(Sermwittayawong et al., 2006; Mohibullah et al., 2008) to help recruit TBP to TATA-like promoters 
(TATA-box with one or two mismatches; (Han et al., 2014; Sermwittayawong et al., 2006). The SAGA 
complex has recently been identified as a general cofactor for Pol-II- transcription (Baptista et al., 
2017; Bonnet et al., 2014). It also shares multiple members, such as TAF9 and TAF10, with TFIID and 
other co-regulatory complexes (Table 1; (Helmlinger et al., 2017).  

Several studies have suggested that both TFIID and SAGA contribute to the transcription of 
numerous, if not all, genes (Fischer et al., 2019), but the expression might be dominated by either 
of them (Lee, Causton, et al., 2000; Huisinga et al., 2004). Different promoters are indicated to 
favour either SAGA or TFIID, and it has been suggested that SAGA and TATA-like promoters might 
depend more on the presence of transcriptional activators (regulated genes) than TFIID and TATA-
promoters (housekeeping genes; (de Jonge et al., 2017). However, this proposition is still 
controversial as a depletion of TAFs or SAGA components reduces the transcription significantly, 
and equally, in both cases (Fischer et al., 2019). It is reported that actually SAGA act as general 
cofactor in expression of all genes (Baptista et al., 2017). 
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Some TFs interact directly with TFIID and SAGA complex members. The TFs might form direct 
contacts with TAFs, TBP and SAGA complex members, leading to conformational PIC changes (Joo 
et al., 2017), or recruit other cofactors to mediate the signal. For example, TAF1 interacts with SP1 
(Suzuki et al., 2003), p53 (Li et al., 2004), PAX3 (Boutet et al., 2010) and JUN (Lively et al., 2001). 
Some TFs also interact with multiple TFIID components; for instance, PAX6, TP53 and FOS interact 
with both TBP and TAF1 (Metz et al., 1994; Qadri et al., 2002; Cvekl et al., 1999). Besides TAF1 and 
TBP, other TFIID components have also been found to bind TFs.  

Members of the SAGA complex have also been detected interacting with different TFs. 
KAT2A (also known as GCN5), the main catalytic subunit of the SAGA complex, as an example, 
interacts with C/EBPb (Wiper-Bergeron et al., 2007), PBX1-E2A dimer (Holmlund et al., 2013) and 
various SMADs (SMAD6, SMAD3, SMAD2 and SMAD9; (Kahata et al., 2004). Some TFs interact with 
multiple SAGA subunits: TP53 interacts with TADA2B and KAT2A (Gamper et al., 2008), whereas 
MYC and E2F interact with KAT2A and TTRAP (Lang et al., 2001; Zhang et al., 2014; Liu et al., 2003). 
Out of all the GFTs, TFIID and SAGA appear to have the most direct TF contacts. TF binding to TFIID 
or SAGA components is a direct way of regulating the PIC conformation and Pol-II activity. 

After the binding of TFIID and SAGA, TFIIA binds upstream of the TATA-box. This is followed 
by the binding of TFIIB. Binding of TFIIB changes the conformation of the TPB/TATA complex, 
enhances its stability (Hieb et al., 2007) and leads to the recruitment of TFIIF, which is bound to Pol-
II (Thomas et al., 2006). Finally, after the binding of TFIIF, the PIC is completed by the binding of 
TFIIE and TFIIH. Binding the TFIIE assists the assembly and orientation of the final subunit, TFIIH 
(Schilbach et al., 2017). Both TFIIE and TFIIH are necessary to proceed from initiation to transcription 
elongation (Holstege et al., 1996). TFIIH has ATPase activity that is needed for promoter melting, 
transcription initiation and escaping from the promoter; in the absence of TFIIH and ATP, Pol-II 
might stall on the promoter (Dvir et al., 1997; Kugel et al., 1998; Kumar et al., 1998). 

The direct TF PPIs with TFIIA, TFIIB, TFIIF and TFIIE subunits are not well known. However, 
GTF2B (TFIIB) might interact with FOXF2 (Hellqvist et al., 1998), and the subunits of TFIIF might 
interact with AR (McEwan et al., 1997) and MYC (McEwan et al., 1996). TFIIH components 
interactions with TFs have been studied more extensively: The CDK7 phosphorylates often NRs 
(Rochette-Egly, 2003), such as ESR1 (Chen et al., 2000), RARG (Bastien et al., 2000), AR (Lee, Duan, 
et al., 2000) and other TFs (e.g., SP1(Chuang et al., 2012). TP53 interacts with at least three TFIIH 
subunits (CDK7, CCNH and MNAT1 (Ko et al., 1997). 

2.3.2 TF protein-protein interactions with the Mediator complex 

The Mediator complex is a large, multisubunit protein complex whose basic function is to mediate 
regulatory signals from TFs to Pol-II (Table 1, (Allen et al., 2015; Borggrefe et al., 2011). It is often 
considered to be part of the PIC as it extensively interacts with Pol-II and broadly regulates the 
assembly of the PIC (Harper et al., 2018). The Mediator complex consists of 26 subunits in mammals, 
and the subunit composition may change according to the biological function (Harper et al., 2018). 
Its structure is highly dynamic, allowing it to flexibly change the conformation upon the binding of 
ligands, such as TFs and PIC components (Poss et al., 2013). 
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Numerous TFs have been identified to interact with one or more Mediator complex subunits 
(Currie et al., 2017; Yin et al., 2014; Poss et al., 2013). As TFs do not directly bind the Pol-II, they may 
affect Pol-II activity by changing the Mediator complex conformation either directly by binding its 
components or indirectly, for instance by interacting with chromatin remodelling complexes that 
mediate the signal to the Mediator complex (Poss et al., 2013; Harper et al., 2018). Different TFs 
may interact with different surfaces or subunits of Mediator and therefore induce diverse structural 
changes to the Mediator complex. These changes may affect the Mediator-Pol-II interactions and/or 
Mediator interactions to other Pol-II related cofactors, leading to changes in the transcription (Poss 
et al., 2013). In an example scenario, p53 is detected to activate the transcription by interacting with 
different Mediator subunits using its C-terminal activation domain, thus altering the Mediator 
conformation that affects the Pol-II C-terminal phosphorylation and finally, resulting in activated 
transcription (Meyer et al., 2010).  

The TFs are often the mediating proteins between the cell signalling pathways and basal 
transcription machinery and/or Mediator complex. Subsequently, the basal transcription machinery 
and Mediator complex forward the signal to Pol-II. This requires either multiple PPIs between the 
TFs and PIC proteins or proteins that transfer the activation to the PIC. Some TFs interact directly 
with PIC components, such as with TAFs and Mediator complex members, but they may also recruit 
other cofactors, such as chromatin remodelling complexes, to mediate the signal to the PIC. The 
lack of TF interactions with TFIIA, TFIIB, TFIIF and TFIIE might indicate that the TFs communicate 
with the PIC mainly through the TFIID, SAGA, TFIIH and Mediator complexes.  
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Table 1. Protein composition of PIC subcomplexes obtained from Corum-database (http://mips.helmholtz-muenchen.de/corum/). 

Protein description Gene name UniProt 
TFIID complex (Corum complex 484)     
TATA-box-binding protein TBP P20226 

Transcription initiation factor TFIID subunit 1 TAF1 P21675 

Transcription initiation factor TFIID subunit 10 TAF10 Q12962 

Transcription initiation factor TFIID subunit 11 TAF11 Q15544 

Transcription initiation factor TFIID subunit 12 TAF12 Q16514 

Transcription initiation factor TFIID subunit 13 TAF13 Q15543 

Transcription initiation factor TFIID subunit 4 TAF4 O00268 

Transcription initiation factor TFIID subunit 5 TAF5 Q15542 

Transcription initiation factor TFIID subunit 6 TAF6 P49848 

Transcription initiation factor TFIID subunit 7 TAF7 Q15545 

Transcription initiation factor TFIID subunit 9 TAF9 Q16594 

SAGA complex, GCN5-linked (Corum complex 6643)   
Adenosine deaminase ADA P00813 

Ataxin-7-like protein 1 ATXN7L1 Q9ULK2 

Ataxin-7-like protein 2 ATXN7L2 Q5T6C5 

Ataxin-7-like protein 3 ATXN7L3 Q14CW9 

Histone acetyltransferase KAT2A KAT2A Q92830 

SAGA-associated factor 29 SGF29 Q96ES7 

STAGA complex 65 subunit gamma SUPT7L O94864 

TAF5-like RNA polymerase II p300/CBP-associated factor-associated factor 65 kDa subunit 5L TAF5L O75529 

TAF6-like RNA polymerase II p300/CBP-associated factor-associated factor 65 kDa subunit 6L TAF6L Q9Y6J9 

Transcription factor SPT20 homolog SUPT20H Q8NEM7 

Transcription initiation factor TFIID subunit 10 TAF10 Q12962 

Transcription initiation factor TFIID subunit 12 TAF12 Q16514 

Transcription initiation factor TFIID subunit 9 TAF9 Q16594 

Transcription initiation factor TFIID subunit 9B TAF9B Q9HBM6 

Transcription initiation protein SPT3 homolog SUPT3H O75486 

Transcriptional adapter 2-beta TADA2B Q86TJ2 

Transcriptional adapter 3 TADA3 O75528 

Transformation/transcription domain-associated protein TRRAP Q9Y4A5 

Ubiquitin carboxyl-terminal hydrolase 22 USP22 Q9UPT9 

TFIIA complex (Corum complex 489)     
Transcription initiation factor IIA subunit 1  GTF2A1 P52655 

Transcription initiation factor IIA subunit 2  GTF2A2 P52657 

TFIIB     
Transcription initiation factor IIB GTF2B Q00403 

TFIIF complex (Corum complex 153)     
General transcription factor IIF subunit 1 GTF2F1 P35269 

General transcription factor IIF subunit 2  GTF2F2 P13984 

TFIIE complex (Corum complex 152)     
General transcription factor IIE subunit 1 GTF2E1 P29083 

Transcription initiation factor IIE subunit beta  GTF2E2 P29084 

TFIIH transcription factor complex (Corum complex 1009) 
CDK-activating kinase assembly factor MAT1 MNAT1 P51948 

Cyclin-dependent kinase 7 CDK7 P50613 

Cyclin-H CCNH P51946 

General transcription factor IIH subunit 1 GTF2H1 P32780 

General transcription factor IIH subunit 2 GTF2H2 Q13888 

General transcription factor IIH subunit 3 GTF2H3 Q13889 

General transcription factor IIH subunit 4 GTF2H4 Q92759 

General transcription factor IIH subunit 5 GTF2H5 Q6ZYL4 

TFIIH basal transcription factor complex helicase XPB subunit ERCC3 P19447 

TFIIH basal transcription factor complex helicase XPD subunit ERCC2 P18074 
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Protein description Gene name UniProt 
Mediator complex (Corum complex 230)   
Cyclin-C CCNC P24863 

Cyclin-dependent kinase 19 CDK19 Q9BWU1 

Cyclin-dependent kinase 8 CDK8 P49336 

Mediator of RNA polymerase II transcription subunit 1 MED1 Q15648 

Mediator of RNA polymerase II transcription subunit 10 MED10 Q9BTT4 

Mediator of RNA polymerase II transcription subunit 11 MED11 Q9P086 

Mediator of RNA polymerase II transcription subunit 12 MED12 Q93074 

Mediator of RNA polymerase II transcription subunit 13 MED13 Q9UHV7 

Mediator of RNA polymerase II transcription subunit 13-like MED13L Q71F56 

Mediator of RNA polymerase II transcription subunit 14 MED14 O60244 

Mediator of RNA polymerase II transcription subunit 15 MED15 Q96RN5 

Mediator of RNA polymerase II transcription subunit 16 MED16 Q9Y2X0 

Mediator of RNA polymerase II transcription subunit 17 MED17 Q9NVC6 

Mediator of RNA polymerase II transcription subunit 18 MED18 Q9BUE0 

Mediator of RNA polymerase II transcription subunit 19 MED19 A0JLT2 

Mediator of RNA polymerase II transcription subunit 20 MED20 Q9H944 

Mediator of RNA polymerase II transcription subunit 21 MED21 Q13503 

Mediator of RNA polymerase II transcription subunit 22 MED22 Q15528 

Mediator of RNA polymerase II transcription subunit 23 MED23 Q9ULK4 

Mediator of RNA polymerase II transcription subunit 24 MED24 O75448 

Mediator of RNA polymerase II transcription subunit 25 MED25 Q71SY5 

Mediator of RNA polymerase II transcription subunit 26 MED26 O95402 

Mediator of RNA polymerase II transcription subunit 27 MED27 Q6P2C8 

Mediator of RNA polymerase II transcription subunit 28 MED28 Q9H204 

Mediator of RNA polymerase II transcription subunit 29 MED29 Q9NX70 

Mediator of RNA polymerase II transcription subunit 30 MED30 Q96HR3 

Mediator of RNA polymerase II transcription subunit 31 MED31 Q9Y3C7 

Mediator of RNA polymerase II transcription subunit 4 MED4 Q9NPJ6 

Mediator of RNA polymerase II transcription subunit 6 MED6 O75586 

Mediator of RNA polymerase II transcription subunit 7 MED7 O43513 

Mediator of RNA polymerase II transcription subunit 8 MED8 Q96G25 

Mediator of RNA polymerase II transcription subunit 9 MED9 Q9NWA0 

RNA polymerase II (RNAPII) (Corum complex 2685)   
DNA-directed RNA polymerase II subunit RPB1 POLR2A P24928 

DNA-directed RNA polymerase II subunit RPB11-a  POLR2J P52435 

DNA-directed RNA polymerase II subunit RPB2  POLR2B P30876 

DNA-directed RNA polymerase II subunit RPB3  POLR2C P19387 

DNA-directed RNA polymerase II subunit RPB4  POLR2D O15514 

DNA-directed RNA polymerase II subunit RPB7  POLR2G P62487 

DNA-directed RNA polymerase II subunit RPB9  POLR2I P36954 

DNA-directed RNA polymerases I, II, and III subunit RPABC1  POLR2E P19388 

DNA-directed RNA polymerases I, II, and III subunit RPABC2  POLR2F P61218 

DNA-directed RNA polymerases I, II, and III subunit RPABC3  POLR2H P52434 

DNA-directed RNA polymerases I, II, and III subunit RPABC4  POLR2K P53803 

DNA-directed RNA polymerases I, II, and III subunit RPABC5  POLR2L P62875 

General transcription factor IIF subunit 1 GTF2F1 P35269 

General transcription factor IIF subunit 2  GTF2F2 P13984 

RNA polymerase II subunit A C-terminal domain phosphatase  CTDP1 Q9Y5B0 

RNA polymerase II-associated protein 1 RPAP1 Q9BWH6 

Transcription initiation factor IIB GTF2B Q00403 

2.4 TF protein-protein interactions with chromatin modulating proteins 

Chromatin accessibility, controlled by DNA winding around the nucleosomes, is obligatory for the 
binding of the basal transcription machinery and TFs to allow the transcription initiation. In non-
dividing cell, chromatin can be seen in two forms: highly packed heterochromatin and lightly packed 
euchromatin. Euchromatin shows higher transcriptional activity compared to heterochromatin. 
Chromatin accessibility is regulated mainly by two mechanisms (Figure 5): first, covalent histone 
PTMs in specific sites in histone tails affect the DNA-histone binding affinity and enable the 
recruitment of co-regulatory proteins. Second, the ATP-depended chromatin remodelling complex 
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replaces or translocases histones to release the DNA for the basal transcription machinery or other 
TFs (Langst et al., 2015). Besides these two mechanisms, DNA (de)methylation affect the 
accessibility (Figure 5; (Wang et al., 2007b, 2007a).  

 
Figure 5. Main chromatin remodelling mechanisms. Chromatin accessibility can be regulated through DNA methylation, ATP-
depended chromatin remodelling or histone modifications. TFs are known to interact with many ATP-dependent remodellers as well 
as with histone modifiers. Chromatin accessibility is required for TF DNA binding. Used schematic domain organization of TFs is 
described more in details in Figure 1.  

 
Several specific enzymes and protein complexes, such as histone acetyltransferases and the SAGA 
complex, drive the histone PTMs (Zhang et al., 2016). Acetylation and methylation were the first 
identified histone modifications (Allfrey et al., 1964), but since then, more modifications have been 
identified, including phosphorylation, sumoylation, ubiquitylation, ADP-ribosylation and 
glycosylation (Zhao et al., 2018). These modifications, alone or together, form the histone code that 
may be recognised, or read, by other proteins, such as TFs. This recognition then determines the 
activity state of chromatin, the exchange between the transcriptionally active and inactive forms. 
Modifications may affect the histone-DNA binding affinity, allowing the histone to detach from the 
DNA.  

TFs interact with several enzymes, such as phosphatases, kinases, methylases, ubiquitin 
ligases and ubiquitin hydroxylases not only for direct modification of themselves but also for 
activating and inactivating them to modify other co-regulatory proteins, such as histones. As 
described in section 2.3, multiple SAGA subunits have been identified interacting with different TFs. 
The SAGA complex is a multisubunit coactivator complex that, besides being part of the basal 
transcription machinery, has histone acetyltransferase and histone deubiquitynase activity 
(Helmlinger et al., 2017). 

ATP-depended chromatin remodelling complexes contain an ATPase that produces the 
energy to break the DNA-histone contact, allowing the sliding, removal, destabilising or replacement 
of the histones (Clapier et al., 2009). Chromatin remodelling proteins, remodellers, fall into four 
subfamilies: INO80, CHD, SWI/SNF and ISWI (Clapier et al., 2017). Many of the complexes vary in 

H2A
H2B

H3H4

H2A
H2B

H3H4

H2A
H2B

H3H4

H2A
H2B

H3H4 H2A
H2B

H3H4

H2A
H2B

H3H4 H2A
H2B

H3H4

H2A
H2B

H3H4

H2A
H2B

H3H4

H2A
H2B

H3H4

H2A
H2B

H3H4

+ Chromatin
remodeler/
remodelling
complexes

+ATP

ATP-depended cromatin remodelling:
sliding, removal, destabilizing or replacement of histones 

H2A
H2B H2A

H2B
H3H4

H2A
H2B

H3H4

TFs

+ Histone modification 
transfering enzymes/
compelexes

Post-translational modifications of histones, 
“histone code”  

H2A

H2A v
HistonevariantH2A

H2B
H3H4

DNA methylation



 Literature Review 

 16 

composition and may share subunits with other chromatin remodelling subcomplexes. This diversity 
allows them to interact specifically with particular TFs and co-regulatory proteins to respond to 
different signals with highly specific outcomes.  

TFs may regulate the chromatin accessibility by interacting and recruiting both chromatin 
modifying proteins and ATP-depended chromatin remodelling complexes. TFs have been identified 
interacting with many histone-modifying proteins and chromatin remodelling complex members, 
including p300 histone acetyltransferase, histone deacetylases, histone deacetylase complex 
subunits, lysine-specific demethylases, Paired amphipathic helix proteins, INO80 complex proteins 
and numerous other proteins (Li, Wang, et al., 2015). TFs require remodelling complexes to make 
space both for their own DNA binding, for the binding of PIC components and for the binding of 
other site-specific TFs in a cooperative manner. Once a chromatin is opened, DNA-bound TFs can 
function as a barrier to prevent the nucleosome from repositioning (Li, Hada, et al., 2015).  

2.5  TF protein-protein interactions with RNA splicing machinery  

It has been suggested that some chromatin proteins interact with spliceosome components and 
play a role in RNA splicing (Allemand et al., 2016). These chromatin proteins include TFs that may 
regulate splicing in several mechanisms: TFs may bind to messenger RNA (mRNA) to recruit other 
splicing-related co-regulatory proteins; TFs may block the binding of splicing factors from mRNA or 
the transcription elongation rate of RNA splicing may be affected by the TF binding to promoters, 
gene bodies or pre-mRNA (Rambout et al., 2018). Increased elongation rates may enhance skipping 
the weak 3’ splice sites, resulting in a different isoform of protein than the slow transcription. TFs 
can affect the splicing indirectly, as when changing the elongation rates, or directly by binding the 
RNA and splicing machinery, even independently of their DNA binding. Moreover, as with the 
expression of all genes, TFs control the splicing factors’ transcription. 

Some C2H2-ZF TFs, such as CTCF, VEZF1 and MAZ have been reported to bind the gene 
bodies and stall the Pol-II transitorily, enhancing the inclusion of alternative exon (slow 
transcription; (Rambout et al., 2018). Additionally, they may bind the RNA and alter the histone 
acetylation, which, in turn, takes part in RNA splicing. In addition to binding the gene bodies or 
promoters, TFs may regulate the splicing independently of DNA binding. For example, SOX6 and 
SOX9 have been reported to affect the splicing without contacting the chromatin but colocalizing 
with splicing factors (Girardot et al., 2018; Ohe et al., 2002). Other TFs, such as SPI1, may inhibit the 
splicing by binding specific splicing factors and blocking their interactions with mRNA (Hallier et al., 
1996). SP1 binding, however, also functions conversely, as SPI1 binding to the splicing factors may 
affect the DNA binding of SPI1 (Hallier et al., 1998). Similarly to SPI1, another C2H2-ZF TF, FBI1, 
inhibits the binding of splicing factor SAM68 to mRNA, reducing the alternative splicing (Bielli et al., 
2014).  

These examples indicate that RNA splicing and its regulation is not independent from 
transcription, and TFs, with their DNA, RNA and protein interactions, participate in splicing 
regulation in multiple ways. However, many facets of the roles of different TFs and TF families 
remain unknown. In a recent review, Rambout et al. summarised the current knowledge of TFs in 
mRNA splicing (Rambout et al., 2018). 
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2.6 TF protein-protein interactions with nuclear acting and myosin signalling proteins 

Nuclear actin, nuclear myosin and their interaction partners have been shown to take part in gene 
expression regulation. Nuclear actin is linked to all three RNA polymerase complexes: it serves as 
ATPase; is member of several SWI/SNF chromatin remodelling complexes, such as BAF complex, 
SWR1 and INO80; and is member of histone-modifying complexes, such as TIP60 and p400 
(Grummt, 2006). In addition to chromatin remodelling, actin and actin-binding proteins, such as 
Arps, can regulate the activation of some TFs, often affecting the TF or its cofactor location.  

The best-known example of actin-regulated TFs is the serum response factor (SRF), a TF that, 
in response to actin dynamics, regulates many genes linked to the cytoskeleton. The SRF’s co-
activator, MRTFA, transfers the signal from the actin cytoskeletal to the nucleus by binding the actin, 
which controls its nuclear import and activity (Miralles et al., 2003). In addition, YY1’s shuttle 
between the cytoplasm and nucleus is reported to depend on the actin polymerization status in 
vascular smooth muscle development (Favot et al., 2005). Polymerized gamma-actins hold the YY1 
in cytoplasm, while depolymerization releases it to enter the nucleus. Similarly, the subcellular 
localisation of PREP is controlled through cytoskeletal proteins binding to actin and tubulin, and the 
release from either of them enables the nuclear translocation (Haller et al., 2004).  

Recent proteomics study of nuclear actin PPIs have further expanded the knowledge of 
actin’s connection to transcription and mRNA splicing (Haller et al., 2004). In total, 338 interaction 
partners have been identified for nuclear actin, of which, according to Lambert et al.’s curation 
(Lambert et al., 2018), 22 were TFs. These include GTF2I, YBOX1, YBOX3 and multiple zinc finger (ZF) 
TFs. The affinity purification (AP) of FOXR1, FOXO6, FOXN1, MYC and TCF4 identified interactions 
with the actin-like protein 6A (Li, Wang, et al., 2015). 

Together with nuclear actin, nuclear myosin I (NM1) takes part in gene expression 
regulation. Both actin and myosin are needed for the RNA polymerase I -mediated transcription of 
ribosomal RNA (Philimonenko et al., 2004). NM1 has other functions in the nucleus; for instance, it 
is crucial for the formation of the first phosphodiester bound in Pol-II-mediated transcription 
initiation. Besides NM1, other myosins (2, 5, 6, 10 and 16) have been described as located in nucleus 
(de Lanerolle, 2012), but their roles are not well understood. TF APs have identified multiple 
interactions between TFs and myosins, such as interactions with Myosin-10 and Myosin-7 (Li, Wang, 
et al., 2015). 

However, the mechanisms relating to how TFs interact with actin- and myosin-signalling 
proteins remain poorly understood. There is evidence that TFs may interact directly with actin and 
myosin proteins, but the interactions are more often taught as occurring in the context of chromatin 
remodelling.  

2.7 TF protein-protein interactions in DNA repair 

In response to DNA damage, cells activate a large network of pathways, collectively termed as DNA 
damage response (DDR) (Ciccia et al., 2010). DDR pathway activation leads typically to cell cycle 
arrest, inhibition of transcription and translation, and, in case of considerable DNA damages, to 
apoptosis (Raschella et al., 2017). In addition, DNA repair machinery is activated.  
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DNA damage may only occur in one strand for which cells have three repair mechanisms: 
base excision repair, nucleotide excision repair and mismatch repair. However, most often, 
pathological conditions caused by DNA damage originate from double-strand DNA breaks (DSBs). 
DSBs are repaired by two major mechanisms: non-homologous end joining and homology-directed 
repair. These repair mechanisms require complex cross-talk between multiple DNA repairing 
proteins. The lesion repair requires the recognition by specific factors as well as changes in the 
chromatin structure (Lukas et al., 2011). Similar to chromatin modulation in transcriptional 
regulation, the chromatin structure is altered by histone and histone-modifying enzyme 
modifications, nucleosome translocations and replacements and the recruitment of an extensive 
number of proteins in the lesion area.  

Even transcription is generally inhibited after DNA damage; numerous TFs take part in DNA 
repair. TFs facilitate DNA repair by increasing the transcription of DNA repair proteins (Christmann 
et al., 2013), but they also alter the repair in non-transcriptional mechanisms, such as altering the 
chromatin remodelling or acting directly in DNA repair complexes (Malewicz et al., 2014). 
Importantly, FOXO3a interacts and promotes the phosphorylation of AMT, which orchestrates the 
assembly and activation of downstream DNA repair mechanisms (Tsai et al., 2008). Silencing 
FOXO3a results in a lack of DNA repair. Similarly, ATF2 (Bhoumik et al., 2005), E2F1 (Biswas et al., 
2012), NR4A (Malewicz et al., 2011) and SP1 (Beishline et al., 2012) have transcription independent 
roles in DNA repair. They all translocase in DNA repair loci in response to DNA damage and are most 
often phosphorylated in specific sites in response to DNA damage. A study that identified new DDR 
proteins using epitope-tagging coupled to DNA damage localisation screen revealed that more than 
70% (35) randomly selected TFs (with no known role in DNA damage) localised in the DNA damage 
area (Izhar et al., 2015). Thirteen of these 35 TFs belong to ZF TFs.  

TFs seem to have important role in DDR that includes both transcriptional and non-
transcriptional actions. The non-transcriptional action in the DNA lesion site requires obvious TF 
protein interactions with DDR machinery. Li et al. supported this finding through their AP study (Li, 
Wang, et al., 2015), which observed several TFs interacting with DNA repair proteins, such as XRCC1, 
RAD50, MOV10 and MMS19. Furthermore, Ets1 has been reported to interact with multiple DNA 
repair proteins (PARP-1 and DNA-PK) with possible outcomes in cancer development (Legrand et 
al., 2013; Choul-Li et al., 2018). 

2.8 TF protein-protein interactions in DNA replication 

DNA replication in the S-phase of the cell cycle is performed by a multiprotein protein machine, 
replisome. Replisome includes, most importantly, helicases, primases, DNA polymerases, nucleases 
and ligases. In addition to replisome, many other accessory proteins are needed to perform the 
replication completely and accurately (Cortez, 2017). 

The origin recognition complex (ORC) is an essential protein complex in initiating replication 
(Ding et al., 2011). To form the pre-replicative complex (pre-RC), the ORC recognises the replication 
origin and recruits the Cdt1, Cdc6, and MCM complex (Belsky et al., 2015). 

TFs are known to control the expression of genes needed for the cell cycle transition 
different phages. For instance, E2F TFs are known to both activate and repress the transcription of 
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genes needed for G1/S transition (Bertoli et al., 2013). In early G1 phase, repressor E2F TFs are 
bound to promoters to prevent the transcription, whereas activator E2F TFs are bound to inhibitory 
proteins that are known as pocket proteins. Later in G1 phase, pocket proteins are phosphorylated 
by CDKs and activator E2F released to replace the repressor E2Fs and activate the gene expression 
of proteins needed for G1/S transition.  

Besides transcription repression or activation, some TFs have been reported to interact with 
ORC and pre-RC components and regulate the replication in non-transcriptional mechanisms. For 
example, MYC interacts with multiple MCM complex members, such as MCM2-7, ORC2, Cdc6 and 
Cdt1 (Dominguez-Sola et al., 2007). MYC was reported to control the replication initiation in non-
transcriptional mechanisms in a late G1 state (Dominguez-Sola et al., 2007), and the inactivation of 
MYC led to the inhibition of the G1/S transition (Prathapam et al., 2006). Similarly, in Drosophila, 
E2F1 (Bosco et al., 2001) and MYB (Beall et al., 2002) are reported to interact with ORC and pre-RC 
components.  
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3.  TFs in development and diseases  

3.1 TFs in development 

TFs play important role in cell differentiation, tissue generation and embryonic development. 
Different cell types, maintained with specific gene expression patterns, are differentiated from a 
multipotent stem cell as a result of the synergistic cooperativity of a particular set of tissue-specific 
TFs. In early differentiation, specific TFs with the ability to respond to extracellular signals act as 
pioneer factors to initiate the chromatin opening and assembly of the PIC (Spitz et al., 2012). 

Pioneer TFs, including e.g. OCT3/4, SOX2, FOXA, GATA4, KLF4, PAX7, ASCL1, p53 and Nanog 
(Iwafuchi-Doi, 2019), are able to target closed chromatin in the early stages of development. 
Therefore, they control the whole gene expression program of cell differentiation. Like many other 
TFs, pioneer TFs enhance the DNA-binding specificity by binding in oligomers and in a cooperative 
manner (see Section 2.2). A well-known example of this is the OCT3/4-SOX2 heterodimer that 
recognises the specific target sites of pluripotent stem cells (Rizzino et al., 2016). The binding of 
pioneer factors leads to the recruitment of chromatin remodellers, other TFs, PIC components, 
Mediator complex and, finally, to the transcription of cell type specific TFs. These changes in 
transcription allow cells to differentiate to certain morphology.  

Particular TFs can change the phenotype when overexpressed ectopically. This ability is used 
in cell reprogramming. For example, an overexpressed MYOD1 can instruct change in the phenotype 
(Davis et al., 1987). However, often a specific combination of multiple TFs is needed to instruct cell 
fate (Niwa, 2018); for example, reprogramming somatic cells into pluripotent stem cells requires 
the introduction of four specific proteins: SOX2, MYC, OCT3/4 and KLF4 (Takahashi et al., 2006).  

Like the transcription in any highly differentiated cells, transcription during the 
developmental processes requires various PPIs between TFs and TF-binding proteins. However, a 
disturbance in the activity of the TFs involved in differentiation is often highly damaging and can 
cause serious outcomes in human health. For example, a mutation in pioneer TF or its DNA-binding 
sequence may result in numerous cancer types (Iwafuchi-Doi, 2019; Jozwik et al., 2012). 

3.2  TFs in diseases and disorders 

Because of TFs’ important roles in differentiating and maintaining multiple cellular processes, such 
as transcription, DNA replication and DNA repair, TF mutations might lead to serious pathological 
conditions. Lambert et al. (Lambert et al., 2018) estimated that 19.1% of human TFs are associated 
with at least one phenotype, whereas lower number, 16.2%, of all human genes are disease-
associated.  

Numerous TFs are involved in large number of diseases, including cancer, diabetes, 
developmental syndromes, obesity, autoimmunity, neurological disorders and immunodeficiencies 
(Lee et al., 2013). Genetic variation and mutations in a TF’s coding genes may affect its ability to 
interact with DNA, RNA, ligands or other proteins or mutations may be truncating and lead to the 
degradation of the TF (Kaustio et al., 2017). These disturbances may lead for instance to altered 
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chromatin remodelling, cooperativity, cell cycle and DNA repair. Many of these mechanisms result 
from a disturbed ability of the TFs to bind to DNA or other proteins. 

Although few mutations are reported to stabilise PPIs, most of the mutations are 
destabilising, mainly because of alterations in the binding energy due the changes in the 
electrostatic forces (Yue et al., 2005; Nishi et al., 2013). Mutations in the TFs’ interfaces often results 
in more severe changes in interactome than mutations in amino acids packed inside the protein. 

The pharmacological approach to target TF activity is usually to mimic the endogenous 
ligands or target upstream phosphokinases (Fontaine et al., 2015). However, the specificity is not 
always high, and there are limitations to identifying novel molecular targets. Therefore, targeting 
TF PPIs is an excellent addition to the pharmaceutical treatment of TF-related diseases. Targeting 
TFs that function as downstream players of signalling cascades serves more specificity compared to 
targeting upstream effectors, such as membrane receptors or kinases (Vaquerizas et al., 2009). TF 
protein interactions may be modulated, for example, with small compound PPI distributors. Usually 
they are small, rigid, hydrophobic and may have a peptide motif as part of the design (Wojcik et al., 
2016; Fontaine et al., 2015).  

3.2.1 TFs in cancer 

A dysregulation of genes is one of the hallmarks of cancer. Mutations in TF coding genes have long 
been known to participate in tumorigenesis. Kandoth et al. analysed the mutation patterns of 3281 
tumours across 12 major cancer types (Kandoth et al., 2013) and identified 127 significantly mutated 
genes (SMGs), of which, according the TF classification of Lambert et al. (Lambert et al., 2018), 26 
were TFs. These included TP53, FOXA1, FOXA2, GATA3, NF2F2, NF2L3, SMAD4, SOX17, SOX9, TBX3 
and WT1, but, interestingly, not MYC. TP53 had the highest frequency (42%) of all 127 SMGs. 
Vogeltein et al. obtained similar results to those of Kandoth et al. in a study that identified 27 of 138 
cancer driver genes to be TFs (Vogelstein et al., 2013). The study by Vogeltein et al. identified similar 
genes to those identified by Kandoth et al., such as TP53, AR, WT1, GATA3, SOX9 and SMAD4, as 
well as other TFs, including MYC, MYCL1, MYCN, GATA1, GATA2, HNF4a, KLF4, NCOA3 and PAX5. 
Together these two studies identified 42 different TFs genes that are cancer driver genes and/or 
highly mutated in tumour progressions in various cancer types.  

As an example, mutations in Mediator complex subunits are reported to impact various 
tumours having impact in protein-protein interactions, including uterine leiomyosarcomas 
(Makinen, Mehine, et al., 2011; Makinen, Heinonen, et al., 2011) and prostate cancer (Barbieri et 
al., 2012). MED12 exon2 was mutated in 70% of Finnish and 50% of South African uterine 
leiomyomas patients (Makinen, Mehine, et al., 2011; Makinen, Heinonen, et al., 2011). An 
investigation of the mechanism behind the disease performed using affinity purification coupled to 
mass spectrometry (AP-MS) revealed the disruptions in protein interactions: mutated MED12 had a 
specific decrease in interactions with cyclin C-CDK8/19, which led to lack of Mediator-associated 
cdk activity (Turunen et al., 2014). Moreover, in acute lymphoblastic leukemia, MED12 had a 
nonsense mutation in the 5’ end (c.97G>T, p.E33X(Heikkinen et al., 2017). However, the C-terminal 
of MED12 was still expressed using an alternative translation initiation site. The lack of N-terminal 
NLSs resulted in the loss of interaction with importin-a and the nuclear import. This led to a 
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complete loss of nuclear protein-interactions, such as interactions with the rest of the Mediator 
complex or basal transcription machinery.  

Moreover, TFs are often part of oncofusion proteins that are resulted from chromosomal 
translocations. Rearrangement may, for example, result in a fusion protein which have the DBD of 
TF fused to protein with interactions to transcriptional repressors ((Martens et al., 2010). Abnormal 
introduction of transcriptional repressors to transcriptional site might lead to several alterations in 
target genes’ expression. As an example of TF-oncofusions, ETS are known to be part of various 
oncofusion proteins both in haematological cancers and solid tumours (Sizemore et al., 2017), and 
multiple TF-fusions, such as AML1 (RUNX1), RARa, HOXA9, EVI1, MYH11 and ERG fusions, are found 
in acute myeloid leukemia (Martens et al., 2010). However, TF-mediated transcription regulation 
may also be dysregulated by translocations with mechanism other than the TFs itself taking part in 
oncofusion proteins; the translocations may result in abnormally expressed coactivators that have 
an impact on TFs’ function (Martens et al., 2010). 

3.2.2 TFs in neurological diseases 

Mutations in several TFs, especially in Mediator complex subunits, can induce neurological disorders 
(Lee et al., 2013). This is not a surprise as TFs play a key role in tissue development, including the 
development of the brain and nervous system. MED23 mutations disrupted interactions with the 
enhancer-bound TFs, leading to a dysregulation of transcription in early brain development 
(Hashimoto et al., 2011). Similarly, MED12 mutations have been linked to intellectual disabilities 
(Srivastava et al., 2019; Ding et al., 2008). In addition, TAF1 variants are associated with neurological 
manifestations, developmental delays and the development of X-linked ID syndrome (O'Rawe et al., 
2015). Various TF mutations and polymorphisms are linked to Parkinson’s disease, including 
variations in NR4A2 (Grimes et al., 2006; Le et al., 2003), PITX3 and EN1 (Haubenberger et al., 2011).  

One of the mechanisms through which TF mutations impact neurological disorders is altered 
PPIs. For example, missense SIX3 mutations are linked to holoprosencephaly, which is a brain 
development disorder that causes the embryonic forebrain to fail to divide into right and left 
hemispheres (Laflamme et al., 2004). Wild type (WT) SIX3 has ability to bind and stimulate the 
transcriptional activity of another TF, NR NOR1 (NR4A3), but the patient mutation R257P disrupts 
the interaction and therefore changes the transcriptional activity of NR4A3.  

3.2.3 TFs in diabetes 

The gene expression patterns of pancreatic tissue in maturity-onset diabetes of the young (MODY) 
are mainly controlled by small set of master TFs that include HNFs (1a, 1b and 4a), PDX1 and NDF1 
(NeuroD) (Malecki, 2005; Maestro et al., 2007). Therefore, any mutation in these master TFs can 
induce the development of MODY. However, in other forms of diabetes, various TFs play an 
important role. For example, mutations and polymorphisms in PAX4 are associated with Type 2 
diabetes mellitus and MODY (Lorenzo et al., 2017), and FOXOs are linked to diabetes-related muscle 
atrophy (O'Neill et al., 2019) and diabetes-induced oxidative stress (Ponugoti et al., 2012). 

In addition, STAT3 gain-of-function (GOF) mutations have been linked to Type 1 diabetes 
(Flanagan et al., 2014). Closer investigations of molecular mechanisms revealed an increased affinity 
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to transcriptional regulators and nuclear pore complex members, indicating an increased nuclear 
localisation of mutated STAT3 (Saarimaki-Vire et al., 2017).  

3.2.4 TFs in cardiac diseases 

TFs, together with chromatin remodellers, have been strongly linked to cardiac diseases (reviewed 
in (Bauer et al., 2017). A good example is the cardiogenic TF GATA4, in which the G296S mutation 
causes cardiac septal defects and cardiomyopathy (Ang et al., 2016). The mutation disrupts the 
recruitment of another cooperative TF, TBX5, resulting in a dysregulated transcription of the genes 
required for the normal phenotype, which, in turn, causes impaired contractility, calcium handling 
and metabolic activity. Mutations in NKX2-5 (Schott et al., 1998), GATA4, Tbx5, ETS1, GATA6 and 
ETS1 have been indicated to play a role in congenital heart disease development (McCulley et al., 
2012). Similarly, cardiac hypertrophy is altered by multiple TFs, such as GATAs, MEF-2, SRF, TEAD, 
NFAT, FOXO, MIFT and YY1 (Kohli et al., 2011). 

3.3  Primary immunodeficiencies caused by TF mutations 

In addition to the disorders described in the previous subsections, several TF variations have been 
linked to the development of autoimmunity and inflammation-related diseases. A GWAS analysis 
by Lambert et. al. revealed an enrichment of GWAS signals for polygenic immunological diseases in 
proximal to TF coding genes, highlighting the importance of TFs in immunological processes 
(Lambert et al., 2018). Numerous TFs have been identified as contributing to immune responses and 
to the development of immune cells including NFKBs, STATs, IRFs, Bcl6, GATA3, PAX3, E2A, Ikaros, 
PU.1, CEBPs and EBF (Smale, 2014; Mercer et al., 2011). Logically, genetic variation and mutations 
in genes or regulatory areas of these TFs may lead to serious defects in immune cell development 
or immune responses. For example, dysregulations in NFKB signalling have been linked to cancer, 
inflammations, autoinflammation diseases and disrupted immune development. Mutations in 
NFKB1 are also the most general monogenic reason for primary immunodeficiencies (PIDs) in 
Europeans (Tuijnenburg et al., 2018). This example, along with others, such as the fact that 
mutations in AIRE result in Type I autoimmune polyendocrinopathy syndrome (Perniola, 2018), 
highlight the importance of TFs in immunological disorders. However, PIDs serve as an excellent 
example of monogenic TF mutations in disease development. These disorders will now be discussed 
in greater detail. 

PIDs are rare and chronic diseases caused by inherent defects in immune system 
development and/or functions leading to increased susceptibility to infections (Ballow et al., 2009). 
Paradoxically, a significant subset of patients also develops autoimmunological symptoms (Todoric 
et al., 2013). Phenotypes of patients may include allergies and malignancies (Bousfiha et al., 2018). 
Because of the heterogenicity of diseases, no universal clinical care is available for the patients. 
However, treating PIDs often includes immunoglobulin replacements (Ballow et al., 2009) and 
hematopoietic stem cell transplantations (Thrasher et al., 2017).  

PIDs are a diverse group of more than 350 diseases (Picard et al., 2018), most of which have 
a monogenic background (Bousfiha et al., 2018). An OMIM search 
(https://www.ncbi.nlm.nih.gov/omim) of the term ‘primary immunodeficiency’ resulted in 336 
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diseases that could be matched to 295 proteins (Uniprot). Thirty-eight of these proteins were TFs, 
including AIRE, CEBPs (a and b), BCs, ETV6, FOXO, FOXP3, GATA2, IRF8, MYC, KMTA2, STATs, TALs, 
RUNX1, NFKBs, RELs, NFACs, TP53 and PAX5. Due to significant improvements in next generation 
sequencing techniques as diagnostic tools, the number of identified PIDs causing mutations has 
been dramatically expanded during the last decade. The following subsections discuss some of the 
well-studied TFs in PIDs. 

3.3.1 NFKBs 

NFKBs are a family of proteins that are found in most human tissues where they control numerous 
cellular processes, such as transcription, cytokine production and cell survival (Sun, 2017). The 
mammalian NFKB family consists of five members: p105/p50 (NFKB1), p100/p52 (NFKB2), c-rel, RelB 
and p65 (RelA), all of which share the rel-homology domain. These family members associate with 
each other to form homo- and heterodimers, one binding partner often being either the full length 
NFKB1 or NFKB2 (p105 or p100) or processed forms (p50 or p52, respectively). However, as only c-
rel, RelB and p65 contain a C-terminal activation domain, not all of the combinations, such as p50 
or p52 homodimers, are transcriptionally active. Processing NFKB1 and NFKB2 into p50 and p52 
subunits is necessary for nuclear entrance and transcriptional regulation. 

Under the cell’s resting state, most of the NFKBs are full length, cytosolic, inactive and bound 
to IKBs (Sun, 2017). An activation signal leads NFKBs to separate from the IKBs. This may happen 
through canonical activation pathway, where pathogen-associated molecular patterns (PAMPs) or 
cell surface receptors of pro-inflammatory cytokines bind their extracellular ligands and transfer the 
activation signal for intracellular IKK complex members. Activated IKKs catalyse the phosphorylation 
and polyubiquitylation of IKBs, leading to their complete degradation and dissociation from the 
NKFBs. Next, the NFKBs (mostly NFKB1 in the canonical pathway) are processed into shorter forms, 
allowing their dimerization (mostly p50-RelA dimers) and entrance to the nucleus.  

The NFKB pathway can also be activated through a non-canonical process. Extracellular 
signals are transferred via LT-β or BAFF receptors, activating NIK, which, in turn, activates IKKa 
homodimers. This allows the IKKa to directly phosphorylate NFKB2 (p100), leading to NFKB2 
processing to p52, dimerization (mostly with RelB) and nuclear entrance.  

Recently, numerous NKFB1 mutations have been shown to cause PIDs. NFKB1 mutations in 
PIDs have been identified in patients with common variable immunodeficiency (CVID), which is the 
one of the largest subgroups of PIDs. In CVID, heterozygous mutations causing exon-skipping 
(p105ΔEx8, p50ΔEx9) or truncation (c.465dupA) lead to a CVID phenotype due the rapid degradation 
of affected protein leading to haploinsufficiency of the NFKB1 subunit p50 (Fliegauf et al., 2015). 
Moreover, c.491delG; p.G165A*31 frameshift mutation is reported to lead to haploinsufficiency and 
decreased p50 levels due to the reduced phosphorylation of p105 upon stimulation (Boztug et al., 
2016). A recent a European cohort study indicated that loss-of-function (LOF) mutations are the 
most common monogenic reason for CVID (Tuijnenburg et al., 2018). In a cohort of 846 PID patients, 
Tuijnenjurg et al. identified 17 pathogenic variants in the NFKB1 gene, including heterozygous 
truncating, missense and gene deletion variants. These variants cause variable disease 
manifestations through decreased p50 levels. 
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Besides NFKB1, mutations in NFKB2 are linked to PID development. A recently published 
overview summarised 19 different NFKB2 mutations in 50 PID patients (Klemann et al., 2019). 
mutations include four missense mutations and 15 mutations that caused the truncation, either by 
a nonsense or frameshift mutation. Functional studies of mutants revealed various mechanisms. 
Most of the mutations (K855Sfs*7, A867Cfs*19, D865Vfs*17 and D865G) were in the C-terminal end 
of the protein and resulted in a decreased C-terminal phosphorylation of the p100 subunit, which 
inhibited proteasomal processing into the active subunit p52 (Lindsley et al., 2014; Lee et al., 2014; 
Chen et al., 2013). However, few mutations in the p52 coding sequence, E418X and R635X, were 
identified to be GOF mutations leading to constitute nuclear localisation and the activation of non-
canonical and canonical NFKB pathways (Kuehn et al., 2017). Mutations also caused increased 
interaction with the dimerization partner RelB, leading to an enhanced nuclear localisation of RelB. 
As previously mentioned, interaction with RelB is obligatory for the transcriptional activation activity 
of p52 as RelB contains the C-terminal activation domain that is absent from p52. Homodimer p52-
p52 functions as a transcriptional repressor. 

3.3.2 STATs 

STATs are TFs involved in the downstream signalling of Type I and II cytokine receptors. STAT1 and 
STAT2 are activated by the IFN-IFNR-JAK pathway, where extracellular IFNs bind to their receptors, 
allowing JAKs to activate, which in turn leads to the phosphorylation of STAT1 and STAT2. Activated 
STATs may form STAT1-STAT2 heterodimers and enter the nucleus. STATs are involved in multiple 
cellular processes, including apoptosis, proliferation, differentiation and immunity. STATs share 
structural similarities, including the SH2 domain involved in dimerization, a coiled coin domain 
needed for localisation to the nucleus, the DBD and the TAD. Mutations in different parts of the 
STATs may affect their localisation, expression levels and interactions with other proteins. STAT 
mutations are associated with several disorders, including STAT1, STAT2, STAT3 and STAT5B mutant 
PIDs.  

The first identified mutation in STAT1, L706S, led to a susceptibility to mycobacterial 
infections (Dupuis et al., 2001). The total STAT1 deficiency due to a homozygous two amino acid 
deletion (1757.1757delAG) or homozygous missense mutation (L600P) in STAT1 resulted in an 
impaired response to the IFNs (IFNa and IFNb) and early mortality due to viral infections (Dupuis et 
al., 2003). The partial STAT1 deficiency (heterozygous P696S) did not completely abolish the 
response to IFN signalling, but it impaired the response to several IFNs (Chapgier et al., 2009).  

The first GOF mutations in STAT1 were described in chronic mucocutaneous candidiasis 
patients in 2011 (Liu et al., 2011; van de Veerdonk et al., 2011). The mutations caused increased 
responses to IFN signalling, resulting in, for example, autoinflammatory symptoms. Since then, 
numerous STAT1 LOF and GOF mutations in PIDs have been described (Mogensen, 2018; Martinez-
Martinez et al., 2015; Lorenzini et al., 2017; Toubiana et al., 2016).  

STAT2 mutations are a rare cause of PIDs, and only a few cases have been reported. STAT2 
deficiency, caused by homozygous mutation in intron 4 and altered mRNA splicing, led to an 
abnormal failure in Type 1 IFN signalling and severe, even lethal, viral infections (Hambleton et al., 
2013). An infectious phenotype with disseminated measles infection was also observed after an 
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MMR vaccination. Similarly, a G1576A mutation in the STAT2 gene caused altered splicing and led 
to a STAT2 deficiency, impaired IFN response and severe viral illness (Moens et al., 2017). Moreover, 
a STAT2 deficiency (STAT2: C612Y) in children with severe a neurological deterioration following a 
viral infection has been linked to a mitochondrial morphology disorder, indicating a link between 
the immunity and mitochondrial dynamics (Shahni et al., 2015).  

The first STAT3 mutations causing PIDs were reported in 2007 when two groups reported 18 
and five different STAT3 mutations that cause hyper-IgE syndrome (HIES) (Minegishi et al., 2007; 
Holland et al., 2007). The mutations were mainly located in the SH2 and DBDs of STAT3 and resulted 
in complex phenotypes, characterised by symptoms such as extremely high levels of IgE, increased 
innate immune responses and impaired IL6 signalling. Mutations in the DBDs did not change the 
expression, phosphorylation or location of STAT3, but mutations in the SH2 domain reduced STAT3 
phosphorylation at tyrosine 705 (Renner et al., 2008).  

In contrast to these STAT3 LOF mutations, several GOF mutations have been identified. The 
first GOF mutation was identified in patients suffering from early-onset multi-organ autoimmune 
diseases that includes Type 1 diabetes (Flanagan et al., 2014). Four different heterozygous de novo 
STAT3 mutations in the SH2 domain (K392R, N646K, T716M and K658N) caused increased STAT3 
activity. Further studies of the K392R mutation in the development of diabetes have shown that, 
besides increased transcriptional activity, the mutant STAT3 increased nuclear localisation and 
upregulated affinity to nuclear pore complex members and proteins involved in transcriptional 
regulation (Saarimaki-Vire et al., 2017). STAT3 GOF mutations have also been reported to cause 
early onset lymphoproliferation and autoimmunity mechanisms, including defects in STAT5 and 
STAT1 phosphorylation (Milner et al., 2015).  

STAT5B has an important role as a downstream component of the IL2 and growth hormone 
receptors. STAT5B deficiency is reported to cause PID, autoimmunity, IGF-1 deficiency and an 
insensitivity to growth hormones (Bernasconi et al., 2006; Acres et al., 2019; Hwa et al., 2005; 
Nadeau et al., 2011; Kofoed et al., 2003). These defects lead to a clinical phenotype of abnormal 
growth, severe infections, pulmonary disease and facial dysmorphism. Since the first reported 
patient in 2003, autosomal dominant and autosomal recessive forms of STAT5B deficiency have 
been reported in thirteen and ten patients, respectively (Acres et al., 2019). These mutations 
included missense mutations (e.g., A630P and L151P), frameshift mutations (e.g., N398EfsX16) and 
truncating mutations (e.g., R152X) (Bernasconi et al., 2006; Acres et al., 2019; Hwa et al., 2005; 
Nadeau et al., 2011; Kofoed et al., 2003). Recently, three heterozygous mutations were reported as 
not causing a complete loss of STAT5B, but rather acting dominant-negative through dimerization 
with WT STAT5B (Klammt et al., 2018). This result errors also in WT’s nuclear localisation or DNA 
binding, leading to the total transcriptional inactivation of STAT5B. 

3.3.3 CEBPE 

C/EBPε, encoded by CEBPE, is a TF involved in cellular differentiation, especially the differentiation 
of myeloid lineages (Bedi et al., 2009; Lekstrom-Himes et al., 1998). Through RNA splicing and 
alternative translational start sites, four isoforms of C/EBPε exist, of which the longest (32 and 30 
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kDa) function as transcriptional activators. The 27 kDA isoform represses the GATA-1 transactivation 
in eosinophils promoters, and the 14 kDa isoform functions as a dominant-negative regulator.  

The only known CEBPE disorder is a rare PID, specific granule deficiency (SGD). Patients with 
SGD have neutrophils that are differentiated but have atypical nuclear morphology, impaired 
neutrophil chemotaxis and abnormal granule number and/or morphology. These symptoms led to 
a clinical phenotype with recurrent infections and abscesses in the skin and airways.  

Both homozygous and heterozygous CEBPE mutations are reported to cause SGD. To date, 
seven different SGDs causing CEBPE mutations have been identified (Khanna-Gupta et al., 2007; 
Stray-Pedersen et al., 2017; Shigemura et al., 2014; Wada et al., 2015; Lekstrom-Himes et al., 1999). 
As an example of the mechanism behind SGD, two amino acid deletions in the leucine zipper domain 
led to decreased transcriptional activity and weakened the association with two other TFs, GATA-1 
and PU.1 (Wada et al., 2015). Moreover, five base pair deletions in the second exon led to the 
truncation and loss of DNA binding and dimerization domains (Lekstrom-Himes et al., 1999). This 
homozygous mutation led to a total loss of C/EBPε. 
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4. Methods for solving TF protein-protein interactions 

PPIs of TFs and other proteins play a central role in almost every, if not all, cellular processes. 
Therefore, identifying and characterising PPIs is essential to understand the cellular processes and 
their disturbances. PPIs can be divided into stable and transient interactions, and there are various 
in vitro and in vivo methods to analyse both (Table 2). These include methods that require a library 
of potential interacting proteins (preys) fused to certain probes and discovery methods that can be 
used in mixtures of multiple intact proteins, such as endogenous proteins in cells or in cell lysates.  

A common, longstanding method is yeast two hybrid (Y2H) (Fields et al., 1989) and its 
variations in the yeast and mammalian systems. In Y2H, the protein of interest (bait) is fused with 
the DBD of a split TF, whereas the prey is fused to an activation domain of the same TF. The 
interaction between the bait and prey brings the domains together, allowing for the transcriptional 
activity of the TF and expression of the reporter gene. Y2H requires a library, where the potential 
prey proteins are fused to the DBDs or activation domains of the TF. The Y2H method has limitations; 
for example, both interacting proteins must be in the nucleus, it can only identify stable PPIs and it 
has difficulties modelling PPIs from other organisms due the poor expression of interacting proteins 
or necessary cofactors in the yeast. Apart from these limitations, this method is affordable, simple, 
easy to set up in different laboratories and functions within in vivo environments. 

There are several derivatives of Y2H, such as membrane yeast two hybrid (MYTH) (Stagljar 
et al., 1998), mammalian protein-protein interaction trap (MAPPIT) (Ulrichts et al., 2009), 
mammalian membrane two hybrid (MaMTH) (Petschnigg et al., 2014) and kinase substrate sensor 
(KISS) (Lievens et al., 2014). These methods overcome some of the limitations of Y2H, such as 
protein localisation and the lack of mammalian protein expression. MAPPIT, the Y2H derivative in 
mammalian cells, is based on the splitting of STAT3 (Ulrichts et al., 2009). Unlike in Y2H, the 
interaction might also occur in cytosol as the STAT3 is only located in the nucleus when activated. 
In KISS, the bait is fused to fused to a TYK2 kinase and the potential prey to TYK2’s substrate motif 
containing gp130. The interaction leads to the phosphorylation of gp130 and finally to the activation 
of STAT3 and the reporter gene. The membrane protein assays (MYTH and MaMTH) are based on 
split ubiquitin, of which one part is fused to the membrane protein bait and the other to the 
potential prey (Petschnigg et al., 2014; Stagljar et al., 1998). The reunification of the ubiquitin via 
bait-prey interaction enables its recognition by cellular deubiquitinating enzymes that cleave and 
release the ubiquitin-bound artificial TF, which is then free to enter the nucleus and activate the 
transcription of the reporter gene.   
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Table 2. Summary of methods used for PPI detection. These include methods that require a library of preys fused to certain probes 
(library) and discovery methods that can be used in mixtures of multiple intact proteins, such as endogenous proteins in cells or in cell 
lysates (discovery). 

Method Short summary Identified 
PPIs 

Discovery/ 
Library Approach Reference 

Affinity purification  
   

 

AP-MS: Affinity tag based 
Bait protein is tagged with affinity tag (e.g. FLAG, HA, 

Strep), protein complexes are affinity purified and 
interacting proteins identified by MS. 

Stable Discovery In vitro (Chang, 2006; 
Dunham et al., 

2012) 

Antibody based 
Protein of interest and it's interacting proteins are 

captured from the cell lysate by antibody and identified 
by MS. 

Stable Discovery In Vitro (Dunham et al., 
2012) 

Proximity labelling   
   

 

BioID: Biotinylation 
based 

Bait protein is tagged with biotin ligase that biotinylates 
the proximal proteins. Biotinylated proteins are affinity 

purified and identified by MS. 

Stable, 
transient 

Discovery In Vitro (Kim et al., 
2016; Roux et 

al., 2012) 

APEX 
Bait proteins are tagged with APEX, that generates 
biotin-phenol radicals that are fused to interacting 

proteins. 

   (Rhee et al., 
2013) 

MAC-MS: Combination 
of AP-MS and BioID-MS 

Bait protein is tagged with affinity tag and biotin ligase 
allowing the purification of both transient and stable 

interactions. 

Stable, 
transient 

Discovery In Vitro (Liu et al., 
2018) 

Reporter gene based two 
hybrid approaches      

Y2H: Yeast two Hybrid 
Tool for screening the bait protein's PPIs against potential 

preys in yeast system. Bait-Prey interaction results 
reporter gene activity. 

Stable Library In Vivo (Fields et al., 
1989) 

MYTH: Membrane yeast 
two hybrid 

Design for detection of membrane protein's PPIs in yeast 
system. Bait-Prey interaction results reporter gene 

activity via reunification of split ubiquitin and release of 
artificial TF. 

Stable Library In Vivo (Stagljar et al., 
1998) 

MAPPIT: Mammalian 
protein–protein interaction 

trap 

Design for detection of mammalian PPIs. Bait and prey 
are bound to STAT3 fragments and the interaction allows 

the reporter gene activity. 

Stable Library In Vitro (Ulrichts et al., 
2009) 

MaMTH: mammalian 
membrane two-hybrid 

Design for detection of mammalian membrane protein's 
PPIs. Bait-Prey interaction results reporter gene activity 

via reunification of split ubiquitin and release of artificial 
TF. 

Stable Library In Vitro (Petschnigg et 
al., 2014) 

KISS: kinase substrate 
sensor 

Design for detection of intracellular PPIs. Bait is bound 
to kinase TYK2 and prey to its substrate motif containing 

gp130. Interaction leads to activation of STAT3 
depended reporter gene. 

Stable Library In Vitro (Lievens et al., 
2014) 

Protein-fragment 
complementation (PCA) 

 
   

 

BiFC: bimolecular 
fluorescence 

complementation 

Bait and prey are fused to parts of divided fluorescent 
protein and the interaction provides a fluorescent signal. 

Stable Library In Vitro (Kerppola, 
2008) 

NanoLuc: NanoLuc 
complementation assay 

Bait and prey are fused to two fragments which 
interaction brings together. This results functional 

enzyme and luminescent signal. 

Stable Library In Vitro (Dixon et al., 
2016) 

DHFR-PCA: 
dihydrofolate reductase 

protein-fragment 
complementation assay 

Survival-selection assay, where yeast cell cycle is 
arrested by inhibiting DHFR by methotrexate. Bait and 

prey are tagged with parts of divided methotrexate 
insensitive DHFR and the complementation restores the 

cell cycle allowing proliferation. 

Stable Library In Vivo (Tarassov et 
al., 2008) 

Cross-linking protein 
interaction analysis 

 
   

 

Label transfer protein 
interaction analysis 

Bait proteins are crosslinked with label transfer reagent 
and mixed with possible preys. UV exposure allows the 

label transfer to preys that can be identified e.g. by MS or 
WB. 

Stable, 
transient 

Discovery In Vitro (Liu et al., 
2007) 

Cross linking 
Interacting proteins are crosslinke(Neiswinger et al., 
2016)d using chemical or photoreactive crosslinkers, 

digested and identified by MS. 

Stable, 
transient 

Discovery In Vivo,  
In Vitro 

(Vasilescu et 
al., 2004) 
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Co-immunoprecipitation Interacting proteins are captured using antibody against 
protein A or it's fusion tag. Protein B is detected by 

western blotting with specific antibody. 

Stable Library In Vitro Reviewed in 
(Lee, 2007)  

Protein Microarrays Full length proteins, protein domains, antibodies or cell 
lysates are arrayed into slide and the slides are then 

probed with proteins, antibodies or cell lysates to identify 
specific interactions. 

Stable Discovery In Vitro (Neiswinger et 
al., 2016) 

FRET: 
fluorescence/Foerster 
resonance energy transfer 

Bait and preys are fused to acceptor and donor 
fluorophores and the excitation signal upon interaction 

provides a detectable emission signal. 

Stable, 
transient 

Library In Vivo 
In Vitro 

Reviewed in 
(Kenworthy, 

2001) 
BRET: 
bioluminescence 
resonance energy transfer 

Bait is fused to energy donor (Renilla luciferase) and 
prey to fluorescent protein (GFP/YFP). Interaction 

provides a detectable fluorescent signal. 

Stable, 
transient 

Library In Vivo,  
In Vitro 

Reviewed in 
(Pfleger et al., 

2006) 
LUMIER:  
Luminescence-based 
mammalian interactome 
mapping 

Co-immunoprecipitation based method where bait-prey 
interaction results a luciferase signal. 

Stable Library In Vitro (Barrios-
Rodiles et al., 

2005) 

LRC-TriCEPS: 
Ligand–receptor capture – 
trifunctional 
chemoproteomics reagents 

Involves three-part chemoproteomics reagent, of which 
one part is fused to possible ligand, one to biotin and last 
is allowed to bind to glycosylated receptor. Biotin allows 

the affinity capture and analyses by MS. 

Stable, 
transient 

Library In Vitro (Frei et al., 
2013) 

PLA: 
Proximity ligation assay 

Design for detection of PPIs in fixed cells and tissues. 
Interaction of proximity probe tagged bait and prey leads 

to synthesis of DNA with elements for fluorophore 
binding allowing the visualization of interactions. 

Stable, 
transient 

Library In Vitro (Fredriksson et 
al., 2002) 

LuTHy: 
combination of BRET and 
LuC (LUMINER) 

Combines two methods: BRET and luminescence-based 
co-precipitation providing more insensitivity to tag 

location and complex stability. 

Stable, 
transient 

Library In Vitro (Trepte et al., 
2018) 

 
Another PPI analysis method is protein-fragment complementation (PCA), in which, similar to some 
previously mentioned two hybrid methods, a signalling protein is divided into two fragments. One 
of these fragments is fused to the bait and the other to the prey. Apart from in the two hybrid 
methods, unification does not result in the transcription of the reporter gene, but a direct signal, 
such as fluorescence, luminescence or cell survival. Bimolecular fluorescence complementation 
(BiFC) is probably the most used PCA method (Kerppola, 2008). In this method, the fluorescent 
protein (e.g., YFP or GFP) is divided into two non-fluorescent parts that are fused to the bait and 
prey. The interaction leads to the complementation and production of a fluorescent signal that can 
be detected by microscopy or flow cytometry techniques. The BiFC method allows the PPI to be 
detected in living cells and provides spatial information regarding the interaction. However, there 
is a delay in producing the fluorescent signal, and the reaction is irreversible. Consequently, the BiFC 
method cannot be used to detect PPI dynamics. This limitation is overcome using the NanoLuc PCA 
technique, in which a small luciferase, NanoLuc, is divided, and the fragments are fused to the 
interacting proteins (Dixon et al., 2016). Complementation enables interaction detection using a 
luminesce signal. The NanoLuc method also allows interaction kinetics to be detected. 

PPIs are often validated using a co-immunoprecipitation coupled to western blot (CoIP) 
technique. In this approach, the interacting Proteins A and B are purified using an affinity tag or 
antibody for Protein A, and the interaction is verified from purified proteins by western blotting 
using an antibody against Protein B. CoIP is performed from whole cell lysates where the interaction 
proteins are present in native forms with the necessary modifications. This approach is simple, and 
it can be utilised in most laboratories. However, it has limitations as it depends on antibody 
specificity, has multiple ex vivo steps, requires stable interactions that are not lost during the 
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protocol and, like a normal western blot, is sensitive to errors in detection, such as too long of 
exposure times. An overexpression of both interacting proteins might also introduce artificial PPIs.  

The interacting proteins can also be bound to each other by chemical or photoreactive cross-
linkers that covalently link two non-covalently interacting proteins with their two reactive groups. 
Cross-linked proteins are the further analysed using a tool such as mass spectrometry (MS) 
(Vasilescu et al., 2004). Cross-linking provides spatial information of the proteins’ interaction sites. 
Thus, it can be used to obtain structural information of interacting proteins and/or protein 
complexes. Cross-linking can be done both in vitro and in vivo, can identify transient interactions 
and is not very sensitive to sample handling after the cell lysis.  

In functional in vitro protein microarrays, full-length proteins or protein domains are arrayed 
in a slide, and the slide is then probed with proteins, protein domains or cell lysates to identify 
specific PPIs with various biochemical reactions (Neiswinger et al., 2016). This method allows 
thousands of interactions to be screened simultaneously, more than is possible to access by a single 
MS run. The interactions are screened in an in vitro environment without a cellular context that 
might introduce artificial interactions.  

4.1 Affinity purification coupled to mass spectrometry 

In addition to the previously mentioned methods, AP-MS is a widely utilised technique in PPI 
analysis. In this method, baits, together with their interacting preys, are affinity purified using 
antibody or affinity tags, and the preys are identified by MS. Multiple variations of the method exist, 
which this study divides into three groups: antibody-based AP-MS, affinity tag-based AP-MS and 
proximity labelling. 

Antibody-based purification can be done from primary cells or cell cultures without an 
additional transfection of bait or prey proteins. The bait is captured by a specific antibody and 
purified together with its interacting preys, for example by a secondary antibody coupled to 
Sepharose or magnetic beads. Proteins are then digested into peptides and identified using MS. This 
allows the purification of intact complexes with endogenous expression of interacting proteins. 
However, the expression of the interacting proteins in the primary cells might be significantly low, 
and many of the interactions are lost during the purification. Also, the availability of good antibodies 
may cause restrictions in the analysis.  

These limitations have been overcome by introducing affinity tags to the bait prior to 
transfection. Widely used tags include FLAG, HA, STREP and GFP. Affinity tags allow for efficient 
purification, and the method can be utilised in high-throughput screening of PPIs of multiples baits. 
Tagging with multiple affinity tags also allows for double-step purification, resulting in a purer 
complex than in single-step purification.  

Recently, complementary proximity labelling techniques coupled to AP and MS analyses 
have been introduced. These include proximity dependent biotin identification (BioID) (Lambert et 
al., 2015; Roux et al., 2012) and ascorbate peroxidase (APEX) techniques (Rhee et al., 2013). In a 
BioID analysis, the baits are tagged with modified biotin ligase (BirA), which is activated in cell 
cultures by adding biotin in the growth media. Activation of BirA allows it to biotinylate the 
interacting proteins with within close proximity (10 nm). Biotinylated proteins can be purified using 
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Streptavidin beads. The direct biotinylation of interacting proteins allows the use of harsh lysis 
conditions (e.g., sonication and benzonase) without losing the interacting proteins. This is 
important, especially in the analysis of nuclear or membrane proteins. In addition to the BioID 
analysis, a BioID2 method has been introduced (Kim et al., 2016). In the BioID2 method, the biotin 
ligase tag is smaller and requires less biotin in the culturing media; however, limitations include the 
fact that the endogenous biotin may activate the tag and cause more background.  

Tagging with APEX is also used for labelling the proximal proteins (Rhee et al., 2013). APEX 
has the ability to oxidase phenol derivatives to phenol radicals. Adding biotin-phenol and H2O2 to 
culturing media leads to the generation of biotin-phenol radicals and their fusion to interacting 
proteins’ Tyr, Trp, His and Cys amino acids within a labelling radius of 20 nm. Similar to the BioID 
analysis, biotin allows the interacting proteins to be purified using streptavidin beads.  

APEX has a longer labelling radius than BioID analysis. This allows more interacting proteins 
to be purified, but it also introduces more noise to already unspecific data and makes further 
analysis more difficult. The labelling time of APEX is counted in minutes, while BioID analysis needs 
a hours -long labelling time (Trinkle-Mulcahy, 2019). This is benefit over the BioID method, but it 
should be kept in mind that adding H2O2, even for short time, might affect the oxidative status of 
cells and cause additional stress. With the shorter labelling time, APEX is more capable to catch 
“snapshot” -like interactomes, while BioID catches the interactions for a longer period of time. Both 
BioID and APEX methods are recently reviewed more in depth in (Trinkle-Mulcahy, 2019).  

Proximity labelling techniques do not require physical associations between bait and preys, 
which may introduce false positives to results. Therefore, sufficient controls are needed to filter the 
data properly. Controls are also essential to filter out the unspecific endogenously biotinylated 
proteins, such as carboxylases. In addition, PPIs from proximity labelling lack the information of 
primary or secondary nature of PPIs. However, in some cases, such in studying PPIs in liquid-like 
membrane less organelles (known also as phase separation condensates), proximity-based 
identification of PPIs might be beneficial, as the PPIs may be weak, short, dynamic, have heterogenic 
conformation, and be formed between IDRs of interacting proteins (Tompa et al., 2008). For 
example, TFs are known to form condensates trough their effector domains, which are found to be 
enriched with IDRs (Boija et al., 2018). 
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II STUDY AIMS 

While TF DNA binding has been well examined, a system-level understanding of TF PPIs on 
transcriptional regulation is still lacking. This information would extend the knowledge of how TF 
activities are regulated and how the signal is further transmitted to Pol-II and active transcription. 
The overall aim of this thesis project is to study human TF PPIs at the systems level and deepen the 
understanding of the role of mutated TFs and their PPIs in PIDs.  

 
The specific aims of Studies I, II and II were as follows: 

 

I.To perform a global and comprehensive protein interactomics analysis of 110 TFs.  
 

II.To analyse the effect of biallelic missense mutation in the CEBPE gene on C/EBPε functions 
in PID patients. 
 

III.To study the functional role of three NFKB1 patient mutations in PIDs. 
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III MATERIAL AND METHODS 

1. DNA constructs (I–III) 

The TF full-length coding sequences without stop codons were obtained in Gateway® compatible 
entry vectors, either from the ORF collection of the Genome Biology Unit of the University of 
Helsinki (https://www.helsinki.fi/en/researchgroups/genome-biology-unit) or commercially from 
GenScript. Using Gateway® cloning technology (Thermo Fisher Scientific), TF coding sequences were 
cloned into the destination vectors generated in the Varjosalo laboratory, which are listed in Table 
3: 

Table 3: Destination vectors used in different studies 

Study Vector Tag Tag terminus 
I, III pTO_HA_StrepIII_N_GW_FRT HA, Strep x3 N-terminal 
I, III pTO_Myc_BirA_N_GW_FRT Myc, BirA N-terminal 
I, II pTO_HA_StrepIII_BirA-N_GW_FRT (MAC-tag) MAC: HA, Strep x3, BirA N-terminal 

 

1.1 Mutagenesis 

Patient mutations used in studies II and III were introduced to entry clones by PCR using the primers 
listed in Table 4: 

Table 4: PCR primers to generate mutation constructs in Studies II and III 

Study 
Mutation 
construct 

Primer 

II Human 
C/EBPε R219H 

Forward: GCAACAACATCGCCGTGCACAAGAGCCGAGA 
Reverse: GCCTTGTCTCGGCTCTTGTGCACGGCGATGT 

II Mouse 
C/EBPε R219H 

Forward: GTAACAACATCGCGGTGCACAAGAGCCGGGA 
Reverse: GCCTTGTCCCGGCTCTTGTGCACCGCGATGT 

II Human 
C/EBPε V219A 

Forward: GCAACAACATCGCCGCGCGCAAGAGCCGAG 
Reverse: CTCGGCTCTTGCGCGCGGCGATGTTGTTGCG 

III NFKB1 H67R Forward: TGTATGTACCTTTGTTGCCGT 
Reverse:  TTCAGCTTAGGAGCGAAGGC 

III NFKB1 I553M Forward: GAGAGCAGATTCCATTCTTGAGT 
Reverse: TAACATGCACCCAAACATAACAG 

III NFKB1 R157X Forward: CTGGAAGCATGAATGACAGAGGCGTGTATAAGGG 
Reverse: CTCTGTCATTCATGCTTCCAGTGTTTCAAATACTTTTTTC 

III NFKB1 A156Sfs Forward: AAGAAAAAAGTATTTGAAACACTGGAAAGCACGAATGACA 
Reverse: CGCCTCTGTCATTCGTGCTTTCCAGTGTTTCAAATA 
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2. Generation of cell lines (I–III) 

Stable TF expressing cell lines were generated using an Flp-In™ transfection system (Thermo Fisher 
Scientific). Shortly, Flp-In™ 293 T-REx cells (Thermo Fisher Scientific) were transfected with 
expression vectors (Table 3) and a pO44 Flp recombinase vector using FUGENE 6 (Promega) as a 
transfection reagent. The Flp-In™ 293 T-Rex cell line contained a single FRT site in a transcriptionally 
active site. Co-transfection of the expression vector together with recombinase allowed for the 
stable integration of the gene of interest as a single copy into genome. This resulted in a monogenic 
cell line whose bait expression was both inducible and adjustable by tetracycline or doxycycline.  

After transfection, cells were selected by Hygromysin B (Promega) for three weeks. Twenty-
four hours prior to harvesting, the bait expression was induced by 2 µg/ml of tetracycline and, in 
case of the BioID analysis, the biotin ligation was activated by supplementing the media with 50 µM 
of biotin. Approximately 5 x 107 cells (5 x 15 cm plates) were harvested, centrifugated at 4° C, snap 
frozen in liquid nitrogen and stored at -70° C. 

In Study II, approximately 5×106 Jurkat cells per sample were transfected by electroporation 
(Neon® Transfection system, Thermo Fisher Scientific) with 1350 V 10 ms pulse width and three 
cycles. Cells from ten tips (~5×107 cells) were combined for an AP of one construct.  

3. Affinity purification (I–III) 

For the AP, AP-MS samples were lysed in a HENN-lysis buffer (50 mM HEPES pH 8.0, 5 mM EDTA, 
150 mM NaCl, 50 mM NaF, 1% N-dodecyl-b-D-maltoside [Sigma], 1.5 mM Na3VO4, 1 mM PMSF and 
1× protease inhibitors cocktail). In the BioID analysis, a HENN lysis buffer was supplemented with 
80 U/ml Benzonase Nuclease (Santa Cruz) and 0.1% SDS. In addition, harsher lysis conditions, 
including three cycles of three-minute sonication, were used.  

After clearance by centrifugation, lysates from both the AP-MS and BioID analyses were 
loaded into spin columns containing Strep-Tactin beads (IBA), the unbound proteins were washed 
and proteins were eluted with 0.5 µM of biotin. Purified proteins were reduced using Tris (2-
carboxyethyl) phosphine (TCEP), alkylated with iodoacetamide and digested into peptides with 
trypsin. Tryptic peptides were further purified using C-18 micro spin columns (The Nest Group, Inc.) 
in accordance with the manufacturer instructions. Finally, vacuum-dried peptides were dissolved in 
Buffer A (1% acetonitrile and 0.1% trifluoroacetic acid in MS grade water). 

3.1 Affinity purification from patient peripheral blood mononuclear cells (III) 

Approximately 2 x 106 patient peripheral blood mononuclear cells (PBMCs) were lysed in the HENN 
lysis buffer, and the lysate was precleared by incubating for one hour with rec-Protein-A-Sepharose 
4B beads. This was followed by a four-hour incubation with anti-NFKB1 antibody (1:50, 3035: CST) 
prior to a one-hour incubation with rec-Protein-A-Sepharose 4B beads. After the washes, the 
proteins bound to the beads were digested and processed as previously described.  
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4. Mass spectrometry analysis (I–III) 

Tryptic peptide mixtures were analysed using an EASY-nLC II system coupled to Orbitrap mass 
spectrometers (Elite: Orbitrap Elite™ Hybrid Ion Trap-Orbitrap or QE: Q Exactive™ Hybrid 
Quadrupole-Orbitrap™, Thermo Fisher Scientific). Peptides were run through a C-18 packed pre-
column and analytical column using a 60-min linear gradient of increasing amounts (5–35%) of 
Buffer B (98% acetonitrile and 0.1% trifluoroacetic acid in MS grade water). The analysis was 
performed in a data-dependent mode: one high resolution MS1 scan was followed by CID 
fragmentation and MS2 scans of the 20 most intense precursors. A detailed description of the 
parameters used can be found in Kaustio et al.’s study (III).  

5.  Bioinformatics and data visualisation (I–III) 

5.1  Protein identification and quantification (I–III) 

Proteins were identified using Proteome Discoverer analysis software (I, II) coupled to a SEQUEST 
search engineer or MaxQuant-software coupled to an Andromeda search engine (III). The MS data 
were searched against the human component of a UniProt database (reviewed entries, SwissProt) 
complemented with tag sequences, trypsin, BSA and GFP. A maximum of two missed cleavages were 
allowed, and carbamidomethylation (C) and oxidation (M) were used as the fixed and variable 
modifications, respectively. False discovery rate (FDR) cut-offs of 0.01 and 0.05 were used in the AP-
MS and BioID analyses, respectively. Proteins from AP-MS samples in Study III were MS1 quantified 
using MaxQuant. For the phosphorylation analysis (III), Ser, Thr and Tyr phosphorylation were set 
as the variable modifications in MaxQuant, followed by the quantification of phosphopeptides and 
their corresponding unmodified peptides and the calculation of the phosphorylation degree.  

5.2 Filtering the specific protein-protein interactions (I–III) 

Specific PPIs were filtered from an unspecific background using Significance Analysis of INTeractome 
(SAINT) express software (I) or by manual thresholds, such as frequency, abundance compared to 
control runs and comparison to the contaminant database (https://www.crapome.org; II, III). 
Similarly tagged and processed control GFP runs (with and without NLSs) were used as controls in 
both approaches. 

5.3 Analysis of interaction data 

The filtered PPIs were further analysed using the data analysis tools listed in Table 5: 
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Table 5: Tools used for PPI analysis 

Tool Used for Web address Study 
Cytoscape Visualization of PPI networks https://cytoscape.org I, II, III 
Crapome Filtering of unspecific PPIs https://www.crapome.org III 
CORUM Protein complex annotations https://mips.helmholtz-

muenchen.de/corum/ 
I, II 

DAVID Functional annotations of PPIs https://david.ncifcrf.gov I, II 
PINA2 Known PPIs http://omics.bjcancer.org/pina

/ 
I, II, III 

Uniprot Functions of interacting 
proteins 

https://www.uniprot.org I, II, III 

BioGrid Known PPIs https://thebiogrid.org I 
String Known PPIs https://string-db.org I 
Intact Known PPIs https://www.ebi.ac.uk/intact/ I 
Human Cell 
Atlas 

Subcellular locations of 
interacting proteins 

https://www.humancellatlas.o
rg 

I 

ProHits-viz Clustering and correlation 
analysis of PPIs and preys 

https://prohits-
viz.lunenfeld.ca 

I 

Clustal 
Omega 

TF sequence alingment https://www.ebi.ac.uk/Tools/
msa/clustalo 

I 

JASPAR TFs DNA binding motifs http://jaspar.genereg.net I 
RSAT Alignmet of DNA binding 

motifs 
http://rsat.sb-roscoff.fr I 

ProteinAtlas TF tissue expression https://www.proteinatlas.org I 
Interferome IFN-related PPIs http://www.interferome.org II 

 

6.  Western blotting (III) 

Western blots in Study II from Flp-In™T-REx™293 and PBMC cells were performed using antibodies 
listed in Table 6: 
 
Table 6: Antibodies used for western blotting 

Antibody Vendor Dilution 
Anti-HA HA.11, Covance 1:1500 
Anti-p50/p105 #3035, CST 1:1000 
Anti-tubulin ab7291, Abcam 1:10000 
Anti-mouse NA931, GE 1:2000 
Anti-rabbit Po448, Dako 1:2000 
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6.1  Proteasome mediated degradation analysis (III) 

Flp-In™T-REx™293 cells expressing WT or R157X NFKB1 were treated with 0, 5, 10 or 20 μM of the 
proteasome inhibitor MG132 (474790, Merck Millipore) for four hours. The p50 and p105 levels 
were detected by western blotting using an anti-p50/p105 antibody. 

7.  Nanostring (II) 

The mRNA levels of patients and matched controls’ PBMC cells were detected using a direct digital 
detection of mRNA by Nanostring technology (Nanostring Technologies) with a custom gene panel 
of 50 genes linked to immunological responses. Shortly, blood samples were collected and PBMCs 
were separated with Vacutainer® CPT™ cell preparation tubes with Sodium HeparinN (BD). Next, 
RNA was extracted using RNeasy® Mini Kit (Qiaqen) and introduced to the Nanostring protocol, 
which included mRNAs’ fusion to the 5’ reporter probes tagged with the fluorescent barcodes of the 
target genes. The fluorescent signals were scanned using an nCounter Digital Analyser.  

The expression data were normalised and investigated in nSolver™ 4.0 analysis software 
(Nanostring Technologies). The ratio between the patients and the controls’ gene expression was 
calculated, and a student t-test was used for statistics. 
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IV RESULTS AND DISCUSSION 

1.  Protein interaction landscape of human TFs 

To map the PPIs of 110 TFs, we generated Flp-In™ T-REx™ 293 cells stably expressing selected TFs. 
Using these we utilised two AP methods for each TF: First, the TFs were tagged with a biotin ligase 
that allowed the biotinylation of nearby proteins (BioID). This was followed by an AP and MS-based 
identification of the biotinylated proteins. Second, stable TF complexes were affinity purified using 
a strep tag followed by an MS-based identification (AP-MS).  

These methods allowed us to capture 7233 and 2176 PPIs with BioID and AP-MS, 
respectively. Of these, 1525 PPIs (BioID) and 345 PPIs (AP-MS) had been previously reported in 
String experimental, Biogrid, Intact or PINA2 databases, as well as in Li et al.’s TFs interactome study 
(Li, Wang, et al., 2015). The GO-BP enrichment analysis showed a significant enrichment of terms 
linked to transcription and transcriptional regulation, and, according to the Cell Atlas, 80% of the 
preys had nuclear localisation. The BioID method, which has the ability to catch transient and 
proximal interactions (Varnaite et al., 2016), yielded more interactions than the AP-MS method. This 
result indicates that the nature of TF PPIs is transient and weaker and that they do not generally 
form stable complexes. These transient PPIs are also seen in phase separation model of TFs’, where 
PPIs might be weak, short, dynamic and have heterogenic conformation. Therefore, most of the 
following analyses described in study I were performed using BioID data.  

Interestingly, we found 175 bait-bait interactions between 54 TFs and NFI-family members 
(NFIA, NFIB, NFIC and NFIX; Figure 6). NFIs have an important role in development, and they are 
often part of oncufusion proteins in several cancer types. Knock-out studies have identified them to 
be essential e.g. for central nervous system, lung, skeletal, muscle, brain and tooth development 
(Steele-Perkins et al., 2005; Mason et al., 2009; Piper et al., 2019; Driller et al., 2007; Campbell et 
al., 2008; Steele-Perkins et al., 2003; Shu et al., 2003). Some TF-NFI interactions had previously been 
reported, but NFIs are not known to interact with many other TFs. Our data indicates a cross-talk 
between NFI and other TF signalling: transcriptional activity of NFI may be mediated trough other 
TFs, of vice versa. This could explain their necessity for several developmental processes.  
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Figure 6: BioID bait-bait interactions within studied TFs. Blue edges indicate PPIs to/from NFIs. Nodes are colour coded as shown in 
right side of the figure.  

 
Next, the identified TF PPIs were mapped to the basal transcription machinery, Pol-II complex and 
Mediator complex proteins. Several TFs interacted with SAGA and TFIID, the initiation complexes of 
the basal transcription machinery assembly. However, only six TFs interacted with the Mediator 
complex members, although the role of the Mediator complex is often described as mediating the 
signal from the TFs to the basal transcription machinery. This result indicates that under the studied 
conditions, in certain activity state, TFs tend to form PPIs rather with TFIID and SAGA than with 
mediator complex. None of the TFs interacted with the TFIIA, TFIIB, TFIIF, TFIIE, TFIIH or Pol-II 
complexes, indicating that the signal from the TFs to Pol-II was mostly transferred via SAGA, TFIID 
or the Mediator complex.  

To further study the similarities and differences in TF PPIs, we performed a prey-prey 
correlation analysis (Figure 7). This analysis showed which preys are observed to act in a correlate 
manner between the baits, indicating co-localisation and/or participation in same complex. Baits 
that drive the same cluster share the interactions within the cluster and might have similar or shared 
biological functions. 

The prey-prey analysis revealed 15 interesting biological clusters (Figure 7). For example, 
Cluster 2 consisted of proteins linked to actin and myosin signalling. This cluster was mainly formed 
from FOS PPIs, but STAT1 and FOXL1 had some similar actin and myosin linked interactions. FOS and 
STAT1 interacted with Beta-actin (ACTB) and nuclear myosin (MUO1C), both of which are linked to 
nuclear actin signalling.  

Furthermore, Clusters 10 and 11 (Fig 7) were formed from preys linked to mRNA splicing and 
processing. Baits driving these clusters—baits having similar interactions—were mainly SP7, GATA1 
and GATA3. In particular, SP7, which has not previously been linked to mRNA splicing, had multiple 
splicing related interactions and should be studied further in the context of RNA splicing. 

Clusters 14 and 15 (Figure 7) included preys linked to ATP-depended chromatin remodelling 
complexes, such as INO80, and histone modifiers and modifying complexes, such as the SAGA, 
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NuA4/Tip60 HAT and NSL HAT complexes. Baits driving these clusters included TYY1, HNF4s, MYC, 
ELF4, ELF2, ELF1, KLF6 and KLF8, suggesting their importance in chromatin modulation.  

 

 
Figure 7. Prey-prey correlation analysis was performed on preys from BioID experiments using Prohits-viz-software tool. Results of 
correlation analysis indicate which preys are seen in a correlated manner between the baits. Correlation may suggest that preys belong 
to same complex and/or co-localize. Results are illustrated in heatmap with preys in both x- and y-axis. Corresponding bait-prey heat 
map below the heatmap shows which and how many baits are driving the prey clusters. 

 
This study allowed us to extensively examine human TF PPIs. We were able to identify TFs’ PPIs with 
many known TF interaction partner groups (presented in chapter 2), suggesting that most of the TFs 
were transcriptionally active. These interactions include PPIs with PTM transferring enzymes, PPIs 
with basal transcription machinery and Mediator complex, PPIs with chromatin modulation 
proteins, PPIs with RNA splicing and processing machinery, PPIs with nuclear actin and myosins and 
PPIs with DNA repair and replication machinery.  

Proximity labelling with BioID method identified more PPIs than AP-MS, indicating that 
proximity labelling was more powerful tool to analyse TFs’ PPIs. However, it would be also 
interesting to see, how results from APEX labelling would differ from results of BioID labelling, as 
the APEX labelling time is shorter and the labelling radius longer (see chapter 4.1 for comparison of 
BioID and APEX).  

Large TFs’ PPIs analysis allowed us to identify subgroups of TFs linked to specific biological 
functions. Using prey-prey correlation analysis, we could identify groups of TFs related to chromatin 
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remodelling, actin and myosin signalling, and RNA splicing. In addition, we found 54 TFs to interact 
with NFIs, suggesting previously unknown synergism between NFI and other TF signalling. These 
subgroups, on the other hand, highlight the cooperativity of human TFs in regulating cellular 
functions, but tells also that TFs may function in different cellular processes, even with DNA-binding 
independent mechanisms. Our data highlighted the simultaneous nature of nuclear gene expression 
processes, such as chromatin modulation, transcription, RNA processing and RNA splicing and 
regulation. The results of this study also showed that TFs play an important role in regulating these 
processes as they can interact with the proteins involved in each of them.  

Furthermore, the large mapping of TF PPIs provides an opportunity to profile other TFs’ 
interactomes against large set of identified TF interactomes. These profiling may produce valuable 
information not only about similarities in interactions, but also regarding specific roles of TFs in the 
context of more than 100 TFs.  

Taken together, this study provides an excellent repository of human TF PPIs to be used in 
other studies.  
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2.  CEBPE mutation causes non-canonical autoinflammatory inflammasomopathy 

CEBPE encodes C/EBPε, which is a TF required for cell differentiation and functions in myeloid and 
lymphoid lineages cells (Bedi et al., 2009). Mutations in C/EBPε have previously been linked to SGDs, 
where patients’ neutrophils display abnormal morphology and numbers of granules together with 
abnormalities in the nuclear shape.  

This study described a novel C/EBPε associated disease, CAIN (C/EBPε-associated 
autoinflammation and immune impairment of neutrophils) in an index family that has been studied 
from the 1970s (Repo et al., 1979; Pasanen et al., 1987; Murros et al., 1974). Patients displayed 
normal neutrophils granules; however, the nucleus were hyposegmented, and the neutrophils had 
impaired chemotaxis. Phenotypes included both immunodeficiency and autoimmune symptoms. 
CAIN patients’ symptoms included periodic attacks of fever, systemic inflammation and abdominal 
pain.  

CAIN is caused by a previously unreported homozygous R219H C/EBPε mutation. Mutations 
were detected from affected family members by whole exome sequencing, while Sanger sequencing 
was used to validate the heterozygous carriers in the family.  

The molecular mechanisms behind the disease were studied using multiomics and data-
driven approach. This study included a PPI analysis using the BioID method, a ChIP-sequencing (ChIP-
seq) analysis of WT and mutant C/EBPε DNA binding, RNA-sequencing (RNA-seq) of patients and 
controls’ granulocytes with and without inductions, a Nanostring analysis of the patients and 
controls’ PBMCs and inflammasome activation analyses of the patients’ macrophages and 
monocytes.  

The BioID method identified in total 141 PPIs for WT and mutant C/EBPε (Figure 8A). Of 
these, 108 were significantly changed between the WT and mutant C/EBPε: two had an increased 
and 106 had a decreased affinity to the mutant compared to WT (Figure 8B). Many proteins with 
decreased affinity to the mutant C/EBPε were transcription repressors, indicating changes in C/EBPε 
transcriptional activity. Therefore, transcriptional activity was accessed using a ChIP-seq analysis. 
This resulted in widely dysregulated DNA binding in a GOF manner: patients’ granulocytes had 
10,322 C/EBPε binding sites, while healthy controls had 3391.  

As BioID data are not easy to validate with CoIP, we validated some of the PPI results in 
Jurkat cells and with mouse C/EBPε in Flp-In™ 293 T-REx cells. In addition, as the mutation in 
neighbouring amino acid (V218A) is known to cause SGD (Khanna-Gupta et al., 2007), we also 
analysed its interactome. However, the PPIs of V218A were not affected similarly than with R219H 
mutation indicating unique mechanism for the CAIN disease. 
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Figure 8. A) PPIs of C/EBPε. B) Log2 fold change of interacting proteins between WT and R219H C/EBPε 

 
Changes in transcription were further investigated using an RNA-seq analysis of unstimulated 
granulocytes. This analysis revealed 464 differentially transcribed genes, of which 189 were related 
to IFN signalling. Furthermore, according to the ChIP-seq analysis, C/EBPε had binding sites in 271 
of these differentially transcribed genes, of which 80 had patient-specific C/EBPε binding. This 
indicates these genes are under direct C/EBPε control.  

RNA-seq analyses were also done after stimulations. As many dysregulated genes in 
unstimulated condition were related to IFN-signalling, granulocytes were first treated with IFNα2b 
and IFNγ. In addition, granulocytes were stimulated with LPS and bacterial DNA to model the clinical 
phenotype of bacterial infections. After IFNα2b, IFNγ and bacterial treatments, 534, 427 and 470 
genes were differentially expressed, respectively. Of these, 266, 208 and 289 had C/EBPε binding 
sites in the ChIP-seq analysis.  

A Nanostring analysis was performed using a custom gene panel of 50 immuno-related 
genes. mRNA levels of genes linked to the interferon signature did not differ between the patients 
and controls. However, the levels of genes involved with the JAK/STAT pathway and inflammasome 
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activation were increased in the patients. These included CASP5, NLRP3 and CASP8. Moreover, 
NLRP3 was upregulated in an RNA-seq analysis, and C/EBPε binding within its gene was upregulated.  

Transcriptional changes and DNA-binding differences in inflammasome-related genes led us 
to investigate closer non-canonical and canonical inflammasome activation in patient macrophages 
and monocytes. Canonical inflammation activation did not differ between the patients and controls, 
but CASP5 mediated activation of non-canonical inflammasome by intracellular LPS resulted in 
increased activation, which was detected by elevated IL-1β and IL-18 levels. Elevated CASP5 mRNA 
levels were also detected in resting macrophages. Pro-CASP5 processing into an active CASP5 was 
investigated in greater detail by western blotting patients’ PBMCs with a specific antibody. The 
results showed that the expression of pro-CASP5 was higher in patients, and, more importantly, 
significantly more of it was processed compared to healthy controls. Taken together, these results 
indicated that compared to healthy controls, the patients had increased non-canonical NLRP3 
inflammasome activation due to the constrictively expressed CASP5.  

The symptoms and the molecular mechanisms of CAIN differed from mechanisms of SGD 
(presented in Chapter 3.3.3) separating it clearly to own disease. Most importantly, the neutrophils 
displayed normal granules in neutrophils. SGD causing mutation in neighbouring amino acid (V218A) 
did not cause similar changes in PPIs and no similar proteomics changes were seen in CAIN than in 
V218A causing SGD. 

Overall, this study provides valuable information regarding how a single TF mutation may 
cause diseases through a multi-level mechanism involving changes in TF PPIs, DNA binding and 
transcriptional regulation. The changes caused overactivation of non-canonical inflammasome and 
dysregulated IFN-signalling. To our knowledge, this study is the first instance to report that widely 
dysregulated transcription causes PIDs. The mechanism is most likely not exclusive to C/EBPε, and 
similar molecular mechanisms may be behind other TF-related immunodeficiencies or diseases.   
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3. Damaging heterozygous mutations in NFKB1 lead to diverse immunologic phenotypes 

Affected members of three unrelated Finnish families (Figure 9) with diverse immunological 
phenotypes were sequenced by whole genome or whole exome sequencing. This uncovered three 
different mutations, H67R, I553M and R157X, in the NFKB1 gene that encoded a TF important for 
multiple immunological processes. Using Sanger sequencing, the presence of these mutations was 
validated in other members of the families.  
 

 
 

Figure 9: Pedigrees, clinical phenotypes and sequencing results of study subjects. 

 
To study the molecular phenotype behind the symptoms, we generated Flp-In™ 293 T-REx cell lines 
stably expressing WT, H67R, I553M and R157X NFKB1. These were used for a PPI analysis with AP-
MS and BioID, expression analyses, localisation analyses and luciferase assays. Moreover, patient 
PBMC cells were used to observe the NFKB1 expression using western blot and MS methods. MS 
was also used to check the phosphorylation status of NFKB1 in samples.  

H67R mutated NFKB1 was detected to have decreased transcriptional activity due to various 
mechanisms: the H67R mutation decreased the nuclear entry of TNF-activated NFKB1, reduced 
NFKB1 interactions with its dimerization partner RelB, indicating decreased transcriptional activity 
(Figure 10), and resulted in increased interactions with NEMO, a cytosolic component of the NFKB1 
complex.  

A I553M mutation is located in C-terminus of NFKB1 that contains the ankyrin repeat areas. 
This area is responsible for interactions with inhibitory proteins that keep the NFKB1 in full length 
p105 form in cytosol. An AP-MS analysis showed that the mutant NFKB1 had increased affinity to 
one of the inhibitors, IKBe. In addition, the I553M mutation resulted in decreased phosphorylation 
of NFKB1 serines at positions S893 and S907 and caused p105 subunit degradation upon treatment 
with a TNF gradient.   
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Figure 10: Relative abundance changes (mutant dived by WT) in NFKB1 protein interactions 

 
R157X was truncating mutation for the NFKB1. Using a MS, only a few N-terminal peptides were 
detected. Similarly, when NFBK1 was purified from patient PBMC cells using an antibody, only a few 
peptides from the N-terminus were detected (Figure 11A). This finding suggests the existence of a 
dominant negative mechanism where both the R157X mutated NFKB1 and the NFKB1 from the 
healthy allele were degraded resulting in almost a complete loss of NFKB1 in the cell. The same 
result was observed using a western blot from HEK cell line models as well as from patient PBMCs 
(Figure 11B). Degradation could be rescued by treating the cells with an MG132 proteasome 
inhibitor, indicating that the degradation of NFKB1 from healthy allele is performed by proteasomes.  

 

 
Figure 11. A) Peptides identified fromR157X mutation carrying patient PBMCs after the AP with NFKB1 antibody. Peptides were 
detected using MS. Green: FDR <0.01, yellow: FDR < 0.05.  B) Expression of p50 and p105 forms of NFKB1 in Flp-In T-Rex- cell models 
were detected using WB.  

 
As NFKB1 is involved in regulating NLRP3 inflammasome, inflammasome activation by LPS priming 
and ATP induction was tested in patients and healthy controls’ macrophages. The R157X 
macrophages showed a significantly increased secretion of IL-1b (>25 times compared to the control 
magrophages). H67R showed a slightly reduced IL-1b secretion. Overactivated NLRP3 
inflammasome activation might explain the life-threatening postoperative complications of R157X 
carriers.  
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This study illustrates how mutations in the same TF might have very different phenotypical 
outcomes. TF activity may be disturbed in its activation (I553M), nuclear localisation (H67R) or 
expression (R157X), all of which have different molecular mechanisms and cause different immune-
related symptoms.  

Before this study, not many NFKB1-related PIDs were known. NFKB1 was reported to cause 
CVIDs due to exon skipping or truncation (Fliegauf et al., 2015). However, the missense mutations 
covered in this study did not result in haploinsufficiency, and the truncating R157X resulted in an 
almost total loss of NFKB1. This study provides valuable information related to mechanisms other 
than haploinsufficiency. At present, NFKB1 mutations are reported to be one of the most common 
reason for PIDs, most of them being caused by haploinsufficiency (Tuijnenburg et al., 2018).  
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V  CONCLUSION AND FUTURE PERSPECTIVES 

Human TF interactions with other proteins are central in gene expression regulation. Any 
disturbance in these interactions may result in a pathological condition. The overall aim of this thesis 
was to shed light on TF proteomes and examine how certain TF mutations result in clinical 
phenotypes of immunodeficiency patients. 

While TF binding to DNA is largely studied, there is still a lack of large systems levels analysis 
of TF protein interactions. Study I provides so far the most comprehensive systems-level analysis of 
human TF identifying a large cohort of PPIs, serving as excellent resource of TF PPIs for further 
studies and development of pharmaceutical treatment for TF-related diseases. It also provides an 
important overview of how TFs generally interact with other proteins. This overview correlated well 
with the previously reported TF PPI groups that are presented in Chapter 2. This indicates that the 
used assays and the filtering of unspecific interactions functioned properly.  

As the most common PPIs interacting with TFs were histone modifying enzymes (lysine-
specific demethylase and histone-lysine transferase), highlights the study I the importance of 
histone modification in TF-regulated gene expression. Besides this, TFs clearly take part in regulating 
other cellular processes, such as DNA repair, DNA replication and DNA recombination, both in a 
transcriptional and non-transcriptional manner. However, these processes appear not to be 
independent but rather to share multiple proteins and protein complexes. Two studies of yeast 
Mediator complex protein interactions (Uthe et al., 2017; Chereji et al., 2017) uncovered similar 
groups of interacting proteins than we identified to studied TFs, including proteins involved in actin 
assembly, RNA metabolism, chromatin remodelling, GTFs, SAGA complex and RNA splicing. These 
similar results highlight the the co-transcriptional nature of these processes.  

Studies II and III provided more detailed information regarding how single-point mutations 
in TFs may cause diseases through different mechanisms. TF mutations may affect the DNA binding 
(II), PPIs (II and III), transcription (II), localisation (III), PTMs (III) or degradation (III) of TFs. Often the 
outcome of the mutation is a result of multiple interconnected mechanisms. However, these studies 
illustrate how mutations in the same protein may cause symptoms through different mechanisms 
(III) or how one mutation may effect multiple levels of transcriptional regulation (II).  

Study I, especially, left uncovered topics that should be studied further, such as the possible 
general role of NFIs in TF-mediated transcriptional regulation, the role of SP7 in RNA splicing and 
the connections between STAT1 or FOS to actin and myosin signalling. Moreover, the identified 
large human TF PPI cohort may be used to profile other TFs in the context of more than 100 TFs.  

Study II’s data-driven multiomics approach uncovered a novel gain-of-function PID 
mechanism and previously unidentified disease, CAIN. Multiomics approach was also used in study 
III to investigate the mechanisms behind the three different diseases. Similar methods might be 
advantageous when studying other TF-related disorders in order to uncover the defects in 
multilayer transcription regulation by TFs. 

This thesis provided a broad overview of human TF PPIs in studied conditions and attempted 
to fill the lack of a system-level understanding of TF protein interactomes. More systems level TF 
interactomics studies in different conditions are needed for further understand the complicated PPI 
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network of human transcription regulation. This knowledge is valuable in developing treatments for 
TF-related diseases or studying the changes in protein interactions in different disease states.  

In addition, this thesis provides detailed information on how certain TF mutations affect 
different TF functions and lead to the development of PIDs. While study I allowed us to study the TF 
interactomes in systems level, studies II and III led us focus the TF PPIs and their changes more in 
specific way. These findings have already facilitated the treatment of patients participating in the 
studies, but they could also be used to diagnose and investigate diseases, as well as to develop 
treatments for patients with the same mutations or similar disease mechanisms
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