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Senescent cells provide a good in vitro model to study ageing. However,
cultures of ‘senescent’ cells consist of a mix of cell subtypes (proliferative,
senescent, growth-arrested and apoptotic). Determining the proportion
of senescent cells is crucial for studying ageing and developing new anti-
degenerative therapies. Commonly used markers such as doubling
population, senescence-associated β-galactosidase, Ki-67, γH2AX and
TUNEL assays capture diverse and overlapping cellular populations and
are not purely specific to senescence. A newly developed dynamical systems
model follows the transition of an initial culture to senescence tracking
population doubling, and the proportion of cells in proliferating, growth-
arrested, apoptotic and senescent states. Our model provides a parsimonious
description of transitions between these states accruing towards a predomi-
nantly senescent population. Using a genetic algorithm, these model
parameters are well constrained by an in vitro human primary fibroblast
dataset recording five markers at 16 time points. The computational model
accurately fits to the data and translates these joint markers into the first
complete description of the proportion of cells in different states over the
lifetime. The high temporal resolution of the dataset demonstrates the effi-
cacy of strategies for reconstructing the trajectory towards replicative
senescence with a minimal number of experimental recordings.
1. Introduction
Ageing is a critical economic, social and medical challenge and understanding
the underlying molecular mechanisms is becoming increasingly important.
A major driver of ageing phenotypes in man and other species is the accumu-
lation of a population of terminally growth-arrested but metabolically active
cells termed senescent cells [1]. Gradual accumulation of senescent cells over
the life-course contributes to tissue degeneration and age-related disease [2,3].
Over the past few years, removal of senescent cells has been demonstrated not
only to delay the onset of age-related disorders [4] but also to bring about
improvements in phenotypes as diverse as osteoarthritis [5], cognitive function
[6] renal function [7], hepatic steatosis [8], metabolic function and adipogenesis
[9] and vasomotor dysfunction [10]. Besides the cell cycle arrest, senescent cells
show morphological, biochemical and functional changes such as secretion of
the senescence-associated secretory phenotype (SASP) and high levels of DNA
damage [11,12]. Accordingly, systems to remove or ameliorate the effects of
senescent cells are currently the subject of intensive study.
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Senescent fibroblasts generated by continuous culture
until growth arrest (replicative senescence) provide a good
model to study ageing and age-related disease, exhibiting
many of the established hallmarks of ageing [13] and have
been used to evaluate interventions designed to remove
senescent cells [14–16]. Cultures of aged cells are a hetero-
geneous population, consisting of proliferative, senescent,
growth arrested and apoptotic cell populations [17]. Tissues
and organs in older humans are likewise a complex mixture
of senescent, proliferative and growth arrested cell popu-
lations [18]. Determining the trajectory towards replicative
senescence while distinguishing between senescence and
reversible growth arrest is crucial for evaluating the effective-
ness of new approaches to remove or rejuvenate senescent
cells. Commonly used senescence markers are diverse and
with none purely specific for senescence [19] meaning that
accurate quantification of senescent cell numbers in different
tissue types is still a challenge. Combining multiple exper-
imental markers to better understand the transition of a cell
population to replicative senescence is labour intensive and
time consuming. Cells in a mixed population may be in one
of four potential states: proliferating (viable cells growing
through mitosis), senescent (irreversibly growth-arrested),
quiescent (reversibly growth-arrested) or apoptotic (initiating
cell death) [20,21].

The most frequently used marker for cellular senescence
is senescence-associated beta galactosidase (SA-β-Gal) [22],
although others have suggested the combination of the pro-
liferation markers Ki-67 and PCNA, and the DNA damage
marker γH2AX is optimal [23]. The use of single markers
can however be problematic. Ki-67 for example can reliably
detect cells in the G1 phase of the cell cycle, but can also posi-
tively stain cells arrested in G2 [24]. γH2AX will identify any
DNA damage, not only that associated with senescence. Con-
current measurements of multiple markers throughout the
replicative span therefore provide a more complete picture
of the trajectory towards replicative senescence but require
integration to properly interpret the proportion of cells in
each of these four states during the course of senescence.
There is a need for a deeper theoretical understanding
(through a systems biology approach using computational
biology) of the trajectory of replicative cell populations.
A systems biology approach can be used to bring together
biological knowledge, experimental evidence and sets of
assumptions to simulate the replicative life-course of cell
populations. Others have used dynamical systems modelling
to model the proliferating and senescent populations using
differential equations and were able to reproduce some of
the characteristics of experimental markers such as popu-
lation doublings and SA-β-Gal (similarly SAHF) but not of
other markers such as γH2AX and Ki-67 [23]. Although
promising, this approach has not been fully exploited for
investigating cellular senescence.

We present here a dynamical systems model that captures
the dynamics of four senescence markers (SA-β-Gal, Ki-67,
γH2AX and TUNEL) over 16 passages in human primary
fibroblasts to assess the trajectories of proliferating (P), senes-
cent (S), growth-arrested (G) and apoptotic (A) cells over the
replicative life-course. The model incorporates growth-
arrested and apoptotic populations while also tracking the
doubling age of proliferating cells. Parameters in the model
control the rates at which cells transition between these differ-
ent states (see schematic diagram of possible transitions in
figure 1a). The doubling age of proliferating cells is modelled
allowing for these rates to depend on cell doubling age
(figure 1b). Genetic parameter optimization methods are
used to set the model’s minimal set of parameters for the
model outputs to best match the recorded experimental mar-
kers. Once fitted to experimental data, the model
simultaneously captures the dynamics features of all five
experimental markers and, importantly, reproduces the pro-
portion of cells in each state over the replicative time-course.

Moving beyond the state of the art, our work demon-
strates that a simple set of rules governing transitions
between cell subtypes can, when implemented in a dynami-
cal model, capture the dynamics of cell proliferation over the
replicative life-course. The model description is minimal,
designed with a core set of parameters that are well con-
strained by our experimental data. To illustrate the model’s
utility in supporting experiments on senescence, an optimal
strategy for the sparse collection of data is presented.

Our model provides a full account of the proportion of
cells in each of four different states (proliferating, senescent,
growth-arrested and apoptotic) and predicts the convergence
of these proportions beyond the end of the experiment. It pro-
vides a valuable tool for measuring senescence and,
therefore, for evaluating approaches to modify or reverse
cellular ageing.
2. Methodology
2.1. Experiments on human primary fibroblasts
Human primary dermal fibroblast (nHDF) cultures were used
in this study. Standard culture conditions were a seeding den-
sity of 6 × 104 cells cm−2 in media (C-23020, Promocell,
Heidelberg, Germany) containing 1% penicillin and streptomy-
cin, and a fibroblast-specific supplement mix consisting of fetal
calf serum (3% v/v), recombinant fibroblast growth factor
(1 ng ml−1) and recombinant human insulin (5 µg ml−1) (Promo-
cell, Heidelberg, Germany). Cells were counted, and equal
numbers of cells seeded in 25 cm2 flasks at each passage in con-
tinuous culture. Cells were maintained at 37°C and 5% CO2 and
senescence markers were measured in triplicate in each passage
from p5 to p20. The biochemical senescence marker SA-β-Gal
was assessed using a commercial kit (Sigma Aldrich, UK)
according to manufacturer’s instructions. Terminal DNA break-
points in situ 3-hydroxy end labelling (TUNEL) was used to
quantify levels of apoptosis. The TUNEL assay was performed
with Click-iT® TUNEL Alexa Fluor® 488 Imaging Assay kit
(Thermofisher, UK) following the manufacturer’s instructions.
Negative and positive controls were also performed. Cells
were double stained for proliferation rate and DNA damage
markers; Ki-67 and γH2AX were used respectively. Cells were
fixed for 10 min with 4% PFA and permeabilized with 0.025%
Triton and 10% serum in PBS for 1 h. Cells were then incubated
with a rabbit monoclonal anti-Ki-67 antibody (ab16667, Abcam,
UK) at 1 : 250 and a mouse monoclonal anti-γH2AX (ab26350,
Abcam, UK) at 1 : 500 overnight at 4°C followed by FITC-conju-
gated secondary goat anti-rabbit (ab16667) and anti-mouse
(ab150117) at 1 : 200 for 1 h, and nuclei were counterstained
with DAPI.

2.2. Dynamics systems model to reconstruct the
senescence time-course

The model captures the unconstrained growth of a cellular popu-
lation during its transition from an exponential growth phase to a



P0 P1 P2 ... PN–1

G A

doubling age

D

0.028

0 N–1
cell doubling age

tra
ns

iti
on

 r
at

e

proliferation

growth arrest

apoptosis

senescence

PN|S

transition rates from proliferative to other states 
versus cell doubling age(a)

(b)

Figure 1. (a) Schematic for dynamical systems model of transition to senescence. Each proliferative state is represented by a population Pi with doubling age i (to a
maximum age i = N, the Hayflick limit). The transition of one cell from a population Pi results in two cells entering the next population Piþ1. At any doubling age, a
cell can jump to the senescent population S as a result of levels of DNA damage or other cellular stressor. Cells can also transition into the arrested G and apoptotic A
states. (b) Optimized transition parameters. The transition rates from proliferative cells into other states are assumed to have linear dependence on doubling age.
Linear relationships (slope and intercept) were determined through optimization against five markers (doubling population, SA-β-gal, Ki-67, γH2AX and TUNEL; see
figure 3). The proliferation rates decrease with cell doubling age, reflecting the slowing of movement through the cell cycle as the doubling age increases. The rates
of transition into senescence, arrest and apoptosis all increase with doubling age. The increasing rate of transition into senescence and apoptosis reflects the
increased probability of these transitions due to factors such as DNA damage, telomere shortening and double-stranded breaks. The increasing rate of transition
into quiescence reflects the effect of, for example, signalling from senescent cells.
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senescent state (no longer dividing), which happens between
passage 5 (PD5) and passage 20 (PD22) in our experimental
dataset. Individual cells within the model are classified as
belonging to either a proliferative (P), growth-arrested (G),
apoptotic (A) or senescent (S) population; see the schematic dia-
gram in figure 1a. Cells within the proliferative population are
further divided into proliferative subpopulations with respect
to the number of times they are predicted to have divided.
The subpopulation Pi consists of cells that have divided i
times. We call the index i the doubling age of the subpopulation
(capturing e.g. the gradual degradation of telomeres following
sequential cell division). Tracking doubling age in this way
allows for the rates of transitions into other states to depend
on it. There is a total of N proliferative populations, where N
is maximum number of times a cell can divide prior to reaching
the senescence state. Here, modelling nHDFs, we chose N = 50
and found that our results were not sensitive to this choice
(discussed further below).

2.3. Transitions between cellular populations
The proportion of cells in each population varies over time as
captured by a system of coupled differential equations. These
equations describe the transition of cells between cellular popu-
lations over time. A full description of the equations is given in
electronic supplementary material, while a summary of the
assumptions used to define the equations is given here. We
assume that at the beginning of the experiment the initial popu-
lation of seed cells reside in the P0 subpopulation. The transition
from one proliferative subpopulation to the next captures mitosis
and so cells enter Piþ1 at twice the rate that they leave Pi (shown
as horizontal arrows in figure 1a). Cells can reach the subpopu-
lation S by two mechanisms, the first of which is division.
Since cells can transition to senescence by division of the popu-
lation PN�1, we sometimes use PN to denote the senescent
population S (figure 1a). Cells can also enter the senescent popu-
lation directly from any proliferative population, with a rate that
increases with doubling age (top grey arrows). This mimics a
direct accrual of DNA damage, independent of cell division,
which is sufficient to halt cellular proliferation. Thus, cells ‘jump-
ing’ from proliferative to senescence enter the senescent
population at the same rate they leave Pi. Likewise, cells from
all proliferative populations can enter growth-arrested and
apoptotic cellular populations at the same rate they leave Pi

(arrows down to G and A). An example equation describing
the rate of change of proliferative population Pi per unit time is

dPi

dt
¼ 2mPi�1PiPi�1 � ðmPiPiþ1 þ mPiS þmPiA þmPiGÞPi,

where the left of the equation expresses the rate of change of the
number of cells in Pi, which is proportional to the right side of
the equation. In this equation the number of cells entering Pi is
proportional to Pi�1 and the number of cells leaving is proportional
to Pi. The rates described above are m, with a subscript for
each population or subpopulation involved in a given transition;
e.g. mPiS is the rate of transition from the proliferating subpopu-
lation Pi to the senescent population S. Similar equations
describe the rate of change of the number of cells for each
proliferating subpopulation Pi and each population G, A and S.

The system of equations can be solved over time (a simu-
lation) to produce trajectories for the number of cells in each
population, which can be compared to our experimental data.
The rates m are assumed to depend linearly on the doubling
age of the proliferating cells. These linear dependencies
(figure 1b) are determined through an optimization routine as
described below. The model parameters that determined the
rates m are listed in table 1.

The relationships between the model outputs and our exper-
imental markers need to be defined in order to make a direct
comparison. As our model continuously monitors the number
of cells in each population, comparing the population doublings
in the model to those measured experimentally is straightfor-
ward. For both we used the formula

PD(tÞ ¼ log2
TPðtÞ
TP(0Þ ,

where PD is the total number of population doublings and TP is
the total population. In the model TP = P +G + S +A.

The output from the model’s differential equations is the pro-
portion of cells in each population P, G, A and S. In order to
compare these with our experimental markers it was necessary
to define relationships between the proportion of cells in each
population and the proportion of cells of each type expressing



Table 1. N = 50 is the maximum number of times a cell in the population can divide (analogous to Hayflick number). The choice of N-value had only a
minimal effect on the data fit (see electronic supplementary material). The transition rate parameters mGS and mAD are positive numbers determined through
optimization (2 of 14 free parameters). The transition rate parameters mPiPiþ1 , mPiS , mPiG , mPiA are lists of N values with a linear relationship to N as set by
the positive-valued endpoints mP0X and mPN�1X determined by optimization (8 of 14 parameters). The fraction of contribution from each population (P or G) to
each marker (γH2AX or Ki-67) is set by PgH2AX , GKi�67, GgH2AX , which take values between 0 and 1, determined by optimization (3 of 14 free parameters).
These contributions are not known but form part of the optimization cost function (rather than part of the dynamical system).

parameters mP0P1 mPN�1PN mP0G mPN�1G mP0S mPN�1S mP0A mPN�1A mGS mAD

rates (h−1) 0.0259 0.0063 0.0018 0.0037 0.0026 0.0053 0.0018 0.0016 0.0007 0.0010

parameters PgH2AX GKi�67 GgH2AX
proportions 0.2385 0.9979 0.8237

parameters N

value 50
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the markers SA-β-Gal, Ki-67, γH2AX and TUNEL as measured in
the experiments. It is assumed that SA-β-Gal and TUNEL map
directly onto senescent (SA-β-Gal) and apoptotic (TUNEL) popu-
lations. However, faithfully accounting for positive Ki-67 or
γH2AX staining in our model is more complex. There is evidence
that Ki-67 is identifiable not only in proliferating cells, but also in
a proportion of cells which are growth-arrested [25]. As such, as
well as the proliferative population, Ki-67 also maps onto a frac-
tion of the growth-arrested population within our model.
Likewise the expression of γH2AX was assumed to be pro-
portional to the entire senescent, entire apoptotic and fractions
of the growth-arrested and proliferative populations (in part
based on the observations that around 30% of cells expressed
γH2AX at passage 5, when cells are predominantly proliferative,
and close to 100% of cells expressed γH2AX at passage 20 when
cells are predominantly a mix of senescent and growth-arrested)
[26]. In each case the fractions were determined through
optimization.

The model was fitted to the experimental dataset using a
genetic algorithm in the MATLAB programming environment.
A cost function was defined as the total difference between the
experimentally recorded markers and those predicted by the
model, as dependent on a set of 14 model parameters (table 1).
A gradient descent routine was also used to further refine the
optimization and verify that a local minimum of the cost function
had been found. For full details of the optimization of the model
refer to the electronic supplementary material.
3. Results
The following senescence markers were used in this study
[27]: SA-β-Gal activity (typical enzymatic activity for senes-
cent cells), Ki-67 staining (commonly used in the detection
of proliferating cells), γH2AX assay (a marker of DNA
damage) and TUNEL (detects apoptotic DNA fragmenta-
tion); see figure 2. We also assessed the population
doublings (PD) to measure cell growth kinetics. The exper-
imental results provide a percentage of cells expressing
each marker, which can be compared with our model that
tracks the proportion of cells in different states. While each
marker is related to the proportion of senescent cells in
the cell population they map to other cellular states includ-
ing proliferating, growth arrested and apoptotic. The
contribution of each distinct cellular population within our
model (P, G, S and A) to each experimental marker was
defined (see Methodology for details), allowing direct
comparison of experimental and model cellular populations
along the trajectory towards senescence. The experimental
data were then used to constrain the model we develop
via parameter optimization.
3.1. Model accurately captures five experimental
markers

Our results agree with the trajectory for these markers
reported in previous studies [28]; see figure 3a–e. By passage
20 (PD22) (around 2500 h of cultivation) the cell population
growth has plateaued; see figure 3a where the last two
points have similar values. The expression of SA-β-Gal
increases steadily over time reflecting the larger proportion
of senescent cells as the population ages; see figure 3b.
There is a similar regular increase for γH2AX primarily due
to the accrual of DNA damage; compare figures 3b and 3d.
The proportion of proliferative cells decreases with time as
reflected by the consistent decreases of Ki-67; see figure 3c.
The proportion of apoptotic cells at the end of each passage
remains relatively steady throughout the experiment as
reflected by the TUNEL measurements in figure 3e. This data-
set of 16 time points across five makers provides ample data
to constrain the model’s 10 free parameters.

Following parameter optimization, the model (grey
curves) was able to simultaneously capture the features of
all the trajectories of all five markers (black points) from the
experimental dataset; see figure 3a–e. The model’s dynamic
variables directly capture the proportion of cells in each
state, thus revealing the trajectories of each population over
the senescence time course; figure 3f. Note that the model’s
representation of each marker in figure 3b–e (grey curves) is
assumed to be proportional to one or more of the populations
P, S, G and Awith constant scaling factors as indicated in the
panel titles.

The trajectories of the different cell populations shown
in figure 3f show that for early passages (approximately
time 100–2500), the proportion of proliferating cells (P)
decreases linearly, while the proportion of senescent cells S
increases linearly. After 2500 h these trajectories start to pla-
teau towards a minimal value for P and a maximal value
for S. Here the model allows us to extrapolate the trajectories
beyond the end of the experiment where, given the minimal
growth rate, it would be very time consuming to collect
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Figure 2. Sample images used for quantification of experimental markers of senescence in human dermal fibroblasts from an early passage (p5) to senescence
( p20). For of Ki-67, γH2AX and TUNEL a blue fluorescing DAPI marker binding to DNA is expressed in all cells and an additional colour is expressed if the cell is
positive for the given marker. In general the total number of cells decreases with time (note fewer cells at p15 and p20). For SA-β-Gal, cells expressing the marker
are determined with a cytochemical assay that stains blue, while total cell counts are determined with high contrast images (not shown). Over time the proportion
( percentage of total) cells expressing Ki-67 decreases ( pink), γH2AX increases (light blue), TUNEL increases (green) and SA-β-Gal increases (blue). The markers were
quantified by microscopy (using many images similar to those shown here), calculating the percentage of stained positive with a minimum of 300 cells assessed per
replicate. Each marker was assessed in three biological samples per passage with two technical replicates. An automated haemocytometer was used for cell counts in
order to compute population doublings (not shown). (Online version in colour.)
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further data. The model also predicts a peak in the proportion
of growth-arrested cells at around 2200 h; see Discussion.
3.2. Analysis of experimental strategies for efficiently
measuring senescence time-course

The experimental dataset collected for this study consisted of
five markers spanning the replicative life-course at 16 time-
points from passage 5 to 20 (80 measurements total). This
time-intensive approach provides a detailed description
of the dynamics of each marker. Here we illustrate how the
correct strategy for reducing the required number of measure-
ments can be used in conjunction with the dynamical systems
model to efficiently reproduce the trajectory of the markers
and of the populations (P, S, G, A).

Figure 4 shows, taking the full set of 80 measurements
(5 markers, 16 points) as the baseline, how much error is
introduced by removing different numbers of measurements
of all the markers. The error is computed as percentage
increase in the optimization cost function relative to the base-
line value (see Methodology); one can think this increase in
error as a proxy for the amount of information lost by not
making measurements at different stages of the experiment.
Different strategies can be employed: not measuring early
passages (figure 4a), not measuring the late passages
(figure 4b), not measuring intermediate passages (figure 4c)
or not measuring a set of points from the middle of the exper-
iment (figure 4d ). If 1–2 points are removed from the data,
irrespective of when during the experiment, this has little
impact on the error (see figure 4a,b,d ). However, once more
than 4 points are removed the strategy is important, with
data from the final passages being more valuable (compare
figure 4b with 4a and figure 4d). The best strategy is to
remove intermittent points, i.e. to take regularly spaced
measurements over the course of the entire experiment (com-
pare figure 4c with other panels). These results show that
skipping 2/3 measurements (‘skip 2’) introduces around 10%
error while reducing the number of measurements from 80
to 30 (10 measurements skipped for each of the five markers).

Our results demonstrate an optimal strategy for reducing
the number of experimental measurements taken. Taking
equally spaced measurements throughout proved to be a
good strategy to minimize the effective loss of information,
rather than omitting measurements at the beginning, end or
consecutively in the middle of an experiment. The worst strat-
egy proved to be omitting measurements at the end of the
experiment, even though in practical terms these may take
the longest to obtain as the growth rate slows. Notably, exper-
imental strategies predicted by the model assume that an
initial seed population (consisting entirely of proliferative
cells) is allowed to transition to senescence uninterrupted.
For example, in its current form, this model cannot account
for the substantial metabolic and biochemical alterations
likely to occur following freeze–thaw.

3.3. Model optimization sensitivity analysis
A sensitivity analysis was performed to assess the relative
importance of different parameters for the model optimiz-
ation. Figure 5a,b illustrates the relative increase in error
(relative to the optimized solution, a black dot in each
panel) for changes to model parameters controlling the
rates of the transitions between different states, as depicted
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by arrows in figure 1a. Where these rates were assumed to
depend on doubling age, a two-dimensional plot shows
the initial rate at P0 versus the final rate at PN�1 with the
change in error as a greyscale map; see figure 5a. For the
rate of transitions between proliferating populations, a
decreasing relationship was optimal (i.e. the growth rate
slows with doubling age). Note there would be a significant
(around 50%) increase in the error if this relationship were
assumed flat (along the dashed white line). For the rates of
transition from proliferating to growth-arrested and from
proliferating to senescent, the best-fit solutions corresponded
to increasing relationships with doubling age (see slopes in
figure 1a); however, there would not be a dramatic increase
in error if these were considered constant, i.e. took values
along the diagonal. For the rate of transition from prolifera-
tive to apoptotic the best-fit solution corresponded to a flat
relationship (no change with doubling age) and the error
would increase rapidly if this were not the case. Figure 5b
shows that the error would increase quite rapidly if the
rates of transition from grow-arrested to senescent were to
increase. However, if the rate of growth-arrested to senescent
was to be reduced to 0, this would not result in a particularly
large increase in error, suggesting a possible simplification to
the model.

A further analysis using the holdout methodwas performed
to assess the effect on the additional error introduced when
omitting some experimental data from the optimization (see
electronic supplementary material for full details). Overall
we found a small (2%) increase in the total error introduced
when removing around 20% of the data points before optim-
ization. Furthermore, statistical tests to see whether fixing any
single parameter during optimization reduced the error intro-
duced by holding out data did not reach significance. These
results suggest that the original optimization approach effec-
tively found a global minimum and that redundancy for the
parameters used for optimization is low.
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The final three parameters shown in figure 5c determine
the proportion of cells in each population that contribute
towards the model’s representation of γH2AX and Ki-67.
Rather than setting arbitrary values for these proportions,
they were left as free parameters in the optimization (as
there is little available evidence to fix them). Importantly,
this sensitivity analysis shows that effectiveness of the optim-
ization only depends weakly on these parameters; see
Discussion as to whether these values might generalize
across cell models.
4. Discussion
We present here the first model capable of combining
multiple experimental markers to reproduce the complete
time-course of a cell population ageing towards replicative
senescence. The model provides a full account of the pro-
portion of cells in each of four different states (proliferating,
senescent, growth-arrested and apoptotic) and predicts the
convergence of these proportions beyond the end of the
experiment. The close match to our experimental data was
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found to be robust with respect to small changes in parameter
values. The model description is parsimonious, defined in
terms of a minimal set of parameters that are well constrained
by the experimental data. Our investigation of different strat-
egies for collecting data more sparsely shows that similar
results could be attained by collecting as few as 30 measure-
ments (taking sparse measurements, equally spaced by
passage). Indeed, the model could provide a good means to
predict when to stop making measurements, thus allowing
for better planning of commitments to bench time. The mod-
elling framework has great potential as a tool for the
senescence and ageing research communities.

Various modelling approaches have been used to investi-
gate senescence. Lawless et al. [29] modelled proliferating
and senescent populations using differential equations
(a dynamical system) and were able to reproduce some of the
characteristics of experimentalmarkers such as population dou-
blings and SA-β-Gal (similarly SAHF) but not of other markers
such as γH2AX and Ki-67. The dynamical systems model
presented here can be viewed as a significant advance on the
earlier model presented in [29]. Notably, the model presented
here includes the doubling age of the proliferating populations
(see distinct P populations in figure 1a). This allows for the rates
of transition from the proliferating population to depend on
doubling age (figure 1b). Further, by considering not only the
senescent and proliferating population, as in [29], but also the
growth-arrested and apoptotic populations, we were able to
give a complete picture of the dynamics and to obtain a good
match between model outputs and all the markers recorded.
Multiple proliferative populations have been considered in
models geared towards studying haematopoietic stem cells
[30] and cancer [31,32]. Spatial interactions in two dimensions
have also been considered in tumour models [33], a significant
increase in complexity relative to the approach used here. In the
present study the dynamics of the growing cell population and
the transitions from proliferation were assumed to be determi-
nistic at the level of the entire population. Other studies have
considered probabilistic descriptions of the transitions between
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cell states [34] as influenced by cell signalling factors. A stochas-
tic model has been used to explore observed increases in
reactive oxygen species concentration with age [35]. Another
model was defined at a more granular level—investigating
gene signalling networks [36]; however, the model has over 60
parameters and 14 state variables, meaning that it is unlikely
that the model is meaningfully constrained by available exper-
imental data.

The structure of the model presented is general and,
although used here to fit data from a monolayer human pri-
mary fibroblast culture, it could fit data from other cell types
using similar markers that provide sufficient information
about each cell subtype (proliferating, senescent, growth-
arrested and apoptotic) with little modification. Differences
between an artificial experimental system and in vivo
measurements could be explored in further studies. Vali-
dation of the approach with other cell types remains to be
done and this would be a necessary step to demonstrate the
generalizability of the framework. Incorporating different
markers for use with the model requires that the relative con-
tribution of each population to the marker be proposed. As
was done in this study for γH2AX and Ki-67, some of these
contributions could be left unspecified (left as free parameters
in this study, these contributions did not have a strong bear-
ing on the accuracy of the model fit to data; figure 5).
Furthermore, while there may be significant differences
across cell types in terms of the strength of the paracrine
‘bystander’ effect induced by SASP which may influence the
point at which a culture becomes static [37], the modelling fra-
mework presented here is adaptable to take these differences
into account. The use of a similar model and marker set in
different cell types could allow establishment of which par-
ameters are cell-type dependent and which remain fixed. In
the light of these findings, it may be possible to use fewer mar-
kers to constrain the model and accurately reproduce the
senescence time-course. We note that the number of cells
entering apoptosis in each passage appears to be consistently
around 5–10% here and in our previous experimental work
[14]. Furthermore the model could help characterize these
differences across cell types in terms of biologically meaning-
ful parameters. A distinction between senescent and growth
arrest [21] is necessary to account for the markers measured
in our experiments. While making a distinction between senes-
cent and growth-arrested cells in the model, it was assumed
that the reversal of growth arrest back into a proliferative
state was not significant. The assumption is based on the
observation that factors (SASP released from senescent cells)
inducing growth arrest cannot recede in the experiments per-
formed here. We note that a peak in the number of growth-
arrested cells is predicted by the model, its presence being reli-
ant on the presence of transitions from growth-arrested to
senescent as proposed in [38]. The effect of removing
transitions from growth-arrested to senescent is discussed in
the electronic supplementary material, figure S1. Transitions
from growth arrest to apoptotic were not considered as these
cells would not be going through the cell cycle [39]. Additional
analysis showed that changing the rate of transitions to the
apoptotic and growth-arrested populations had a much smal-
ler effect on the time to reach 85% senescence in comparison
with changing the proliferation rate or rate of transitions to
senescence (see electronic supplementary material, figure S2).
A significant simplification of the present model is that no dis-
tinction is made between different stages of the cell cycle and
that growth-arrest or senescence can occur in different ways
[40]. Cells arrested in G1 would be predicted to stain positively
for SA-β-Gal and γH2AX, but not for Ki-67, whereas cells in
G2 would stain positively for all three markers.

A dynamical systems approach has proven an effective
strategy for modelling the proliferation and progression
towards senescence of cultured cells. The presented model
goes beyond previous studies in being able to capture the tra-
jectory of multiple markers simultaneously while giving a
complete account of the cell population’s different subtypes.
The potential to generalize the adaptable framework pre-
sented should be tested in future work using data collected
from other cell types and markers. An extension to consider
further information through the cell cycle—only mitosis
was considered here—would allow for a more detailed link
to experimental markers. Here we provide a new approach
to the study of ageing, developing a dynamical systems
model that offers a complete accurate description of the
dynamics of the transition to cellular senescence at the popu-
lation level. Our model highlights the utility of predictive
mathematical modelling in better understanding the factors
of cellular senescence and the ageing process itself.

Data accessibility. All experimental data and source material required to
reproduce our modelling results (Matlab code) are available at the
following GitHub repository: https://github.com/dgalvis/Senes-
cence_Model.
Authors’ contributions. D.G. and D.W. designed the model, carried out the
numerical analysis of the model, participated in data analysis and cri-
tically revised the manuscript; L.W.H. participated in the design of
the study, contributed to discussion and critically revised the manu-
script; E.L. conceived the study, developed the cellular assays,
collected the data and critically revised the manuscript; J.R. con-
ceived the study, designed the model, coordinated the study and
wrote the manuscript. All authors gave final approval for publication
and agree to be held accountable for the work performed therein.

Competing interests. The authors report no competing interests.

Funding. This work was generously supported by the Wellcome Trust
Institutional Strategic Support Award (grant no. 204909/Z/16/Z).
J.R. acknowledges the financial support of the EPSRC Centre for Pre-
dictive Modelling in Healthcare (grant no. EP/N014391/1) and from
an EPSRC New Investigator Award (grant no. EP/R03124X/1). E.L.
acknowledges the financial support of the Dunhill Medical Trust
(grant no. R386/114).
References
1. Faragher RG, McArdle A, Willows A, Ostler EL. 2017
Senescence in the aging process. F1000Res. 6, 1219.
(doi:10.12688/f1000research.10903.1)

2. Baker DJ et al. 2016 Naturally occurring p16 Ink4a-
positive cells shorten healthy lifespan. Nature 530,
184–189. (doi:10.1038/nature16932)
3. Childs BG, Gluscevic M, Baker DJ, Laberge RM, Marquess
D, Dananberg J, Van Deursen JM. 2017 Senescent cells:
an emerging target for diseases of ageing. Nat. Rev.
Drug Discov. 16, 718–735. (doi:10.1038/nrd.2017.116)

4. Baker DJ et al. 2011 Clearance of p16Ink4a-
positive senescent cells delays ageing-associated
disorders. Nature 479, 232–236. (doi:10.1038/
nature10600)

5. Jeon OH et al. 2017 Local clearance of
senescent cells attenuates the development
of post-traumatic osteoarthritis and
creates a pro-regenerative environment.

https://github.com/dgalvis/Senescence_Model
https://github.com/dgalvis/Senescence_Model
https://github.com/dgalvis/Senescence_Model
http://dx.doi.org/10.12688/f1000research.10903.1
http://dx.doi.org/10.1038/nature16932
http://dx.doi.org/10.1038/nrd.2017.116
http://dx.doi.org/10.1038/nature10600
http://dx.doi.org/10.1038/nature10600


royalsocietypublishing.org/journal/rsif
J.R.Soc.Interface

16:20190311

10
Nat. Med. 23, 775–781. (doi:10.1038/
nm.4324)

6. Bussian TJ, Aziz A, Meyer CF, Swenson BL, van
Deursen JM, Baker DJ. 2018 Clearance of senescent
glial cells prevents tau-dependent pathology and
cognitive decline. Nature 562, 578–582. (doi:10.
1038/s41586-018-0543-y)

7. Sturmlechner I, Durik M, Sieben CJ, Baker DJ, van
Deursen JM. 2017 Cellular senescence in renal
ageing and disease. Nat. Rev. Nephrol. 13, 77–89.
(doi:10.1038/nrneph.2016.183)

8. Ogrodnik M et al. 2017 Cellular senescence drives
age-dependent hepatic steatosis. Nat. Commun. 8,
15691. (doi:10.1038/ncomms15691)

9. Xu M et al. 2015 Targeting senescent cells enhances
adipogenesis and metabolic function in old age.
Elife 4, e12997. (doi:10.7554/eLife.12997)

10. Roos CM et al. 2016 Chronic senolytic treatment
alleviates established vasomotor dysfunction in
aged or atherosclerotic mice. Aging Cell 15,
973–977. (doi:10.1111/acel.12458)

11. Collin G, Huna A, Warnier M, Flaman JM, Bernard D.
2018 Transcriptional repression of DNA repair genes
is a hallmark and a cause of cellular senescence. Cell
Death Dis. 9, 259. (doi:10.1038/s41419-018-0300-z)

12. Kuilman T, Michaloglou C, Mooi WJ, Peeper DS.
2010 The essence of senescence. Genes Dev. 24,
2463–2479. (doi:10.1101/gad.1971610)

13. Tigges J et al. 2014 The hallmarks of fibroblast
ageing. Mech. Ageing Dev. 138, 26–44. (doi:10.
1016/j.mad.2014.03.004)

14. Latorre E et al. 2017 Small molecule modulation of
splicing factor expression is associated with rescue
from cellular senescence. BMC Cell Biol. 18, 31.
(doi:10.1186/s12860-017-0147-7)

15. Latorre E, Ostler EL, Faragher RGA, Harries LW. 2019
FOXO1 and ETV6 genes may represent novel
regulators of splicing factor expression in cellular
senescence. FASEB J. 33, 1086–1097. (doi:10.1096/
fj.201801154R)

16. Latorre E, Torregrossa R, Wood ME, Whiteman M,
Harries LW. 2018 Mitochondria-targeted hydrogen
sulfide attenuates endothelial senescence by
selective induction of splicing factors HNRNPD and
SRSF2. Aging 10, 1666. (doi:10.18632/aging.101500)

17. Wiley CD et al. 2017 Analysis of individual cells
identifies cell-to-cell variability following induction
of cellular senescence. Aging Cell 16, 1043–1050.
(doi:10.1111/acel.12632)

18. Biran A et al. 2017 Quantitative identification of
senescent cells in aging and disease. Aging Cell 16,
661–671. (doi:10.1111/acel.12592)

19. Campisi J, D’Adda Di Fagagna F. 2007 Cellular
senescence: when bad things happen to good cells.
Nat. Rev. Mol. Cell Biol. 8, 729–740. (doi:10.1038/
nrm2233)

20. Rufini A, Tucci P, Celardo I, Melino G. 2013
Senescence and aging: the critical roles of p53.
Oncogene 32, 5129–5143. (doi:10.1038/onc.
2012.640)

21. Terzi MY, Izmirli M, Gogebakan B. 2016 The cell
fate: senescence or quiescence. Mol. Biol. Rep. 43,
1213–1220. (doi:10.1007/s11033-016-4065-0)

22. Childs BG, Bussian TJ, Baker DJ. 2019 Cellular
identification and quantification of senescence-
associated β-galactosidase activity in vivo. Methods Mol.
Biol. 1896, 31–38. (doi:10.1007/978-1-4939-8931-7_4)

23. Correia-Melo C, Jurk D, Passos JF. 2013 Robust
multiparametric assessment of cellular senescence.
Methods Mol. Biol. 965, 409–419. (doi:10.1007/
978-1-62703-239-1_27)

24. Gire V, Dulic V. 2015 Senescence from G2 arrest,
revisited. Cell Cycle 14, 297–304. (doi:10.1080/
15384101.2014.1000134)

25. Bullwinkel J, Baron-Luhr B, Ludemann A, Wohlenberg
C, Gerdes J, Scholzen T. 2006 Ki-67 protein is
associated with ribosomal RNA transcription in
quiescent and proliferating cells. J. Cell. Physiol. 206,
624–635. (doi:10.1002/jcp.20494)

26. Xiao Y, Zhang Y, Xiao F. 2018 Comparison of several
commonly used detection indicators of cell
senescence. Drug Chem. Toxicol. 10, 1–6. (doi:10.
1080/01480545.2018.1551407)

27. Matjusaitis M, Chin G, Sarnoski EA, Stolzing A. 2016
Biomarkers to identify and isolate senescent cells.
Ageing Res. Rev. 29, 1–12. (doi:10.1016/j.arr.2016.
05.003)

28. Holly AC, Melzer D, Pilling LC, Fellows AC, Tanaka T,
Ferrucci L, Harries LW. 2013 Changes in splicing
factor expression are associated with advancing age
in man. Mech. Ageing Dev. 134, 356–366. (doi:10.
1016/j.mad.2013.05.006)

29. Lawless C, Wang C, Jurk D, Merz A, von Zglinicki T,
Passos JF. 2010 Quantitative assessment of markers
for cell senescence. Exp. Gerontol. 45, 772–778.
(doi:10.1016/j.exger.2010.01.018)

30. Marciniak-Czochra A, Stiehl T, Wagner W. 2009
Modeling of replicative senescence in hematopoietic
development. Aging 1, 723–732. (doi:10.18632/
aging.100072)

31. Rodriguez-Brenes IA, Komarova NL, Wodarz D. 2014
Cancer-associated mutations in healthy individuals:
assessing the risk of carcinogenesis. Cancer Res. 74,
1661–1669. (doi:10.1158/0008-5472.CAN-13-1452)

32. Rodriguez-Brenes IA, Wodarz D, Komarova NL. 2015
Quantifying replicative senescence as a tumor
suppressor pathway and a target for cancer therapy.
Sci. Rep. 5, 17660. (doi:10.1038/srep17660)

33. Enderling H, Anderson ARA, Chaplain MAJ, Beheshti
A, Hlatky L, Hahnfeldt P. 2009 Paradoxical
dependencies of tumor dormancy and progression
on basic cell kinetics. Cancer Res. 69, 8814–8821.
(doi:10.1158/0008-5472.CAN-09-2115)

34. Martinez GA et al. 2017 Systems modelling ageing:
from single senescent cells to simple multi-cellular
models. Essays Biochem. 61, 369–377. (doi:10.
1042/EBC20160087)

35. Lawless C, Jurk D, Gillespie CS, Shanley D, Saretzki G,
von Zglinicki T, Passos JF. 2012 A stochastic step model
of replicative senescence explains ROS production rate in
ageing cell populations. PLoS ONE 7, e32117. (doi:10.
1371/journal.pone.0032117)

36. Dalle PP, Nelson G, Otten EG, Korolchuk VI, Kirkwood
TBL, von Zglinicki T, Shanley DP. 2014 Dynamic
modelling of pathways to cellular senescence reveals
strategies for targeted interventions. PLoS Comput. Biol.
10, e1003728. (doi:10.1371/journal.pcbi.1003728)

37. Watanabe S, Kawamoto S, Ohtani N, Hara E. 2017
Impact of senescence-associated secretory
phenotype and its potential as a therapeutic target
for senescence-associated diseases. Cancer Sci. 108,
563–569. (doi:10.1111/cas.13184)

38. BlagosklonnyMV. 2011 Cell cycle arrest is not senescence.
Aging 3, 94–101. (doi:10.18632/aging.100281

39. Pucci B, Kasten M, Giordano A. 2000 Cell cycle and
apoptosis. Neoplasia 2, 291–299. (doi:10.1038/sj.
neo.7900101)

40. Petrova NV, Velichko AK, Razin SV, Kantidze OL.
2016 Small molecule compounds that induce
cellular senescence. Aging Cell 15, 999–1017.
(doi:10.1111/acel.12518)

http://dx.doi.org/10.1038/nm.4324
http://dx.doi.org/10.1038/nm.4324
http://dx.doi.org/10.1038/s41586-018-0543-y
http://dx.doi.org/10.1038/s41586-018-0543-y
http://dx.doi.org/10.1038/nrneph.2016.183
http://dx.doi.org/10.1038/ncomms15691
http://dx.doi.org/10.7554/eLife.12997
http://dx.doi.org/10.1111/acel.12458
http://dx.doi.org/10.1038/s41419-018-0300-z
http://dx.doi.org/10.1101/gad.1971610
http://dx.doi.org/10.1016/j.mad.2014.03.004
http://dx.doi.org/10.1016/j.mad.2014.03.004
http://dx.doi.org/10.1186/s12860-017-0147-7
http://dx.doi.org/10.1096/fj.201801154R
http://dx.doi.org/10.1096/fj.201801154R
http://dx.doi.org/10.18632/aging.101500
http://dx.doi.org/10.1111/acel.12632
http://dx.doi.org/10.1111/acel.12592
http://dx.doi.org/10.1038/nrm2233
http://dx.doi.org/10.1038/nrm2233
http://dx.doi.org/10.1038/onc.2012.640
http://dx.doi.org/10.1038/onc.2012.640
http://dx.doi.org/10.1007/s11033-016-4065-0
http://dx.doi.org/10.1007/978-1-4939-8931-7_4
http://dx.doi.org/10.1007/978-1-62703-239-1_27
http://dx.doi.org/10.1007/978-1-62703-239-1_27
http://dx.doi.org/10.1080/15384101.2014.1000134
http://dx.doi.org/10.1080/15384101.2014.1000134
http://dx.doi.org/10.1002/jcp.20494
http://dx.doi.org/10.1080/01480545.2018.1551407
http://dx.doi.org/10.1080/01480545.2018.1551407
http://dx.doi.org/10.1016/j.arr.2016.05.003
http://dx.doi.org/10.1016/j.arr.2016.05.003
http://dx.doi.org/10.1016/j.mad.2013.05.006
http://dx.doi.org/10.1016/j.mad.2013.05.006
http://dx.doi.org/10.1016/j.exger.2010.01.018
http://dx.doi.org/10.18632/aging.100072
http://dx.doi.org/10.18632/aging.100072
http://dx.doi.org/10.1158/0008-5472.CAN-13-1452
http://dx.doi.org/10.1038/srep17660
http://dx.doi.org/10.1158/0008-5472.CAN-09-2115
http://dx.doi.org/10.1042/EBC20160087
http://dx.doi.org/10.1042/EBC20160087
http://dx.doi.org/10.1371/journal.pone.0032117
http://dx.doi.org/10.1371/journal.pone.0032117
http://dx.doi.org/10.1371/journal.pcbi.1003728
http://dx.doi.org/10.1111/cas.13184
http://dx.doi.org/10.18632/aging.100281
http://dx.doi.org/10.1038/sj.neo.7900101
http://dx.doi.org/10.1038/sj.neo.7900101
http://dx.doi.org/10.1111/acel.12518

	A dynamical systems model for the measurement of cellular senescence
	Introduction
	Methodology
	Experiments on human primary fibroblasts
	Dynamics systems model to reconstruct the senescence time-course
	Transitions between cellular populations

	Results
	Model accurately captures five experimental markers
	Analysis of experimental strategies for efficiently measuring senescence time-course
	Model optimization sensitivity analysis

	Discussion
	Data accessibility
	Authors' contributions
	Competing interests
	Funding
	References


