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are disclosed. 
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1. 

METHOD AND APPARATUS FOR MANAGING 
QUALITY OF SERVICE 

FIELD OF THE DISCLOSURE 

The present disclosure relates generally to communication 
systems and more specifically to a method and apparatus for 
managing quality of Service. 

BACKGROUND 

Communication technologies are transforming the global 
media services industry, enabling new operators to provide 
services whilst also enabling a wealth of innovative new 
IP-based services integrated with more traditional services. 
However, as the technologies develop, user expectations can 
change, including increased demand for higher quality of 
services. 

Meeting the demand for quality of service can be compli 
cated by the differing expectations of audience members. 
This can be further exacerbated by the differing responses by 
audience members to a perceived poor quality of service. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 depicts an illustrative embodiment of a communi 
cation system that provides media services; 

FIG.2a depicts an illustrative embodiment of another com 
munication system that provides media services; 

FIG.2b illustrates exemplary data sets that can be collected 
with the system of FIGS. 1-2a, 

FIG. 3a depicts an illustrative embodiment of data flow 
associated with the communication systems of FIGS. 1-2a, 

FIG.3b depicts accuracy results of an example that utilized 
the exemplary Q-score system; 

FIGS. 4-12 depict graphical representations of parameters 
associated with the data flow of FIG.3a and the communica 
tion systems of FIGS. 1-2a, 

FIG. 13 depicts an illustrative embodiment of a method 
operating in portions of the systems of FIGS. 1-2a; and 

FIG. 14 is a diagrammatic representation of a machine in 
the form of a computer system within which a set of instruc 
tions, when executed, may cause the machine to performany 
one or more of the methods discussed herein. 

DETAILED DESCRIPTION 

The present disclosure describes, among other things, 
illustrative embodiments of systems and methods for deter 
mining or approximating a quality of experience through a 
selected set of performance indicators in a proactive (e.g., 
detect issues before customers complain) and/or scalable 
manner. In one embodiment, a service quality assessment 
framework, Q-score, can be utilized which accurately learns 
a small set of performance indicators relevant to user-per 
ceived service quality, and proactively inferS service quality, 
Such as, for example, in a single score. In one embodiment, 
Q-score can be evaluated using network data collected from a 
service provider network, such as an Internet Protocol Tele 
vision (IPTV) service provider. In another embodiment, 
Q-score can be utilized to identify and quantify service qual 
ity degradation of individual customers before performance 
impact occurs and/or can be utilized to adaptively allocate 
customer care workforce to potentially troubling service 
areas. Other embodiments are contemplated by the present 
disclosure. 
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2 
One embodiment of the present disclosure includes a 

server that has a memory coupled with a controller circuit. 
The controller circuit can be programmed to obtain first net 
work performance indicators for routers and Switches of a 
network, where the first network performance indicators 
comprise first processor utilization, first packet count, first 
packet delivery errors and first discards. The controller circuit 
can be programmed to obtain first premises performance 
indicators for set top boxes and residential gateways coupled 
with the network, where at least some of the routers and 
Switches are used in delivering services to the set top boxes. 
The controller circuit can be programmed to obtain first user 
activity information for the set top boxes and obtain premises 
feedback from complaint information of customer call ser 
Vice records associated with at least Some of the set top boxes. 
The controller circuit can be programmed to determine 
regression coefficients that quantify a relationship between 
the premises feedback and the first network and premises 
performance indicators by utilizing statistical regression 
analysis on at least the first network performance indicators, 
the first premises performance indicators, the first user activ 
ity information and the premises feedback. The controller 
circuit can be programmed to obtain second network perfor 
mance indicators for the routers and the switches, where the 
second network performance indicators comprise second 
processor utilization, second packet count, second packet 
delivery errors and second discards. The controller circuit can 
be programmed to obtain second premises performance indi 
cators for the set top boxes and the residential gateways and 
obtain second user activity information for the set top boxes. 
The controller circuit can be programmed to predict customer 
complaints by applying the regression coefficients to at least 
the second network performance indicators, the second pre 
mises performance indicators and the second user activity 
information. 
One embodiment of the present disclosure includes a non 

transitory computer-readable storage medium comprising 
computer instructions, which when executed by a processor 
cause the processor to obtain first network performance indi 
cators for network elements of a network and obtain first 
premises performance indicators for customer premises 
equipment coupled with the network, where at least some of 
the network elements are used in delivering services to the 
customer premises equipment. The computer instructions can 
enable obtaining premises feedback from customer feedback 
information associated with at least Some of the customer 
premises equipment and enable quantifying a relationship 
between the premises feedback and the first network and 
premises performance indicators. The computer instructions 
can enable obtaining second network performance indicators 
for the network elements and obtaining second premises per 
formance indicators for the customer premises equipment. 
The computer instructions can enable predicting customer 
complaints by applying the quantified relationship to at least 
the second network performance indicators and the second 
premises performance indicators. 
One embodiment of the present disclosure is a method that 

can include obtaining regression coefficients that quantify a 
relationship between user feedback and first network and 
user-device performance indicators, where the regression 
coefficients are obtained by a server. The first network per 
formance indicators can be for network elements of a net 
work. The first user-device performance indicators can be for 
customer equipment that communicates over the network. 
The user feedback can be associated with at least some of the 
customer equipment. The method can include obtaining, at 
the server, second network performance indicators for the 
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network elements. The method can include obtaining, at the 
server, second user-device performance indicators for the 
customer equipment. The method can include predicting cus 
tomer complaints by applying the obtained regression coef 
ficients to at least the second network performance indicators 
and the second user-device performance indicators. 

FIG. 1 depicts an illustrative embodiment of a first com 
munication system 100 for delivering media content. The 
communication system 100 can represent an IPTV media 
system. The IPTV media system can include a superhead-end 
office (SHO)110 with at least one superheadend office server 
(SHS) 111 which receives media content from satellite and/or 
terrestrial communication systems. In the present context, 
media content can represent, for example, audio content, 
moving image content such as 2D or 3D videos, video games, 
virtual reality content, still image content, and combinations 
thereof. The SHS server 111 can forward packets associated 
with the media content to one or more video head-end servers 
(VHS) 114 via a network of video head-end offices (VHO) 
112 according to a common multicast communication proto 
col. 
The VHS 114 can distribute multimedia broadcast content 

via an access network 118 to commercial and/or residential 
buildings 102 housing a gateway 104 (such as a residential or 
commercial gateway). The access network 118 can represent 
a group of digital Subscriber line access multiplexers 
(DSLAMs) located in a central office or a service area inter 
face that provide broadband services over fiber optical links 
or copper twisted pairs 119 to buildings 102. The gateway 104 
can use communication technology to distribute broadcast 
signals to media processors 106 such as Set-Top Boxes 
(STBs) which in turn present broadcast channels to media 
devices 108 Such as computers or television sets managed in 
some instances by a media controller 107 (such as an infrared 
or RF remote control). 
The gateway 104; the media processors 106, and media 

devices 108 can utilize tethered communication technologies 
(such as coaxial, powerline or phone line wiring) or can 
operate over a wireless access protocol Such as Wireless 
Fidelity (WiFi), Bluetooth, Zigbee, or other local or personal 
area wireless network technologies. By way of these inter 
faces, unicast communications can also be invoked between 
the media processors 106 and subsystems of the IPTV media 
system for services such as video-on-demand (VoID), brows 
ing an electronic programming guide (EPG), or other infra 
structure services. 
A satellite broadcast television system 129 can also be used 

in the media system of FIG.1. The satellite broadcast televi 
sion system can be overlaid, operably coupled with, or 
replace the IPTV system as another representative embodi 
ment of communication system 100. In this embodiment, 
signals transmitted by a satellite 115 carrying media content 
can be received by a satellite dish receiver 131 coupled to the 
building 102. Modulated signals received by the satellite dish 
receiver 131 can be transferred to the media processors 106 
for demodulating, decoding, encoding, and/or distributing 
broadcast channels to the media devices 108. The media 
processors 106 can be equipped with a broadband port to the 
ISP network 132 to enable interactive services such as VoD 
and EPG as described above. 

In yet another embodiment, an analog or digital cable 
broadcast distribution system such as cable TV system 133 
can be overlaid, operably coupled with, or replace the IPTV 
system and/or the satellite TV system as another representa 
tive embodiment of communication system 100. In this 
embodiment, the cable TV system 133 can also provide Inter 
net, telephony, and interactive media services. 
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4 
It is contemplated that the present disclosure can apply to 

any over-the-air and/or landline media content services sys 
tem. 

Some of the network elements of the IPTV media system 
can be coupled to one or more computing devices 130, a 
portion of which can operate as a web server for providing 
web portal services over an Internet Service Provider (ISP) 
network 132 to wireline media devices 108 or wireless com 
munication devices 116. 

Multiple forms of media services can be offered to media 
devices over landline technologies such as those described 
above. Additionally, media services can be offered to media 
devices by way of a wireless access base station 117 operating 
according to common wireless access protocols such as Glo 
bal System for Mobile or GSM, Code Division Multiple 
Access or CDMA, Time Division Multiple Access or TDMA, 
Universal Mobile Telecommunications or UMTS, World 
interoperability for Microwave or WiMAX, Software 
Defined Radio or SDR, Long Term Evolution or LTE, and so 
on. Other wide area wireless network technologies can be 
used with the exemplary embodiments. 

Communication system 100 can also provide for all or a 
portion of the computing devices 130 to function as a quality 
control server (herein referred to as server 130). The server 
130 can use common computing and communication tech 
nology to perform, or execute, function or Software 161. 
Function 161 can include, among things, obtaining first net 
work performance indicators associated with network ele 
ments such as routers and switches. The first network perfor 
mance indicators can include CPU utilization, packet count, 
packet delivery errors and/or discards. Function 161 can also 
include obtaining first customer performance indicators (e.g., 
premises performance indicators) for customer equipment 
including customer premises equipment such as media pro 
cessor 106 and/or gateway 104. Function 161 can include 
obtaining first user activity information for the customer 
equipment, such as first power status, first channel Switching, 
first video streaming control and/or first screen menu invoca 
tion. Function 161 can include obtaining feedback (e.g., pre 
mises feedback), Such as complaint information of customer 
call service records associated with at least some of the media 
processors 106. 

Function 161 can include determining a relationship (e.g., 
quantifying Such as through utilizing regression coefficients) 
between the feedback and the first network and customer 
performance indicators. Function 161 can include obtaining 
second network performance indicators for the network ele 
ments, obtaining second customer performance indicators for 
the customer equipment and/or obtaining second user activity 
information for the customer equipment. Function 161 can 
include predicting customer complaints utilizing the deter 
mined relationship (e.g., the regression coefficients) as 
applied to at least the second network performance indicators, 
the second customer performance indicators and/or the sec 
ond user activity information. Function 161 can include pro 
viding workforce distribution information based on the pre 
dicted customer complaints. 

Server 130 can enable a proactive approach to obtaining 
comprehensive views of users’ quality of experience. Server 
130 can be utilized for detecting service issues that matter to 
customers so that service providers can rapidly respond to the 
issues to allow for a high-quality customer experience. Server 
130 enables assessment of collected data that is associated 
with the network and the customer in order to effectively 
manage service offerings and detect and respond to issues 
prior to customer complaints. Server 130 can also be utilized 
for effective dimensioning of the customer care workforce in 



US 8,826,314 B2 
5 

anticipation of a large Volume of user complaints should 
customer-impacting conditions arise. In one embodiment, 
server 130 can utilize network measurements to infer cus 
tomer service experience. 

The customer equipment, which can include premises 
equipment such as media processor 106 and/or gateway 104 
or other customer equipment such as mobile devices includ 
ing devices 116, can use common computing and communi 
cation technology to perform, or execute, function or soft 
ware 162. Function 162 can include, among things, providing 
performance indicators or information indicative of Such 
indicators to the server 130, including video throughput, 
receiver transport stream errors, codec errors, digital rights 
management errors, viewing duration of channels, reboot 
logs, program message logs and/or event logs (e.g., crash and 
reset event logs). Function 162 can include providing user 
activity information to the server 130, including power status 
(e.g., on or off), channel Switching, video streaming control 
and/or screen menu invocation. 

System 100 can utilize a Q-score for proactive assessment 
of users’ quality of experience. In one embodiment, Q-score 
can construct a single quality of experience score using per 
formance metrics collected from the network and/or cus 
tomer equipment. In one embodiment, Q-score can include at 
least two components: (i) offline learning of the association 
between the service quality of experience and the network 
performance metrics collected. Such as from the servers, rout 
ers, Switches and/or customer or premises equipment; and (ii) 
online computation of the score for individual users or groups 
ofusers. In one embodiment, Q-score can capture the quality 
of experience by users (e., in real-time or otherwise) and can 
provide service providers with rapid notification of service 
issues, such as giving them a lead time of several hours before 
a user(s) complains to a call center. 

In one embodiment, a Q-score generated by system 100 
can utilize customer complaints (e.g., tickets) to provide feed 
back regarding issues that concern customers. Due to the 
inherent difference between network-level performance indi 
cators and user-perceived quality of service, associating the 
two may not occur naturally. One or more of the exemplary 
embodiments can account for various issues in associating 
user feedback with performance or other indicators. User 
feedback can be noisy, incomplete and delayed. Some users 
issue a complaint immediately after they observe a service 
quality degradation; while others may takehours to complain. 
Similarly, different users have different tolerance levels to 
service quality issues—one user may complain repeatedly 
regarding issues that another user may barely notice. Further 
more, the amount of delay in reporting service quality issues 
is variable. Depending on situations such as the individual 
viewer's living schedule or the severity of the issue, there can 
be large variances between the beginning of service quality 
issues and reporting times. The Q-score, based on the various 
indictors described above and the regression analysis that is 
performed, can account for these issues. 

In one embodiment of system 100, from a network per 
spective, a service provider can collect fine-grained measure 
ments from the network elements such as routers and servers 
(e.g., real-time syslogs, and regular polls of SNMP perfor 
mance counters such as CPU utilization, memory, packet 
counts, and losses). Some performance measurements inside 
the premises (e.g., a home or commercial facility) may be 
fine-grained (e.g., residential gateway events), whereas oth 
ers may be coarse grained (e.g., hourly or daily Summaries of 
STB events). In one or more embodiments, STB data collec 
tion can be intentionally not fine-grained to minimize the 
potential of service disruption due to measurements and due 
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6 
to the massive scale of the measurement infrastructure that 
would be required. The diversity in the granularity of perfor 
mance measurements can be accounted for by one or more of 
the exemplary embodiments described herein. 

In one embodiment of system 100, a Q-score system (e.g., 
implemented in part through use of server(s) 130) can be 
utilized for proactively assessing quality of experience for 
IPTV users. In one embodiment, the Q-score system can 
utilize a multi-scale spatio-temporal statistical mining tech 
nique for computing a single score capturing the quality of 
experience. By performing spatio-temporal aggregation and 
multi-scale association of the user feedback with perfor 
mance metrics (e.g., network performance indicators), the 
Q-score system can identify a desired set of metrics that is 
useful for accurately quantifying the quality of experience. In 
one embodiment, the Q-score system can be utilized to iden 
tify important key performance indicators (KPIs) that are 
statistically associated with the quality of experience, to pre 
dict bad quality of experience to users and generate alerts to 
an operations team, and/or effectively dimension a customer 
care workforce to dynamically allocate repair personnel to 
service regions as they experience issues for conducting root 
cause diagnosis and rapid repair. 

Illustrative embodiments of method 1300 shown in FIG. 13 
can be applied to portions of the devices of FIG. 1. 

Referring generally to FIG. 2a, a schematic overview of a 
portion of an IPTV system 200 is illustrated. System 200 can 
be overlaid or operably coupled with communication system 
100 as another representative embodiment of communication 
system 100. The service network of system 200 can exhibit a 
hierarchical structure where video contents are delivered 
from the servers in a core provider network to millions of 
STBs within premises or home networks such as via IP mul 
ticast. Specifically, either SHO which serves as the primary 
source of national contents or VHOs which govern local 
contents at each metropolitan area can encode, packetize 
and/or send the media content (e.g., video and/or audio) 
towards end users. Depending on the service provider, the 
content can go through several routers and Switches in Inter 
mediate Offices (IOS), Central Offices (COs), DSLAMs, and 
Residential Gateways (RGs) before reaching STBs where the 
packetized content gets decoded and displayed on the TVs. 
All of the network entities comprising IPTV service, can log 
KPIs such as delivery status of data and health diagnostics. 

In one embodiment, Data can be collected for an IPTV 
service provider (e.g., via server 130), which has customers 
spread throughout different time-Zones. The data set can 
include (i) network performance indicators, (ii) user behav 
iors and activities, and (ii) user feedback in the form of cus 
tomer complaints. Timestamps can be normalized in all data 
sets (e.g., to GMT) to accurately and effectively associate the 
user feedback with performance metrics and user behaviors. 
In one embodiment, the network performance indicators can 
be categorized into two parts: (i) provider network perfor 
mance indicators, which are collected from routers and 
switches in SHO, VHO, IO, CO of the IPTV service provider 
as shown in FIG. 2a and (ii) premises or home network 
performance indicators, which are collected from compo 
nents inside users premises or homes (e.g., RG and STB). 
While this exemplary embodiment describes application of 
the quality of experience methodology to customer equip 
ment in a premises, the exemplary embodiment(s) can 
include application of the methodologies or portions thereof 
to other customer equipment that may or may not be co 
located at a premises, including mobile devices, communica 
tion devices in a vehicle and so forth. For the provider net 
work performance data, Simple Network Management 
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Protocol (SNMP) Management Information Bases (MIBs) 
can be collected from every router and switch, or a portion 
thereof, in the SHO, VHO, IO, and/or CO. For example, the 
SNMP MIBs can report five minute average performance 
statistics of CPU utilization and fifteen minute average sum 
maries for packet count, packet delivery errors and discards. 

In one embodiment, from the home network side, data 
relevant to STBs and RGs can be collected. STBs can record 
audio and video streaming related information including 
Video throughput, receiver transport stream errors, codec 
errors, DRM errors, and/or viewing duration of TV channels. 
The video streaming-related information can be reset when 
the TV tuner clears its buffer by switching channels. While 
each STB can log all the TV viewing information at all times, 
in one embodiment, polling servers may only take a Subset of 
the STBs statistics at each polling interval (e.g., due to high 
Volume of audio and video log and traffic overhead during 
data delivery). This embodiment can utilize a sampled set of 
STBs, but the number of STBs utilized can vary. In one 
embodiment, STB syslog information can be collected that 
contains hardware and Software information Such as hard disk 
usage and memory usage, data delivery status including 
packet error rate and bufferusage. The diagnostic information 
can be collected similar to collection of the STB audio and 
Video log, (e.g., polled by collection server in round robin 
fashion). In one embodiment, crash and reset events log from 
each STB can be collected. The crash events logs can include 
unexpected rebooting of STBs due to software malfunctions 
and the reset can include intentional and scheduled reboots 
commanded by network operators due to, for instance, Soft 
ware updates. In one embodiment, the crash and reset logs can 
be periodically collected from all STBs, such as with milli 
second scale time stamps. In one embodiment, reboot logs of 
RGs can be collected that are commanded by operators 
remotely. RG reboot logs can be collected in a similar fashion 
as the STB logs. It should be further understood that the 
exemplary embodiment can limit the collection of data to 
only the network components and customer components 
described herein or can collect data from or associated with 
more or less than the identified components. 

Because IPTV networks can be highly user-interactive sys 
tems, certain user activity patterns or habits can create over 
load conditions on the STB and can cause a service issue (e.g., 
a user changing channels too frequently may cause its 
upstream device such as a DSLAM to be overwhelmed lead 
ing to inability in handling all the remaining STBs that it 
serves). In one embodiment, user activities are another factor 
that can be considered by the exemplary analysis. Logs can be 
collected from every STB, or a portion thereof, to capture four 
types of user activities performed: (i) power on/off this can 
be the result of the user pressing the power button to turn on 
or off the STB; (ii) channel switch: this can be the result of one 
of the three actions—target Switching by directly inputting 
the channel number, sequential scanning by pressing the 
Up/Downbutton, or pre-configured favorite channel list; (iii) 
Video stream control: this can include actions such as fast 
forward, rewind, pause and play that are performed on either 
live TV streams, VoD, or DVR; and (iv) on-screen menu 
invocation: this log can save the user action of pulling up the 
STB menu displayed on TV screen that lets the users to access 
the features provided by the IPTV system. 

In one embodiment, user feedback can be accessed via 
complaints made to a customer care center of an IPTV ser 
vice. Customer care cases are records of user interactions at 
call centers. A customer call can be related to service provi 
Sioning, billing and accounting, and/or service disruption. 
Users’ reports on service disruptions that later involved tech 
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8 
nical support can be utilized for the user feedback. Each 
customer complaint related to service disruption can include 
a userID, report date and time, brief description of the prob 
lem, and/or resolution of the issue. In one embodiment, this 
information can be parsed and analyzed by one or more 
computing devices to determine a subject matter of the user 
feedback (e.g., without user intervention utilizing language 
engines and language and rhetorical content libraries). A 
Summary of exemplary data sets that can be collected is 
shown in FIG. 2b. It should be understood that the data sets 
can include more or less than is illustrated. 

System 200 can enable the use of a Q-score to predict user 
complaints or other undesired conditions. An association or 
relationship between noisy, incomplete, and/or indetermi 
nately-delayed user feedback and the various performance 
indicators (including data from the servers, transport and 
in-home devices) can be determined through an offline learn 
ing process, and then that knowledge can be used in a trans 
form implemented via an online run-time system that esti 
mates/predicts user-perceived service quality based on the 
available network KPIs. 

Referring additionally to FIG.3a, data flow for the system 
200 that can be used in generating Q-score according to one 
exemplary embodiment is shown. A Q-score can take input 
from the performance indicators (which are referred to as 
features herein), the user control activities, and the user feed 
back in the form of customer call service records. The output 
can be a series of Q-scores, one for each user in service that 
can quantify the received service quality. System 200 can 
include an (i) offline learning component(s) and (ii) online 
monitoring (e.g., continuous) component(s). The overall 
dataflow in the Q-score system can begin with the offline 
relationship learning between user feedback on service qual 
ity and the measurements from network features and user 
activities. A desired and available channel for discovering 
user-level service quality issue can be through use of the 
lossy, noisy and indeterminately-delayed calls to customer 
care centers. System 200 can utilize the appropriate temporal 
and spatial aggregations to remedy the inherent loss, noise 
and delay with user feedback. By applying statistical regres 
sion over large quantity of historical data between various 
network KPIs and the user feedback, a set of regression coef 
ficients can be obtained or otherwise determined which quan 
titatively capture their relationship. These regression coeffi 
cients can be provided to the online monitoring component. 
With the regression coefficients, the up-to-date network KPI 
measurements can be converted or otherwise adjusted into a 
numerical score (e.g., a single numerical score) for each user 
or groups of them within a given spatial region. The numerical 
score, (e.g., the Q-score) can capture the likelihood of any 
on-going service quality problem. Tracking the Q-score over 
time can enable execution of a number of different service 
management applications. 

In one embodiment, on each of the network performance 
indicators and user interaction indicators, a series of transfor 
mations can be applied to obtain a measurement matrix. In 
one embodiment, the data can be converted to fixed-inter 
Valed time bins. For example, network measurement data 
collected from different sources and devices may be associ 
ated with different time periods, posing challenges in corre 
lating them. Some datasets, such as CPU level of routers in 
SNMP MIBs, contain periodically collected measurement 
data, and the value represents the average or total over the 
measurement interval. Some other datasets, such as user 
activities at the STB and STB crash logs, can include events 
that take place at a single point of time, rendering them 
intermittent and having Zero duration. Datasets, such as STB 
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audio and video quality indicators, can include data polled 
either on demand or at irregular intervals and represent the 
cumulative counters over a variable time interval (e.g., due to 
channel Switches clearing the diagnostic counter entries). To 
unify the data representation, a data point can be defined: d(m, 
l, s, e) V as composed in a four dimensional specification: (i) 
metric meM where M is a set of metrics such as CPU level of 
routers and count of video decoding errors at STBs; (ii) loca 
tion leL where L is a set of spatial location identifiers such as 
a set of users, DSLAMs, or COs; (iii) beginning time for the 
data binding interval seT, where T is the total time window; 
and (iv) ending time of the data binding interval de T, where V 
is the measurement value that d contains. Note that for mea 
Surement data pertaining to a single time point, Sd. The 
above representation can be comprehensive in capturing vari 
ous cases of periodical/intermittent or fixed/variable duration 
measurements. However, it requires a moderate amount of 
computation to determine the overlaps among the time inter 
vals, which can become prohibitively expensive for a large 
dataset. In one embodiment, to reduce the complexity, all 
d(m, l, s, e) can be converted into a fixed-size time interval 
data representation b(m. 1, S, Ö) as follows: 

laps with s,s+87 (1) 

where 8 is length of the feature time interval. Note that if there 
exists two or more ds with matching measurement time to S, 
s+8), there could also be multiple identical values for 
b—making b not well defined. In one embodiment, the fol 
lowing aggregation function is utilized to account for this 
1SSC. 

In one embodiment, the data can be converted to derived 
features. For example, to deal with multiple ds colliding into 
the same b (either due to time bin or spatial aggregation), 
three types of aggregate data points can be defined, which are 
referred to as the derived features. The derived features can 
contain (i) the minimum, (ii) the maximum, and (iii) the 
average of all the values for b respectively. Formally, 

(n, l, S., d) = mi b(m, l, s, 0))). (2) fin (n. l. S., d) pi (Uthm s, 0))) 

, l, S., d) = b(m, l, S, 0))). ff (m, l, S., d) a Uthm s, 0))) 

(3) f(m, l, s, 0) = avg (U 
techiid(i) 

(b(m, l, s, 0))). 

In this way we can limit the number of derived features to 
be three regardless of the number of actual readings in b. 

In one embodiment, normalization of the derived features 
can be performed. Network features typically take numerical 
values, potentially having different signs and across large 
range of scales. This makes it difficult to assess the signifi 
cance of their associated coefficient under regression. To deal 
with the diverse data values, derived features can be normal 
ized to be binary-valued by comparing to a threshold, which 
is determined depending on the metric and location. Consider 
a vector of features of the same metric and location over 
different time and interval combinations: 

A threshold value fort can be identified forf. To do so, the 
user feedback in the form of user complaint logs can be 
utilized. The conditional distribution function of the metric 
value of interest can be considered when (1) there is one or 
more entries of the user complaint log being associated with 
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10 
the location 1 and when (2) there is no such entry. A threshold 
t can separate the instances between case 1 and 2. When 
threshold T is low, the chance of having instances in case 1 
passing the threshold increases, and when threshold is high, 
the chance of having instances in case 2 failing the threshold 
increases. The thresholdt can be set such that the two factors 
balance out. Using empirical CDFs of the case 1 (F) and case 
2 (F), t can be defined such that 

F(t)=1-F(t). (5) 

Oncet is determined, normalization off, can be performed 
as follows. 

1 if f (m, i, S., d) >= i 
0 otherwise. 

6 
f(n, l, S., d) ={ (6) 

Features f, and f can be normalized in the same way. 
In one embodiment, a measurement matrix can be con 

structed from the processed data. In order to Support multi 
scale analysis that accounts for the indeterminate delay in 
user feedback, a regression input matrix X can be constructed 
over all measurement metrics, location, and time parameters 
as below. 

fin (n1, l, S1, d) fif f i? fin (m2, l, S1, d) fit f, (7) 
fin (n1, l, S2, d) fif f |f(m2, l, S2, d) fit f, 

fin (n1, l, Sr., d) fif f | fin (m2, l, Sr., d) fit fa 
X = | f (n1, lz, S1, d) fu fi fin (m2, lz, S1, d) fif f ... 

fin (n1, lz, S2, d) fif f |f(m2, lz, S2, d) fit f, 

fin (n1, lz, Sr., d) fif f |f(m2, l, Sr., d) fit f, 

The columns of X represent different metrics of derived 
features. Thus, each column has f with a unique m. The rows 
of X represent all feature values during a specific time (S. 8) 
at a specific location 1 Assuming there are n locations, t 
different time bins, and k different KPI metrics and feature 
aggregations, the number of rows in X is nxt and the number 
of columns is k. 

In one embodiment, multi-scale temporal level aggrega 
tions can be utilized. The time window parameter 8 can play 
an important role in capturing the extend of cause-effect 
delays. Large 8 would include cause-effect relationship with 
long delay. However, large Ö would make it insensitive to 
dense measurements with short cause-effect delay, as the 
aggregation weakens the significance of correlation. Since 
different Ö values have advantages over others, a multi-scale 
analysis approach can be adopted by including multiple time 
window parameters into our consideration. The matrix rep 
resentation in Eq. (7) is flexible enough to enable this—we 
can append in columns the X(ö)s with different time-inter 
vals (Ö). 

Xreme.comb. A(6) ... X(6.) (8) 
where v is the number of different values of the time window 
parameter. 

In one embodiment, multi-scale spatial level aggregation 
can be utilized. Similar to the temporal aggregation captured 
by the time window parameter, there can be multiple spatial 
aggregation levels with IPTV system architecture. Based on 
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the hierarchical structure in FIG. 2a, three different spatial 
aggregation levels can be considered in Q-score, namely user, 
DSLAM, and CO levels. 

In one embodiment, single-scale spatial level aggregation 
can be utilized. The baseline spatial aggregation level can be 
set per user aggregation because the service complaint logs 
are associated with a household, which can be considered as 
a user. Matching the network features to the household/user 
level, one of the following processing can be utilized: (i) for 
features at finer grained spatial level than user (such as STB 
related features since one household may have multiple 
STBs), the maximum can be taken among different feature 
values for the more specific locations as the representation for 
f, the minimum forf, and the average forf, at the user level; 
(ii) for features with coarser grained spatial level than user 
(such as DSLAM and CO), the coarser grained feature values 
can be replicated for each associated user within the hierar 
chy. In this way, the number of samples can be preserved at 
nxt in each row of X. The same spatial level aggregation 
can be applied for DSLAM level and CO level to obtain 
Xosru and Xco respectively. 

In one embodiment, in parallel with the multi-scale analy 
sis with respect to time window parameter, different spatial 
aggregation levels can be fed into a regression analysis. The 
most prominent feature can be at a Suitable spatial aggrega 
tion level and may dominate the same features aggregated at 
other spatial levels. We can append in column the feature 
matrices for different spatial levels to obtain: 

-Spat Comb. AuserIDXDSLAM? col (9) 

In one embodiment, feedback aggregation can be per 
formed. User complaint logs, such as through customerser 
Vice calls, can be utilized as the user feedback regarding 
service quality. However, this feedback may be inherently 
unreliable. It may be incomplete as not all service quality 
problems (e.g., video glitches) may be noticed by user— 
when the user is not actively watching the TV for example. 
Different users vary in their tolerance level of video problem 
and in their readiness to call customer service to report/com 
plain about the problem, making this feedback very noisy. 
Furthermore, users may not pickup the phone at the first sight 
of the service quality degradation. There can be an indeter 
minate delay ranging from minutes to hours to even days 
between the service problemand the user complaint log entry. 
All of these issues can be addressed by the exemplary 
embodiments via a de-noise processing in order for Such user 
feedback to be useful in a statistical application. The same 
principle applied in the spatio-temporal aggregation can be 
adopted with respect to network features. For instance, let c 
be the predicate of the presence of a matching entry in the 
feedback log(B): 

1 if be B during u, u + iy); (10) 
0 otherwise. 

where u is the beginning time for a feedbackbinding inter 
val and Y is the length offeedback time interval. Once c(1, u, 
Y) is defined, the same spatio-temporal aggregation method 
can be used for the network features onc. In one embodiment, 
a network event or user activity can always be a cause of user 
feedback but cannot be an effect. Thus, we set u=s+ö so that 
when we correlate c, to b, we take account of the causal 
sequence between network (or user activity) events and user 
feedback. In this example, y can be a vector of feedback for 
different users over time 
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12 
The length of the vectory can be determined by the number 

of locations n and the number of time bins t, making it to be 
nxt which is the same as the row count of X. 
Given the measurements of network indicators X and user 

feedbacky, a coefficient vector B that provides a compressed 
representation of the relationship between X and y can be 
determined. In one embodiment, optimization can be per 
formed using regression. A baseline regression model of lin 
ear regression, however, cannot provide the optimal Solution 
as our system of equation X, y is over-constrained (e.g., the 
equation has far Smaller number of unknowns than the num 
ber of equations (k~<(min))). To prevent f8 from over-fitting 
due to high variance, Ridge regression can be applied that 
imposes a penalty won complexity of model by minimizing a 
penalized residual sum of squares RSS as follows 

(11) 
min RSS(D. 8) st 2. p'ss. 

where D is the set of observed data points D-xy. We can 
state this optimization problem in Ridge regression as 

p (12) p 2 i-aggy-B-3 by i. 
The Ridge coefficient B becomes 

where I is the identity matrix. There are other regression 
methods that can be utilized, such as 1-norm minimization 
and logistic regression. However, due to the tens of thousands 
of equations and thousands of unknowns, 1-norm minimiza 
tion and logistic regression may take an excessive amount of 
time in computation or fail to converge to an answer. 

In one embodiment, significant KPI weights can be deter 
mined. From the B coefficients, KPIs that are more closely 
related to user feedback can be identified. This involves sort 
ing the regression coefficients by their absolute value and 
identifying the top N KPIs associated with them. Further 
more, by analyzing the commonality and difference of the 
same metric across different temporal and spatial aggregation 
configuration, insight can be attained on how each of these 
KPIs impact the users’ quality of experience specific to the 
most significant spatio-temporal aggregation. 
Once the offline learning of B completes, the available 

KPIs can be utilized for computing the Q-scores either for 
individual users or groups of users aggregated spatially 
depending on the feedback aggregation scheme used. B from 
the offline learning can be applied to the current network 
measurement data X to obtain Q-score that estimates per user 
level service quality. In one embodiment, running continu 
ously as network KPI data streaming into Q-score, the series 
of Q-scores over time can be tracked. Since Q-scores are 
real-valued numbers, thresholds for alarming on the Q-scores 
to operations can be identified. The alarms can be proactively 
used to predict customer complaints. Threshold-based 
change detection can be applied on the time-series of 
Q-scores to generate the alarms. 

Example 

We compared in an example the number of predicted cus 
tomer trouble tickets and that of genuine customer trouble 
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tickets and measured the accuracy of prediction of service 
quality issues by false negative rate (FNR) and false positive 
rate (FPR). The FNR and FPR are computed per user basis. 

FNR # of time bins that Q-score fails to predicts a trouble ticket 
# of time bins that have genuine trouble tickets 

FPR # of time bins that Q-score incorrectly predicts a trouble ticket 
# of time bins that do not have any trouble ticket 

Note that due to the sparsity in the occurrence of user 
feedback (e.g., trouble tickets), the number of time bins with 
out any use feedback is orders of magnitude higher than the 
number of time bins with user feedback in this example. 

In our evaluation of one exemplary embodiment of the 
Q-score system, we used data sets collected from a commer 
cial IPTV network provider in the United States over a two 
month time period from Aug. 1, 2010 to Sep. 30, 2010. Unless 
otherwise mentioned, we used 15 days of data collected from 
Aug. 15, 2010 to Aug. 29, 2010 as the training data set for B 
and the subsequent 15 days of data collected from Sep. 1, 
2010 to Sep. 15, 2010 as the testing data set. In addition, we 
used multi-scale temporal aggregation of Xic, combin 
ing 6 of 3-24 hours and multi-scale spatial aggregation of 
Xsca, combining spatial levels of user, DSLAM, CO, 
and VHO as the default setting. Lastly, we set the default 
feedback time bin Y to be Y=24 hours. We assigned a small 
positive value within (0,0.05). While different exhibit small 
difference in accuracy, the optimal w varied from dataset to 
dataset. Since the selection of w is specific to dataset in each 
test, we present the results with the best while omitting to 
show its actual value. 
We begin our evaluation by assessing how well Q-score 

follows the ground truth of user-perceived service quality. In 
our evaluation, we utilize user feedback as approximation of 
a ground truth of user-perceived service quality issues in 
training and testing Q-score system. The user feedback can be 
incomplete in reflecting user perceived service quality. In 
fact, the user feedback may capture a Subset of user perceived 
service quality issues and thus may underestimate the actual 
occurrences of service performance degradation. Fortunately, 
major and/or long lasting service performance degradation 
can be captured by the user feedback. Hence, the computed 
Q-score may underestimate the actual user perceived perfor 
mance issues, but it is expected to capture major outages and 
performance degradation. While Q-score does not perfectly 
match with the user-perceived service quality at the indi 
vidual user level, the change or trend in the distribution of 
Q-score can follow closely with that of the actual service 
quality degradation at certain spatial aggregation level. In this 
example, we choose CO as the aggregation level 1. By Sum 
ming up individual users’ feedback within each CO into a 
single value, we obtain an aggregation Vector S of user 
feedback. Since S is a spatio-temporal aggregation of 
user feedback, its element now signifies the level of user 
perceived service quality issues. Similarly, by Summing up 
the individual users' Q-score inside each CO into a single 
Value, we can obtain an aggregation Vector of Q-scores S, 
that signifies our estimated level of user-perceived service 
quality. To evaluate the significance of the relation between 
the actual (S) and estimated (S) user perceived ser 
vice quality level, we can run an F-test between them where 
the null hypothesis Ho: r=0 and where Sr*S. We 
find that for the significance level of 0.1, the hypothesis test is 
rejected, implying that the relation between the two vectors 
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14 
does exist. A Pearson's correlation test also shows relatively 
high correlation coefficients between S, and S. indi 
cating that the relationship between the two is linear. In other 
words, Q-score follows the user-perceived service quality. 
Because CO level aggregation represents spatial proximity of 
user geographical locations, user feedback rates can be dif 
ferent across COS. To evaluate if CO aggregation introduces 
any bias on the results, we also conduct the same evaluation 
using a random grouping with the same number of groups as 
the number of COs and compute aggregation vectors. FIG.3b 
summarizes F-test and Pearson's correlation tests results for 
both CO level aggregation and random grouping based aggre 
gation. The random grouping based aggregation generally 
shows the same results as the CO level aggregation, Support 
ing that Q-score follows user feedback regardless of how we 
aggregate users in Q-score computation. In this example, we 
considered various levels of spatial granularity in the IPTV 
hierarchy including DSLAM, CO, and VHO levels. Among 
them, CO level aggregation was selected for the accuracy 
analysis because it can yield a statistically sound number of 
user IDs in each CO and enough number of COs to make 
meaningful comparisons between aggregation vector Ses. 
The impact of different timebin size (ö) on network indi 

cators (single-scale temporal level aggregation) can be evalu 
ated in this example. The performance benefits can be shown 
by using multi-scale temporal aggregation on network per 
formance indicators (multi-scale temporal level aggregation). 
FIG. 4 shows the Q-score on FPR-FNR trade-off curves using 
various as ranging from 3 hours to 24 hours (e.g., each curve 
corresponds to an X with a given Ö). Note that FPR shown on 
the X-axis is in log-scale and FPR shown on the Y-axis is in 
normal scale. The figure shows that the prediction accuracy 
gets generally better as we shorten Ö (i.e., the curve gets closer 
to the lower left corner of the plot). However, comparing 8-3 
hours and 6–6 hours, their FNR overlaps over different range 
of FPR, indicating that there is no single optimal 8 to be 
chosen. FIG. 5 shows the results of X, by applying 
multi-scale temporal aggregation on network performance 
indicators. There are three curves obtained by combining (i) 
shorter time bins of 3-12 hours, (ii) longer time bins of 15-24 
hours, and (iii) the entire range of 3-24 hours. We observed in 
our example that (iii) provides the best performance among 
them. At the same time, (iii) is also strictly better than any 
curves in FIG. 4, indicating that multi-scale temporal aggre 
gation on network performance indicators improves the accu 
racy of Q-score prediction on service quality issues. 

In this example, we can evaluate the impact of various 
levels of special aggregation on network performance indi 
cators and the benefit of using multi-scale spatial aggregation 
in Q-score. FIG. 6 shows the trade-off curves of X with 
various single-scale spatial aggregation ranging from userID 
(X), to DSLAM (Xs), to CO (X), and to VHO 
(Xizo) level. As the spatial aggregation level changes from 
user ID to DSLAM (e.g., smaller-sized region to larger-sized 
region), we observe that the FNR increases from 35% to 
100% when FPR is at 0.1%. One reason for this is that if the 
service quality issues reported by users are more related to 
home network side problem rather than the provider network 
problem, spatial aggregation of network performance indica 
tors can attenuate signals relevant to the individual users at 
home network side. By analyzing significant KPIs, we are 
able to confirm that the significant KPIs are mostly related to 
STBs and RGs (e.g., home network devices) while the back 
bone network is suggested to be well provisioned. In addition 
to the single-scale spatial aggregation, the first plot of FIG. 6 
(denoted as USER+DSLAM+CO+VHO) shows multi 
scale spatial aggregation (with measurement matrix Xs. 
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Comb). We observe that the multi-scale spatial aggregation 
outperforms any single-scale aggregation in terms of overall 
prediction accuracy, indicating that the regression algorithm 
makes the most accurate selection of spatial level of features. 

To show the effect of user feedback duration being aggre 
gated together, FIG. 7a compares various lengths of Y. We 
observe that as Y gets longer, the regression performance gets 
better. An explanation for this is a significant delay between 
the occurrence of a problem and the filing of user feedback. 
Due to the elongated delay, time-bins with shortys may fail to 
contain feedback correlated with significant network indica 
tor values. 

Finally, we evaluate the sensitivity of testing accuracy on 
the duration of training. In this example, we fix the testing 
duration and assess how accuracy changes by varying the 
training duration. FIG. 7b shows the dates of training and 
testing periods used in our evaluation. FIG. 8 shows the 
accuracy trade-off curves of using different training dura 
tions. We observe that in general, the testing accuracy 
improves as we increase the training duration. However, the 
gain becomes marginal once the training duration is longer 
than 15 days. This result suggests that using 15 days as 
training period is a good choice. A closer examination on the 
curves corresponding to the use of 15 and 20 days of training 
duration reveals that the accuracy of using 15 days training 
duration is marginally better. One reason for this may be that 
in the month of August, there was a network-wide STB firm 
ware upgrade. The upgrade that took place between Aug. 10, 
2010 and Aug. 14, 2010 could have obstructed measurement 
of STB logs (e.g., STB audio and video quality measurement 
logs, syslog, reset and crash logs) and caused learning off to 
be affected. Since this kind of glitch in data is common in 
practice, we take a small amount of noise as granted. In all, we 
observe that 15 days of training in this example was enough to 
learn B. 
The Q-score system can result in a number of applications 

for improving service. A set of network KPIs that are closely 
related to user-perceived service quality can be determined. 
Q-score can accurately predict user complaints. Workforces 
can be intelligently dimensioned into troubling regions. A 
typical IPTV service already supports millions of user 
devices. If for every single device, few KPIs need to be 
monitored continuously, the measurement space can easily 
reach to the order of billions. In addition, time-lapse analysis 
in the diagnosis (as many diagnosis schemes employs) 
requires multiple measurements in short periods of time. 
Thus, the Q-score system can avoid blindly measuring, col 
lecting, and analyzing Such large Volume of diverse KPIs 
from the entire network. In one embodiment, a small number 
of significant KPIs with respect to user-perceived quality of 
experience can be identified for monitoring and predicting 
user complaints. 

In the example generation of Q-score, we relate the net 
work KPIs and user feedback by means of the factor B. B can 
measure the relevance of significant KPIs by its magnitude. 
The analysis of the magnitude of B for different temporal 
aggregation levels indicates how KPIs correlate with user 
feedback. FIGS. 9a and 9b list the top ten significant KPIs for 
relatively long history hours (15-24 hours) and short history 
hours (3-9 hours), respectively, from the example. Being 
regressed with individual users’ feedback, the significant 
KPIs can exhibit some commonality (shown in bold for Tuner 
Fill, Bytes Processed Per Sec, Audio Decoder Errors, Video 
DRM Errors) as well as differences. From the KPIs relevant to 
STB packet statistics, we observe that “tuner fill”, “hole with 
out session packets”, “bytes processed per sec' are particu 
larly interesting KPIs. “Tuner fill” logs the number of packets 
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lost by STBs before they are requested for retransmission. 
The lost packets are supposed to be retransmitted by D-Serv 
ers. Tuner fill counts can be related with video quality in that 
they indicate the condition of the delivery network and gives 
a sense of the average packet loss that would occur without 
any packet recovery scheme. A hole represents time interval 
greater than a given threshold (assumed to affect video qual 
ity) in which no video packets have been received. Hole 
without session packets counts the number of Such holes 
occurred during a STB’s viewing session (since user's last 
channel change). 
On the audio and video related KPIs, “decoder error” logs 

a rather general type of error occurred during decoding of 
audio data. Decoder errors can occur due to various situations 
including, but not limited to, out-of-order data packet recep 
tion, audio buffer underrun or overrun, and packet loss. 
DRM errors and crypto error indicates errors caused by 
video DRM decoder. This error can occur when encoder 
packets containing DRM keys are lost. In an IPTV network, 
every video program can be encoded with DRM, and the 
inability of decoding DRM blocks viewing of the programs. 
Thus, the occurrence of this error blocks TV viewing until 
new encoder keys are received regardless of receipt of the data 
packets. Lastly, there is video frames dropped error which 
represents the number of video frames drops (below normal 
frame rate of 29.97 frames per second) due to packet loss or 
decoder errors. When large frame drop occurs, viewers can 
notice choppy or skippy motions. The identification of the 
important KPIs uncovers information that may be missed in 
controlled environment analysis. In our case, we discovered 
that DRM errors are one of the more prominent indicators of 
video issues and added them to be considered in simulated lab 
tests that can be utilized in conjunctions with the Q-score 
methodology described herein. 
A comparison can be performed of significant KPIs of 

long-term event duration (e.g., large Ö) and short-term event 
duration (e.g., Small 8). The comparison can indicate that the 
former tend to have more video related KPIs as the most 
significant ones, whereas the latter has more KPIs related to 
audio. This relates with the relevance that audio has with 
respect to video in the user experience. Being the primary 
data, audio data is more susceptible to losses and errors than 
the secondary data, video. The reason can be because the total 
Volume of the data in audio is much less than that of the video, 
thus the impact of lost or delayed audio data is relatively 
greater than that of video data. Viewers of the programs can 
have less tolerance to audio issues than to video issues and can 
complain about audio issues much earlier than video issues. 
The contrasting finding in the example between long and 
short history hours have uncovered that, depending on the 
characteristics of the issues (e.g., whether the issue is about 
audio or video), there can be differences in urgency. Another 
finding from the KPI analysis is drawn from multi-scale tem 
poral aggregation. As shown in FIG.9c, by combining long 
term and short-term event duration 8 in regression, we 
observe both video and audio related issues appear as the 
most significant KPIs. This further confirms the effectiveness 
of letting regression algorithm to choose important KPIs 
among multiple temporal aggregations. Noticing that differ 
ent KPIs have different degrees of relevancy to user feedback, 
we can guide monitoring of network KPIs by enlisting a small 
number of significant KPIs to user-perceived service quality. 
This way, forthcoming fine-grained network diagnosis can 
focus on the significant KPIs rather than analyzing excessive 
amount of KPIs. 

In one embodiment, for Q-score to be used for alerting 
services, it can have the capability to provide triggers before 
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users start to complain. We can determine how much into the 
future we can infer user complaints using Q-score. To under 
stand the feasible level of proactiveness in Q-score, we have 
in this example evaluated two characteristics: (i) the growth 
pattern of Q-score over time and (ii) the stability of Q-score 
with time gap between network events and user feedback. 
FIG. 10 shows the growth pattern of Q-score for individual 
user IDs who filed trouble tickets. In the figure, wealign the 
time by the trouble ticket filing time (time=0) and observe 
how Q-score grows. The Solid line represents the average 
value of the scores and the upper and lower tips of error bars 
represent one standard deviation plus and minus the average. 
From the graph, we observe that the increase of average 
Q-score is close to linear when it is greater than 0.05. The 
monotonic and gradual increase of Q-score indicates the 
usability of Q-score as a proactive trigger for alerting because 
(i) it keeps increase once it becomes non-negligible level and 
(ii) its growth is not too abrupt. However, due to great vari 
ance among different users' Q-scores, we may not desire to 
use Q-score of 0.05 as the significant value triggering forth 
coming actions. 

In the example, we may test for the stability of Q-score by 
skipping time interval between the occurrence times of net 
work events b, and user feedback c. The default time gap (or 
skipping interval) between S-Öandu, is 0 hour because we set 
u, S-6. In this test, we add time gap T to the equation u, S,-- 
Ö+t. By increasing T in online monitoring step of Q-score 
generation, we test for the stability of Q-score in proactive, 
early warning. With various tranging from 0 hours to 36 
hours, FIG.11a exhibits FPR-FNR of learned B with different 
skipping times. As we increase t, we observe that FPR-FNR 
trade off gets worse. While the choice of lead time may beat 
the discretion of network administrators, we find in this 
example that hours of lead time is at the feasible level observ 
ing 9 hours of skip interval preserves 0.1% of FPR only 
sacrificing 10% of FNR (e.g., FNR is 30% when skip interval 
is 0 hours and 40% when skip interval is 9 hours). 

If network problems occur locally to regional service areas 
rather than globally impacting the entire service regions at 
once, an efficient management of field operators (e.g., cus 
tomer care representatives and repair men at customer pre 
mises) and servicing resources (e.g., devices for fine-grained 
monitoring of network) can be to dynamically allocate them 
to challenging service regions than assigning static work 
areas. Thus, predicting the Volume of forthcoming issues to a 
service region at a given time can be beneficial in adaptively 
allocating workforce across service regions. In this exem 
plary application of the Q-score methodology, we can assess 
the possibility of pre-allocating customer care workforce to 
potentially troubling service areas using Q-score. To begin, 
we can first assess the Volume of service quality issues per 
different spatial regions and see if the issues are contained 
locally or spread out globally. 

FIG.11b shows spatial distribution in the example of user 
feedback across different COs. X-axis shows indexes of dif 
ferent COS, Z-axis shows temporal trend, y-axis shows the 
percentage of user complaints (e.g., value of 1 represents that 
1% of users in the CO have complained on a given time). At 
a given time, we observe that high user feedback is local to 
each CO. Over time, the areas of high user feedback can 
change from one CO to another. From the fact that high 
feedback values generally being uncorrelated across time and 
CO (or space), it is indicated that the issues are temporal 
rather than permanent and local to an area rather than being 
global. 
Now that we have seen the possibility of dynamic resource 

allocation over different COs, we can evaluate how closely 
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Q-score follows user feedback in its magnitude when aggre 
gated across individuals within each COs. Note that, to focus 
on its similarity to user feedback rate, we can ignore the lead 
time of Q-score in this test. FIGS. 12a-c show the trend of 
Q-score and user feedback aggregated per-CO. In doing so, 
Q-scores of individual user ID are first computed, and the 
scores corresponding to individuals within each CO are 
aggregated together to form per-COQ-score. FIG.12a shows 
the trend of per-COQ-score and user feedback for a CO with 
relatively high customer feedback (e.g., complaints). Over 
the course of 24 days, the percentage of users with complaints 
shown on the y-axis gets as high as 11%. Despite that there are 
Some overestimations, the general trend of per-CO Q-score 
closely follows that of user feedback. FIG.12b shows per-CO 
Q-score and user feedback for COs with moderately high 
complaints. We again see that the Q-score follows feedback 
whenever feedback increases over 2%. FIG. 12c shows the 
same for a CO with low customer complaints. Because there 
are only small increase (2% of users complaining) in the user 
feedback, Q-score remains at low level of 0.17% on average. 
From the observations from three different COs with high, 
medium, and low level of feedback, it is indicated that 
Q-score, when aggregated across individuals within each CO, 
closely follows the trend of per-CO user feedback. Since 
Q-score is indicated in this example as having several hours of 
lead time before users begin to complain, we can leverage 
Q-score in dimensioning workforce and prioritizing 
resources to areas with more upcoming issues ahead of time. 

In one embodiment, a combination of data mining, lab 
reproduction, and/or software/hardware analysis can be uti 
lized to correctly identify anomalous service quality. While 
the example described above, uses the customer trouble ticket 
as a proxy for user feedback, the methodology can employ a 
variety of video quality metrics as the measure of user expe 
rience. By associating coarse-grained network KPIs with 
imperfect user feedback, Q-score can generate a score (e.g., a 
single score) that represents user-perceived quality of expe 
rience. 

Accuracy analysis of Q-score in the example described 
above reveals that it is able to predict 60% of service problems 
reported by customers with only 0.1% of false positive rate. 
Applying Q-score to various application scenarios, we have: 
(i) identified a set of KPIs most relevant to user-perceived 
quality of experiences; (ii) quantified how early it can alert 
bad quality of experience; (iii) observed possibility to pre 
allocate customer care workforce to potentially troubling Ser 
Vice areas. There are many other network services that are 
sensitive to service quality but lack objective measures of 
user-perceived quality of experience. The proactive service 
quality assessment of the exemplary embodiments can be 
applied beyond the specific context of an IPTV network. For 
example, the Q-score system can be applied to VoIP and/or 
mobile networks so that operation teams can predict user 
distress over call drops and Voice quality degradation without 
having to wait for customers to complain. 

FIG. 13 depicts an illustrative method 1300 that operates in 
portions of the devices of FIGS. 1-2a. Method 1300 can begin 
at 1302 in which performance indicators are collected or 
otherwise obtained from network elements including routers 
and/or switches. Data can be collected from other network 
elements including DSLAMS, servers and so forth. The per 
formance indicators can be of various types and can be 
obtained based on various types of data from various sources 
including SNMP MIBs, logs and so forth. At 1304, customer 
performance indicators, including premises or home perfor 
mance indicators, can be collected or otherwise obtained 
from customer equipment, including customer premises 
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equipment such as STBs and RGs. These performance indi 
cators can be of various types and can be obtained based on 
various types of data from various sources including event 
logs, syslogs and so forth. 

At 1306, user activity information can be collected or oth 
erwise obtained. Such as power status, channel Switching, 
Video streaming control and/or screen menu invocation. At 
1308, customer feedback, such as premises feedback from 
tickets, customer call service records and so forth, can be 
collected or otherwise obtained. 
At 1310, a relationship between the customer feedback 

(e.g., customer complaints) and the collected data (e.g., net 
work and premises performance indicators and user activity 
information) can be determined. In one embodiment, regres 
sion analysis can be utilized to quantify the relationship via 
generating regression coefficients. At 1312, 1314 and 1316, a 
second set of data (e.g., network performance indicators, 
customer performance indicators, and/or user activity infor 
mation) can be collected or otherwise obtained via a moni 
toring process. In one embodiment, the monitoring process 
can be a continuous and/or real-time process. 

At 1318, customer complaints or other undesired percep 
tion can be predicted based on the determined or quantified 
relationship obtained at 1310. For example, regression coef 
ficients can be applied to the second set of data that has been 
collected to predict whether portions of the data is indicative 
offorthcoming customer complaints. At 1320, the prediction 
information can be utilized for allocating or adjusting person 
nel to better manage the predicted complaints. For example, 
the number of customer call representatives on duty can be 
increased in order to handle a predicted increase in call Vol 
ume. In another embodiment, field technicians can be alerted 
as to the potential service areas, including dispatching the 
field technicians (e.g., to a more proximate service facility) in 
anticipation of the predicted customer complaints. 
Upon reviewing the aforementioned embodiments, it 

would be evident to an artisan with ordinary skill in the art that 
said embodiments can be modified, reduced, or enhanced 
without departing from the scope and spirit of the claims 
described below. For example, the embodiments can be uti 
lized to dynamically identify key performance indicators to 
be monitored by other systems. 

In one or more embodiments, aggregation of the fixed-size 
time interval data can be based on one or more of a minimum 
value, a maximum value and/oran average value for use in the 
statistical regression analysis. In one or more embodiments, 
other metrics can be selected and utilized in the statistical 
regression analysis, including in the aggregation of the fixed 
size time interval data, with or without utilizing the minimum 
value, the maximum value and/or the average value. Other 
embodiments are contemplated by the present disclosure. 

FIG. 14 depicts an exemplary diagrammatic representation 
of a machine in the form of a computer system 1400 within 
which a set of instructions, when executed, may cause the 
machine to performany one or more of the methods discussed 
above. One or more instances of the machine can operate, for 
example, as the server 130, the media processor 106, the 
gateway 104, the mobile device 116, or combinations thereof 
as described above. In some embodiments, the machine may 
be connected (e.g., using a network) to other machines. In a 
networked deployment, the machine may operate in the 
capacity of a server or a client user machine in server-client 
user network environment, or as a peer machine in a peer-to 
peer (or distributed) network environment. 
The machine may comprise a server computer, a client user 

computer, a personal computer (PC), a tablet PC, a smart 
phone, a laptop computer, a desktop computer, a control 
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system, a network router, Switch or bridge, or any machine 
capable of executing a set of instructions (sequential or oth 
erwise) that specify actions to be taken by that machine. It will 
be understood that a communication device of the present 
disclosure includes broadly any electronic device that pro 
vides voice, video or data communication. Further, while a 
single machine is illustrated, the term “machine' shall also be 
taken to include any collection of machines that individually 
or jointly execute a set (or multiple sets) of instructions to 
perform any one or more of the methods discussed herein. 
The computer system 1400 may include a processor or 

controller circuit 1402 (e.g., a central processing unit (CPU), 
a graphics processing unit (GPU, or both), a main memory 
1404 and a static memory 1406, which communicate with 
each other via a bus 1408. The computer system 1400 may 
further include a video display unit 1410 (e.g., a liquid crystal 
display (LCD), a flat panel, or a solid state display. The 
computer system 1400 may include an input device 1412 
(e.g., a keyboard), a cursor control device 1414 (e.g., a 
mouse), a disk drive unit 1416, a signal generation device 
1418 (e.g., a speaker or remote control) and a network inter 
face device 1420. 
The disk drive unit 1416 may include a tangible computer 

readable storage medium 1422 on which is stored one or more 
sets of instructions (e.g., software 1424) embodying any one 
or more of the methods or functions described herein, includ 
ing those methods illustrated above. The instructions 1424 
may also reside, completely or at least partially, within the 
main memory 1404, the static memory 1406, and/or within 
the processor 1402 during execution thereof by the computer 
system 1400. The main memory 1404 and the processor 1402 
also may constitute tangible computer-readable storage 
media. 

Dedicated hardware implementations including, but not 
limited to, application specific integrated circuits, program 
mable logic arrays and other hardware devices can likewise 
be constructed to implement the methods described herein. 
Applications that may include the apparatus and systems of 
various embodiments broadly include a variety of electronic 
and computer systems. Some embodiments implement func 
tions in two or more specific interconnected hardware mod 
ules or devices with related control and data signals commu 
nicated between and through the modules, or as portions of an 
application-specific integrated circuit. Thus, the example sys 
tem is applicable to Software, firmware, and hardware imple 
mentations. 

In accordance with various embodiments of the present 
disclosure, the methods described herein are intended for 
operation as Software programs running on a computer pro 
cessor. Furthermore, Software implementations can include, 
but not limited to, distributed processing or component/object 
distributed processing, parallel processing, or virtual 
machine processing can also be constructed to implement the 
methods described herein. 
While the tangible computer-readable storage medium 

1422 is shown in an example embodiment to be a single 
medium, the term "tangible computer-readable storage 
medium’ should be taken to include a single medium or 
multiple media (e.g., a centralized or distributed database, 
and/or associated caches and servers) that store the one or 
more sets of instructions. The term "tangible computer-read 
able storage medium’ shall also be taken to include any 
non-transitory medium that is capable of storing or encoding 
a set of instructions for execution by the machine and that 
cause the machine to performany one or more of the methods 
of the present disclosure. 
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The term "tangible computer-readable storage medium’ 
shall accordingly be taken to include, but not be limited to: 
Solid-state memories such as a memory card or other package 
that houses one or more read-only (non-volatile) memories, 
random access memories, or other re-writable (volatile) 
memories, a magneto-optical or optical medium Such as a 
disk or tape, or other tangible media which can be used to 
store information. Accordingly, the disclosure is considered 
to include any one or more of a tangible computer-readable 
storage medium, as listed herein and including art-recognized 
equivalents and Successor media, in which the Software 
implementations herein are stored. 

Although the present specification describes components 
and functions implemented in the embodiments with refer 
ence to particular standards and protocols, the disclosure is 
not limited to such standards and protocols. Each of the 
standards for Internet and other packet switched network 
transmission (e.g., TCP/IP, UDP/IP, HTML, HTTP) represent 
examples of the state of the art. Such standards are from 
time-to-time Superseded by faster or more efficient equiva 
lents having essentially the same functions. Wireless stan 
dards for device detection (e.g., RFID), short-range commu 
nications (e.g., Bluetooth, WiFi, Zigbee), and long-range 
communications (e.g., WiMAX, GSM, CDMA) are contem 
plated for use by computer system 1400. 
The illustrations of embodiments described herein are 

intended to provide a general understanding of the structure 
of various embodiments, and they are not intended to serve as 
a complete description of all the elements and features of 
apparatus and systems that might make use of the structures 
described herein. Many other embodiments will be apparent 
to those of skill in the art upon reviewing the above descrip 
tion. Other embodiments may be utilized and derived there 
from, Such that structural and logical Substitutions and 
changes may be made without departing from the scope of 
this disclosure. Figures are also merely representational and 
may not be drawn to scale. Certain proportions thereof may 
be exaggerated, while others may be minimized. Accord 
ingly, the specification and drawings are to be regarded in an 
illustrative rather than a restrictive sense. Components and/or 
functionality described with respect to one or more embodi 
ments can be interchangeable or otherwise used with compo 
nents and/or functionality described with respect to another 
embodiment. Similarly, steps of the methods and processes 
described herein can be performed sequentially, simulta 
neously, overlapping and/or according to other timing. 

Although specific embodiments have been illustrated and 
described herein, it should be appreciated that any arrange 
ment calculated to achieve the same purpose may be substi 
tuted for the specific embodiments shown. This disclosure is 
intended to cover any and all adaptations or variations of 
various embodiments. Combinations of the above embodi 
ments, and other embodiments not specifically described 
herein, will be apparent to those of skill in the art upon 
reviewing the above description. 
The Abstract of the Disclosure is provided with the under 

standing that it will not be used to interpret or limit the scope 
or meaning of the claims. In addition, in the foregoing 
Detailed Description, it can be seen that various features are 
grouped together in a single embodiment for the purpose of 
streamlining the disclosure. This method of disclosure is not 
to be interpreted as reflecting an intention that the claimed 
embodiments require more features than are expressly recited 
in each claim. Rather, as the following claims reflect, inven 
tive Subject matter lies in less than all features of a single 
disclosed embodiment. Thus the following claims are hereby 
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incorporated into the Detailed Description, with each claim 
standing on its own as a separately claimed Subject matter. 
What is claimed is: 
1. A server, comprising a memory storing computer 

instructions and being coupled with a controller circuit which 
when executing the computer instructions performs opera 
tions comprising: 

obtaining first network performance indicators for routers 
and switches of a network, wherein the first network 
performance indicators comprise first processor utiliza 
tion, first packet count, first packet delivery errors and 
first discards; 

obtaining first premises performance indicators for set top 
boxes and residential gateways coupled with the net 
work, wherein at least some of the routers and switches 
are used in delivering services to the set top boxes; 

obtaining first user activity information for the set top 
boxes; 

obtaining premises feedback from complaint information 
of customer call service records associated with at least 
some of the set top boxes: 

determining regression coefficients that quantify a rela 
tionship between the premises feedback and the first 
network and premises performance indicators by utiliz 
ing statistical regression analysis on at least the first 
network performance indicators, the first premises per 
formance indicators, the first user activity information 
and the premises feedback; 

obtaining second network performance indicators for the 
routers and the Switches, wherein the second network 
performance indicators comprise second processor uti 
lization, second packet count, second packet delivery 
errors and second discards; 

obtaining second premises performance indicators for the 
set top boxes and the residential gateways; 

obtaining second user activity information for the set top 
boxes; and 

predicting customer complaints by applying the regression 
coefficients to at least the second network performance 
indicators, the second premises performance indicators 
and the second user activity information. 

2. The server of claim 1, wherein the controller circuit is 
programmed to generate workforce allocation information 
that is usable by a service provider for allocating personnel to 
address potential service issues associated with the predicted 
customer complaints. 

3. The server of claim 2, wherein the workforce allocation 
information indicates services areas associated with the pre 
dicted customer complaints. 

4. The server of claim 1, wherein the first premises perfor 
mance indicators for the set top boxes comprise at least one of 
first video throughput, first receiver transport stream errors, 
first codec errors, first digital rights management errors, first 
viewing duration of channels, first program message logs or 
first event logs, and wherein the second premises perfor 
mance indicators for the set top boxes comprise at least one of 
second video throughput, second receiver transport stream 
errors, second codec errors, second digital rights manage 
ment errors, second viewing duration of channels, second 
program message logs or second event logs. 

5. The server of claim 1, wherein the first premises perfor 
mance indicators for the residential gateways comprise first 
reboot logs, and wherein the second premises performance 
indicators for the residential gateways comprise second 
reboot logs. 

6. The server of claim 1, wherein the first user activity 
information comprises at least one of first power status, first 
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channel Switching, first video streaming control or first screen 
menu invocation, and wherein the second user activity infor 
mation comprises at least one of second power status, second 
channel Switching, second video streaming control or second 
screen menu invocation. 

7. The server of claim 1, wherein the controller circuit is 
programmed to: 

define data points for each of the first network and premises 
performance indicators based on a metric, a location, a 
begin time and an end time associated with said first 
network and premises performance indicators; and 

convert each of the data points to fixed-size time interval 
data for use in the statistical regression analysis. 

8. The server of claim 7, wherein the controller circuit is 
programmed to aggregate each of the fixed-size time interval 
databased on at least one of a minimum value, a maximum 
value or an average value for use in the statistical regression 
analysis. 

9. The server of claim 1, wherein the controller circuit is 
programmed to: 

define data points for each of the first network and premises 
performance indicators based on a metric, a location, a 
begin time and an end time associated with said first 
network and premises performance indicators; and 

normalize the defined data points to a binary value by 
comparison with a threshold associated with the metric 
and location of each of the data points, wherein the 
normalized defined data points are utilized in the statis 
tical regression analysis. 

10. The server of claim 9, wherein the controller circuit is 
programmed to determine the threshold based on the obtained 
premises feedback. 
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