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Abstract 

 

The Effect of Dispersal Behavior on Stability in Populations, 

Communities, and Ecosystems 

Robert Andrew Deans, Ph.D. 

The University of Texas at Austin, 2019 

 

Supervisors:  Larry Gilbert and Mathew Leibold 

 

Habitat choice, when organisms move among habitat patches in a directed fashion 

based on environmental cues, is an underappreciated force in Ecology.  Theoretical work 

suggests that such choice behavior might be a potent source of stability in populations, 

communities, and ecosystems.  I tested the effects of dispersal behavior on stability with 

a series of mesocosm experiments at each of these scales. 

In populations of snails with stochastic disturbance, I found that movement 

among patches was density-dependent: snails tended to move away from high density and 

toward low density.  These movements had dampening effect on oscillations in 

abundance, and they contributed to longer population persistence times relative to 

populations that were not connected by dispersal.   

A second experiment manipulated the colonization behavior of aquatic insects in 

order to see how this dispersal behavior affects the community response to a pulse of fish 

predation on the insect communities.  While choice behavior exacerbated the effects of 

fish predation, reducing species richness beyond what was observed in communities with 

randomized colonization, choice resulted in faster recovery of communities relative to 

random colonization.   
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A third experiment explored the effects of pulses of nutrient additions in 

mesocosms with developing aquatic insect communities. Presence of sediment had weak 

effects on stability, with small pulses of nutrients supporting more stable abundance 

values than ecosystems with no sediment.  This stabilization effect was likely driven by 

habitat choice behavior, since the sediment input treatments affected organisms with 

active dispersal more than those with passive dispersal. 

Collectively, these experiments show that dispersal behavior is an important 

factor to consider when attempting to explain the spatial and temporal variation in 

ecosystems.  Habitat choice behavior can have particularly significant effects on stability.  

Predicting how species respond to environmental change therefore requires knowledge of 

how they move. 
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Chapter 1:  Introduction to dispersal, habitat selection behavior, and 

stability 

DISPERSAL AS A DRIVER OF COMMUNITY STRUCTURE 

Dispersal, or the exchange of organisms among local habitats, is a major force 

driving community composition (Holt, 1993; Leibold et al., 2004; Urban et al., 2008; 

Vellend, 2010; Leibold and Chase, 2017).  The process of colonization after dispersal is a 

necessary step during community assembly, and it provides the link between the local 

community of species and the regional species pool.  Exchange of organisms among 

different patches of similar habitat can also directly affect local demography, gene flow, 

colonization/extinction dynamics, and species interactions within those habitats (Ricklefs 

and Schluter, 1993; Holyoak et al., 2005; Benton and Bowler, 2012a).  The effects of 

dispersal on community structure can also be more indirect.  For example, a tradeoff 

between competitive ability and dispersal ability might allow regional coexistence of 

strongly competing species.  In addition, two species that don’t directly compete for the 

same resources or even occupy the same habitat might nevertheless experience mutually 

reduced growth rates at high densities thanks to larger populations of dispersive predators 

that consume both species (Holt, 1993; Abrams and Ruokolainen, 2011). 

While dispersal has long been recognized as an important influence on 

community structure (e.g. MacArthur and Wilson, 1967), it is often very simplified even 

in current theoretical models.  For example, in systems of communities connected by 

dispersal, i.e. metacommunities, differences in rates of dispersal among local habitat 

patches can drastically change predictions about the structure and dynamics of the 

communities within each patch (Leibold et al., 2004; Haegeman and Loreau, 2014; 

Leibold and Chase, 2017).  However, even in these modern models, dispersal is often 
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assumed to be characterized by random, undirected movements in which the probability 

of colonization depends only on spatial factors, such as patch size and isolation (Binckley 

and Resetarits, 2005; e.g. Haegeman and Loreau, 2014).  While simplification is usually 

necessary in any theoretical model, one might predict very different dynamics in cases in 

which organisms show non-random dispersal.   

HABITAT SELECTION BEHAVIOR 

Some organisms that are capable of active dispersal can make choices about when 

to emigrate and colonize new habitats.  In addition, when multiple alternative habitat 

patches are available, organisms can select which patch to colonize.  This habitat 

selection behavior likely evolved because individuals that were better able to sense and 

respond to cues related to survival and reproduction, such as resource availability or 

predator density, had a fitness advantage (Fretwell and Lucas, 1969; Holt, 1987; Morris, 

1987; Morris, 2003).  The resulting behavior tends to allow individual organisms to avoid 

low-fitness patches, such as patches with fewer resources or more predators, and prefer 

habitats in which their fitness would tend to be higher (Rosenzweig, 1991; Resetarits, 

2001; Morris, 2003; Resetarits et al., 2005; Cantrell et al., 2010).   

Hereafter, I will refer to the variation among patches in the fitness of colonizing 

individuals as “habitat quality”.   This definition is constrained to the perspective of 

individual organisms interested only in their own fitness, as opposed to population-level 

fitness.  These perspectives may differ if, for example, an individual chooses habitats 

with low amounts of high-quality resources, which maximizes their own reproductive 

output, rather than habitats with very large amounts of low-quality resources, which 

would support a larger population (Johnson 2007).  Assessing this type of habitat quality 

directly would involve detailed measurement of habitat-specific demographic parameters, 
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but in general, habitat quality can be estimated by the preferences of individuals when 

given a choice among alternative patches.  Focusing on habitat preference greatly reduces 

the complexity of measuring habitat quality, since there are countless factors that interact 

to determine an individual’s fitness in a habitat (Johnson 2007).  While the sensory 

mechanisms that contribute to habitat choice are still often conjectural, perhaps 

numerous, and difficult to measure, focusing on preference also ensures that the observed 

behavior is a natural phenomenon resulting from a species’ sensory and behavioral traits, 

and isn’t imposed by human assumptions (Resetarits et al. 2005).  

Many factors have been demonstrated to affect habitat preference empirically.  

Preferences for specific resources, microhabitats, and microclimates have been 

demonstrated in various taxa, such as insects and birds, and these preferences are often 

linked to higher survival or fecundity (Hawkins, 1984; Martin, 2001; Gripenberg et al., 

2010).  Another common preference pattern is density-dependent dispersal, which often 

takes the form of competition avoidance (negative density dependence).  This type of 

preference has been shown for both intraspecific competition (e.g. breeding birds, 

Fretwell and Lucas, 1969); and interspecific competition (e.g. sessile marine 

invertebrates, Grossberg, 1981).  Positive density-dependent dispersal is also possible, 

especially when densities approach zero.  These “Allee effect” scenarios where 

conspecific individuals may disperse toward areas of higher density could be caused by 

decreased efficiency foraging or finding oviposition sites (Kuussaari et al. 1998), 

decreased defense against predators, or difficulty finding mates at low densities (Parrish 

and Edelstein-Keshet, 1999).  Perhaps for these reasons, some taxa, such as butterflies, 

seem to be attracted to areas of high density and repelled by areas of low density (Smith 

and Peacock, 1990; Roland et al., 2000). 
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Preference for habitats with fewer predators is also common, and while multiple 

effects can interact, predator presence often supersedes the effects of resources on habitat 

preference (Gilliam and Fraser, 1987; Savino and Stein, 1989; Rosenzweig, 1991; 

Resetarits, 2001; Resetarits et al., 2005; Binkley and Resetarits, 2008).  In taxa that use 

different habitats for juvenile and adult stages, dispersing/ovipositing adults can respond 

to predation risk and resource levels for both themselves and their offspring.  Preferences 

might be particularly strong when juvenile and adult selection pressures are aligned, or 

weaker when selection pressures oppose or are unrelated.  For example, in an experiment 

manipulating nutrient levels and predation risk in pond mesocosms, ovipositing adult 

water beetles (which feed in ponds as larvae and adults) respond to both nutrients and 

fish predator cues, while ovipositing treefrogs (which are terrestrial as adults) avoid 

predators but seemly ignore nutrient levels in water (Binkley and Resetarits, 2008).  In 

addition, a study exploring oviposition by butterflies showed that some butterflies prefer 

laying eggs on host plants in sunny habitats, despite higher larval survival in shady 

habitats, possibly due to increased predation risk (e.g. by spiders) of adults in shady 

habitats (Rausher, 1979). 

THE EFFECTS OF HABITAT SELECTION BEHAVIOR ON POPULATIONS, COMMUNITIES, AND 

ECOSYSTEMS 

Habitat selection by individuals can scale up to dramatically affect population 

regulation, successional assembly, community structure, species interactions, and 

ecosystem dynamics (Rosenzweig, 1991; Resetarits, 2001; Morris, 2003; Resetarits et al., 

2005; Schmidt et al., 2000; Amarasekare, 2010).  In general, habitat selection is expected 

to reduce spatial variation in fitness across space in stable environments.  Theoretically, 

colonizing individuals will prefer a high-quality patch only until the density within the 
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patch reduces its quality (i.e. available resources) to the level of alternative patches.  

Thus, while differences in density among patches might reflect initial patch quality, 

patches that have had enough time to develop populations of an organism might show 

little variation in quality for the perspective of a colonizing individual (Fretwell and 

Lucas 1969).  In environments that vary over time, organisms may be able to track 

changes in resource availability or predation risk and thus have populations that are less 

prone to extinction (Diamond, 1975).  While habitat choice may promote regional 

coexistence as a result of more persistent segregated populations, it is hypothesized to 

decrease local diversity due to less coexistence at local scales.  This pattern of 

segregation could occur due to preferences for slightly different resources or due to 

variation among prey species for predator avoidance ability in different habitats 

(Rosenzweig 1991; Holt 1993).  

One aspect of ecosystems that may be particularly sensitive to dispersal behavior 

is stability and change over time.  Habitat selection behavior is predicted to be an 

important stabilizing factor under scenarios of environmental change, for it can prevent 

regional extinction by allowing organisms to distribute themselves into habitats of the 

highest quality despite changes in where high-quality patches occur, and it may allow 

populations to rebound more quickly after disturbances reduce intraspecific density 

(Diamond, 1975; Rozenzweig, 1981; Holt, 1987; Rosenzweig, 1991; Holt, 1993, 

Resetarits, 2001; Resetarits et al., 2005).  In addition, density-dependent dispersal should 

result in decreased population growth rates in high-density patches, and increased 

population growth rates in low-density patches (Holt, 1993; Amarasekare, 2010).  Thus, 

habitat selection should dampen oscillations in population sizes among linked patches 

and contribute to the rescue of populations in low-density patches.  Despite strong 
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predictions about the importance of habitat selection for stability, these hypotheses have 

not often been tested with controlled experiments in natural communities.   

Several factors complicate the process of habitat selection and its effects.  One 

such factor is individual variation in dispersal behavior.  There are costs associated with 

dispersal, including energy used to move and the risk moving through or into less 

favorable areas.  These costs, along with individual differences in preference, might 

affect many aspects of dispersal including overall dispersal rates, which individuals 

(phenotype, condition, life stage, etc.) are more likely to move, and the specific habitats 

dispersing individuals choose (Hanski and Singer, 2001; Matthysen, 2012). Another 

complication when predicting the effects of habitat selection is information: habitat 

selection requires some level of information about the quality of alternative patches.  This 

scale-dependent information-gathering step has received little attention, and analysis of 

movement paths and the mechanisms of choice are a fruitful area for future research 

(Matthysen, 2012).  Conditional dispersal and lack of information both have the potential 

to change the predictions of how habitat selection affects populations, communities, and 

ecosystems.  While preference and fitness are usually linked, “ecological traps” involving 

preference for low-fitness habitats are also possible (Pulliam, 1988; Battin, 2004).  This 

maladaptive behavior might arise when the link between the cue that an organism uses as 

a surrogate for habitat quality is no longer a good indicator of quality.  For example, tree 

frogs often lay eggs in shallow, warm puddles.  These conditions are likely linked with 

high resource/algae production, but these types of puddles are also prone to drying before 

the tadpoles have time to develop (Resetarits et al. 2005).   
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EXPERIMENTAL STUDY SYSTEM 

I conduct experiments in artificial outdoor mesocosms that mimic small, 

ephemeral freshwater ponds or rock pools.  Pond-dwelling organisms with active 

dispersal, such as aquatic insects and amphibians, can often colonize or oviposit in new 

areas very efficiently; indeed, many of these taxa are obligate dispersers with aquatic 

larvae and terrestrial or semi-terrestrial adults (Resetarits et al. 2005).  Dispersal in this 

ephemeral system is comparable to foraging or oviposition-site-selection behavior, but it 

is functionally dispersal as it results in movement of individuals and gene flow among 

patches (Benton and Bowler 2012b).  Mesocosms (such as above-ground plastic aquaria) 

can be used to recreate communities that approach the complexity of natural systems 

(Wilbur, 1997; De Meester et al., 2005).  Mesocosms are ideal for experimental studies; 

they allow for increased replication and treatment combinations relative to field studies 

without the problem of confounding variables like differences in hydrology and other 

sources of variability in natural systems (Chalcraft et al., 2005). 

Mesocosms have been used extensively to study species interactions, 

colonization, and habitat selection in pond taxa (Wilbur, 1997; Binckley and Resetarits, 

2007; Resetarits, 2005).  Aquatic insects have been shown to respond to a variety of 

biotic and abiotic factors, such as competitor and predator density, canopy cover, nutrient 

levels, and pesticides, during natural colonization from the surrounding environment 

(Resetarits, 2001; Holyoak et al., 2005; Binckley and Resetarits, 2007; Binckley and 

Resetarits, 2009; Vonesh and Kraus, 2009; Yee et al., 2009).  Thus, pond mesocosms 

likely provide a very tractable system in which to test the role of habitat selection on 

stability in changing environments. 
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CONCLUSION AND RESEARCH GOALS: 

A fundamental goal in ecology is to understand the causes of spatial and temporal 

variation in communities.  This understanding has many practical applications: human 

society depends on ecosystem functions, which in turn depend on community structure 

(Holyoak et al. 2005, Cardinale et al. 2012).   Ecosystem stability is expected to be 

particularly important in many applications, including the design of reserves, prediction 

of species responses to disturbance, and the control of pests (Kendall et al., 2000). 

Habitat selection is a common, yet underappreciated dispersal strategy that may 

have far-reaching effects on stability (Morris, 2003; Edelaar and Bolnick, 2012).  Thus, 

studying the effects of habitat selection will increase our basic understanding of 

ecosystems.  In addition, all ecosystems on earth experience changes in physical, 

chemical, or biological characteristics over time.  These changes can have important 

effects on populations and communities (Row et al. 2014).  However, in order to make 

predictions about how ecosystems will respond in changing environments, it is critical to 

understand the role of habitat selection in species’ responses to change, and how this can 

alter the stability of ecosystems over time. 

While the role of habitat selection on stability has been explored theoretically 

(Rozenzweig, 1981; Rosenzweig, 1991; Heithaus, 2001; Abrams, 2007; Amarasekare, 

2010), there are relatively few empirical studies using natural habitat preference that 

address this question.  The goal of my research is to work towards empirically testing 

these theoretical predictions about how habitat selection behavior affects stability of 

communities and ecosystems over time.  Specifically, I intend to answer the following 

questions: 

1. Does habitat selection behavior affect spatial asynchrony and population 

persistence in metapopulations? 
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2. How does habitat selection affect resistance and resilience of community and 

ecosystem properties after a disturbance? 

3. How does altered resource input timing affect stability in naturally assembling 

ephemeral pool communities? 
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Chapter 2: Metapopulations--negative density-dependent dispersal 

stabilizes snail populations in the face of disturbance 

INTRODUCTION 

Population sizes are often variable over time, and there is increasing interest in 

understanding population fluctuations and factors that stabilize these fluctuations (Row et 

al. 2014).  Many factors can cause populations to fluctuate or increase the amplitude of 

fluctuations, including disturbance and other environmental changes, dispersal dynamics, 

variation in demographic parameters, and trophic interactions (Berthier et al., 2014).  

Theoretical work has shown that increasing amplitude of fluctuations is, in general, 

destabilizing, resulting in increased risk of population extinction (Holling, 1973; Hanksi 

and Simberloff, 1997).  However, empirical studies relating population fluctuations to 

extinction risk do not always show a relationship (e.g. Schoener and Spiller, 1992), likely 

due to factors such as starting population size and interconnectivity with other 

populations (Hanski, 1998; Green, 2003).   

Local populations that are interconnected by dispersal (metapopulations) have 

long been recognized as being demographically linked, with changes in one patch 

affecting other patches (Levins, 1969; Hanski, 1998).  Local populations can go extinct, 

but subsequent recolonization from surrounding patches can occur.  This extinction-

colonization balance maintains the stability of the metapopulation if patches vary 

asynchronously (i.e. they do not all experience low density at the same time; Hanski, 

1998).  One factor that promotes asynchrony among populations is dispersal behavior.  
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Theoretical work has often suggested that dispersal behavior, especially density-

dependent dispersal, can contribute to asynchrony of fluctuations in population sizes 

among different patches (Holt, 1987; Holt, 1993; Heithaus, 2001; Morris, 2003b; 

Abrams, 2007).  Density-dependent movement usually results in decreased population 

growth rates in high-density patches, and increased population growth rates in low-

density patches (Holt, 1993; Amarasekare, 2010).  In other words, density-dependent 

dispersal tends to be negative, presumably as a strategy for avoiding intraspecific 

competition, and the per capita dispersal rate from one patch to another is expected to 

depend on the density of individuals in each population relative to resource levels in each 

patch (Fretwell and Lucas, 1969).  At a metapopulation scale, this type of dispersal will 

contribute to dampening large oscillations and preventing local extinctions via rescuing 

populations in low-density patches.  Therefore, asynchrony in populations can stabilize 

the dynamics of individual patches in addition to the entire metapopulation.  

 Density-dependent dispersal can arise via different mechanisms that vary with 

assumptions about the ability of organisms to gather information about their environment.  

Organisms might be able to sense their resources and their competitors, distributing 

themselves in a way that tends to maximize resource capture.  This “cognitive 

navigation” or “interactive habitat selection” has received considerable attention 

(Fretwell and Lucas, 1969; Farnsworth and Beecham, 1999; Resetarits et al., 2005).  

Alternatively, organisms might simply move randomly, with movement away from high 

density resulting from these random walks in a process analogous to diffusion 

(Farnsworth and Beecham, 1999; Cantrell et al., 2008).   
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One way to possibly distinguish these different mechanisms involves isolating 

different aspects of dispersal.  Dispersal is a multi-step process that includes emigration, 

transit, and immigration (Matthysen, 2012).  If organisms are moving through a random 

diffusion process, one would expect emigration to be density-dependent: there would be 

more dispersal out of high-density patches and less dispersal out of low-density patches, 

resulting in a net movement from high density to low density driven by differences in 

emigration.  However, if organisms are moving as a result of a cognitive choice based on 

their resources or competitors, then both the emigration and immigration stages can be 

density-dependent: the organisms both avoid high density and prefer low density when 

they move (Cantrell et al., 2006).  Density-dependent dispersal via either of these 

mechanisms is likely to be stabilizing, but habitat selection (i.e. choosing to move away 

from high density and toward low density) is expected to be a faster, more efficient 

stabilizing force than diffusion (Cantrell et al., 2008). 

Here, we report the results of a controlled mesocosm experiment in which the 

dispersal behavior of the aquatic snail Physa acuta (syn. Physella acuta) was 

manipulated in the presence of stochastic disturbance events.  P. acuta is very active; 

measurements of movement rates of this species indicate that an individual can travel 20-

40 m per day (Kappes and Haase, 2012).  Like most pulmonate snails, Physa are 

simultaneous hermaphrodites, and thus do not show sexual dimorphism in dispersal rates.  

These snails are grazers of periphyton, detritus, and bacteria on surfaces (Pyron and 

Brown, 2015).  Physa have been shown to respond to higher resource densities by 

increasing activity levels (Wojdak, 2009), and so they must have the ability to sense the 
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amount of resources available to them.  They also change microhabitats based on 

olfactory predator cues, with different responses for different predators (Turner et al. 

1999).  While snail populations are impaired by food limitation (e.g. Eisenberg, 1970), it 

is unclear whether Physa can detect conspecific density (Henry et al., 2006), or whether 

freshwater snails simply have directed movement toward greater densities of resources 

(e.g. Bovbjerg, 1968; Cameron and Carter, 1979). 

Our dispersal manipulations were applied at the scale of replicate 

metapopulations, each with four patches.  Three dispersal treatments were employed: no 

dispersal, choice, and diffusion.  We predicted that landscapes with no dispersal would 

show the least stability, that choice landscapes (snails choose dispersal direction) would 

show the most stability, and that diffusion treatments (emigrating snails randomly 

assigned to destination patch) would show intermediate levels of stability.  While the role 

of dispersal behavior on community structure has received considerable empirical 

attention (e.g., Resetarits et al. 2005), the effects of dispersal rates and behavior on 

temporal dynamics and stability of populations have been addressed with controlled 

experiments much more rarely (Ohgushi, 1995; Howeth and Leibold, 2010; Steiner et al., 

2011).  

METHODS  

We conducted an experiment in systems of aquatic mesocosms that allow 

manipulation of dispersal of the aquatic snail Physa acuta.  Each system of mesocosms 

(landscape) consisted of four artificial pools that were either connected by corridors or 
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not (Figure 2.1).  The mesocosms were made from plastic boxes that were 28 x 15 x 11.5 

cm, with a total volume of approximately 4.8 L.  In connected landscapes, corridors were 

built connecting all four patches using square vinyl pipes that were 40 x 8 x 6 cm.  Hot 

glue was used to create a water-tight seal between the pipes and the mesocosms.  Each 

corridor also received a piece of window screen with 2 mm mesh glued in the center, 

which prevented movement of snails among patches, but allowed water and chemical 

cues to diffuse from one patch to another.  All landscapes were constructed in an 

evaporation-cooled greenhouse at UT’s Brackenridge Field Laboratory (BFL) in Austin, 

TX. 

Mesocosms were established on 3 June 2018.  Each landscape was filled with 

rainwater collected from the roof of BFL buildings.  To control for differences in total 

volume caused by corridors, patches in unconnected landscapes were filled to different 

depths to ensure that each patch had an approximate total volume of 3.4 L in all 

treatments.  To control for differences in surface area and materials caused by corridors, 

pieces of vinyl pipe with hot glue were added to unconnected mesocosms, adding 

approximately 320 cm2 of substrate surface area to these patches (the amount of 

underwater surface area in the corridors of a connected patch).  To provide a food source 

for the snails, each patch received a 400 mL aliquot of pond water with its associated 

algae collected and mixed from four different Physa-containing ponds at BFL.  In 

addition, Quercus fusiformis leaf litter and its associated periphyton were collected from 

one Physa-containing pond, and 5 g ± 0.2 g wet weight of this litter was added to each 

patch. 
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On 7 June 2018, a population of 10 individuals of Physa acuta was introduced 

into each patch.  The density of snails in each patch falls within the range of observed 

densities in the field (pers. obs.).  These snails were obtained from a single source pond at 

BFL, and ranged in size from about 5-8 mm.  Environmental change was introduced to 

all landscapes via disturbance.  Every 3 days, one of the four patches in each landscape 

picked with a random-number generator was subjected to a disturbance in which half of 

the snails were removed.  To achieve this, all the snails in the patch were counted, and 

half of the individuals were removed haphazardly.  If there was an odd number of snails 

in a patch, a coin flip was used to decide whether to round down (heads) or up (tails) 

when removing half of the individuals.  Snails that died or were found aestivating above 

the water line were replaced with active individuals. 

Three different experimental treatments were imposed based on snail dispersal 

behavior: no dispersal, diffusion, and habitat choice.  In the “no dispersal” treatment, 

patches were not connected by corridors, and were spatially independent.  In both 

diffusion and choice landscapes, the four patches were connected with corridors forming 

a square landscape with no diagonal connections (Figures 2.1 and 2.2).   In connected 

landscapes, snails were free to move into the corridor connecting one patch to another, 

but they were prevented from entering the neighboring patch by the window screen in the 

center of the corridor.  We assumed that if snails could actively sense and respond to 

higher resource levels in a neighboring patch, they would spend more time in the corridor 

connecting their patch to the one with higher resource levels.  In the “habitat choice” 

treatment, snails that were found in the corridor connecting their patch with a neighboring 
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patch at the time of sampling were moved to their chosen patch.  In the “diffusion” 

treatment, snails leaving their patch in either corridor were collected, and a coin toss was 

used for each individual to determine which of the two connected patches it would be 

moved to (Figure 2.2).  Dispersal events took place 3 days after the previous disturbance 

event.  After dispersal events, the snails in each patch were counted, and then the next 

disturbance event was applied later the same day. 

In order to explore population stability, snail population size in each patch was 

measured 3 days after the previous disturbance event and immediately after colonization 

manipulation.  Two aspects of stability were explored: spatial asynchrony among patches 

and local population persistence.  Spatial asynchrony was estimated via measurement of 

the variation in population size (N) among patches in a landscape in each treatment.  This 

among-patch variation was estimated using both the range in population size (N Range = 

highest N minus lowest N in each landscape) and coefficient of variation (N CV = 

variance in N divided by mean N in each landscape).  Local population persistence was 

measured by calculating the mean amount of time until the first local extinction for each 

treatment.  We predicted that landscapes with no dispersal would be the most unstable, 

with more variation among patches and faster time to local extinction, since this 

treatment had no mechanism to dampen population fluctuations caused by disturbance or 

rescue patches with low density.  We predicted that choice landscapes would show less 

variation among patches in population size relative to landscapes with diffusive dispersal, 

due to density-dependent immigration dampening variation in population size.  We also 

predicted that landscapes with choice would show longer population persistence times 
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than diffusion, since diffusive dispersal may, by chance, result in more clumped 

distributions across the landscape that are more susceptible to stochastic extinctions. 

Attempts were made to measure periphyton abundance during the experiment, but 

these attempts failed.  These efforts included measuring the weight of periphyton 

growing on flagging tape introduced at the beginning of the experiment and 

photographing the corridors connecting the patches at the end of the experiment to 

analyze the amount of green in the image.  The weight of periphyton on flagging tape 

was outside the range of measurements of the balances available at the time.  In the 

image analysis, variability in the amount of light affected the exposure of the photos, 

affecting the intensity of greenness.  The algae in the corridors clearly varied with snail 

density during the experiment (Figure 2.3) but varied much less by the end of the 

experiment when the snail populations were dwindling. 

The effects of time and treatment on N Range and N CV were explored using 

repeated-measures ANOVA.  Time to first local extinction in each treatment was 

compared using ANOVA.  Significant overall effects were further explored with pairwise 

comparisons, using the Benjamini and Hochberg (1995) false discovery rate (fdr) 

correction for multiple comparisons.  All analyses were performed in R version 3.5.1. 

RESULTS 

 The average range of population sizes in each landscape (N Range, Figure 2.4) 

varied significantly with both time and treatment (overall time*treatment effect: 

F34,153=3.847, p = 5.57*10-9).  Pairwise comparisons indicate that “no dispersal” 
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treatments had significantly higher N Ranges than both “choice” and “diffusion” 

treatments on days 11 and 17-30 (fdr-adjusted p < 0.04).  The choice and diffusion 

treatments only differed on day 3 and day 11, with diffusion treatments showing a higher 

N Range than choice treatments (fdr-adjusted p = 0.010 and 0.014 respectively, all other 

times p > 0.09). 

 The average coefficient of variation in population size (N CV, Figure 2.5) also 

varied with both time and treatment (overall time*treatment effect: F34,153=3.168, p = 

6.84*10-7).  Pairwise comparisons indicate that “no dispersal” treatments had 

significantly higher N Ranges than both “choice” and “diffusion” treatments on days 17-

36 (fdr-adjusted p < 0.05).  The choice and diffusion treatments only differed on day 3, 

day 11, and day 42, with diffusion treatments showing a higher CV than choice 

treatments (fdr-adjusted p = 0.012, 0.017, and 0.025 respectively, all other times p > 

0.08). 

 The time to the first local extinction (Figure 2.6) varied significantly among 

treatment (F2,9=22.96, p=0.0003).  The no dispersal treatment had significantly shorter 

time to first local extinction than the choice treatment (fdr-adjusted p=0.032), and the 

diffusion treatment showed an intermediate time to first local extinction (diffusion vs. 

choice—fdr-adjusted p = 0.103, diffusion vs. no dispersal—fdr-adjusted p = 0.060). 

DISCUSSION 

The results indicate that independent populations of snails were much less stable 

than metapopulations with dispersal in the face of disturbance: landscapes with no 
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dispersal had more variability in population size among patches and experienced local 

extinction faster.  This result highlights the importance of density-dependent dispersal for 

stability.  Because snails tended to move away from high density, dispersal stabilized 

fluctuations in population size and contributed to increasing the persistence of local 

populations.  This result corroborates the predictions of various arguments (Hansson, 

1991; Hanski, 1998; Bowler and Benton, 2005), mathematical models (Rohani et al., 

1996; Saether et al., 1999; Amarasekare, 2010; Hauzy et al., 2010; Abbott, 2011), and 

other experiments (den Boer, 1970; Otronen and Hanski, 1983; Gonzalez et al., 1998; 

Gundersen et al., 2002) showing the effects of dispersal on stability in metapopulations.  

It is important to note that the effect of dispersal per se on population stability may 

depend on the rate of dispersal or the degree of connectivity among patches: if patches 

are so highly connected that their populations vary synchronously, dispersal may be 

destabilizing (Hanski and Woiwood, 1993; Kendall et al., 2000; Bowler and Benton, 

2005; but see Abbott, 2011).  However, negative density-dependent dispersal per capita 

will tend to promote asynchronous dynamics in population size across patches, and thus 

should be stabilizing in most circumstances (Saether et al., 1999; Bowler and Benton, 

2005; Amarasekare, 2010).  Therefore, in order to predict the effects of connectedness on 

population viability (e.g. for conservation applications), it is important to consider 

whether dispersal is density-dependent (Morris, 2003a). 

The differences between choice treatments (where directed immigration was 

allowed) and diffusion treatments (where immigration was undirected) were more subtle.  

As predicted, snail populations in choice treatments tended to be slightly more stable 
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(less variable and experiencing local extinction more slowly).  However, the small 

magnitude of the difference as well as the limited extent of difference over time suggest 

that snails may not strongly direct their immigration toward lower conspecific density.  

Freshwater snails can sense and respond to chemical cues (e.g. Turner et al., 1999; Pyron 

and Brown, 2015).  Bovbjerg (1968) showed that freshwater snails can detect and move 

toward some particularly nutritious resources at scales like the scale of our experiment.  

Physa has been shown to delay self-fertilization in favor of outcrossing at low density, 

and so it is possible that they could sense conspecific density in that context.  However, 

experiments placing snails in water collected from rearing tanks at different densities 

have suggested that Physa does not seem to use chemical cues alone for this purpose 

(Henry et al., 2006).  The minor difference between the choice and diffusion landscapes 

in our experiment may not represent preferential immigration at all; the difference could 

be explained by an increase in activity (Wojdak, 2009), or slightly higher residence times 

in corridors connected to patches with more resources/lower density (Farnsworth and 

Beecham, 1999; Bartumeus et al., 2005).   

The cues used for directed dispersal and the perceptual range for these cues is an 

open question for most taxa (Lima and Zollner, 1996; Bowler and Benton, 2005).  Many 

vertebrates are expected to have sophisticated responses to conspecific density, social 

factors, and resource levels, but invertebrates might vary more in their responses to these 

cues (Hansson, 1991; Bowler and Benton, 2005).  Some invertebrates are able to sense 

and respond to resources at relatively large scales (e.g. detection of host plants 85m away 

in a butterfly; Conradt et al., 2001), but other taxa seem to have limited ability to sense 
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resources at large scales, and may respond more strongly to density-independent cues 

such as weather (Fahrig and Paloheimo, 1987; Hansson, 1991; Bowler and Benton; 

2005).  Still, our results suggest that even in scenarios where immigration is undirected or 

only slightly directed, dispersal can still show negative density-dependence and be a 

stabilizing force relative to landscapes with no dispersal.   

In environments that vary over both space and time, models predict the evolution 

of conditional dispersal strategies, where organisms move in a directed fashion toward 

higher density of resources (McPeek and Holt, 1992; Belgacem and Cosner, 1995; 

Cosner and Lou, 2003; Cantrell et al., 2006).  This strategy might evolve because 

individuals who can detect and move toward resources would likely have a competitive 

advantage, and therefore a selective advantage, over individuals that cannot.  However, 

dispersal is not only about food resources.  The evolution of dispersal (rate, movement 

patterns, etc.) likely represents a balance of various interacting selective forces including 

inbreeding avoidance, social interactions, kin interactions, and habitat variability (Bowler 

and Benton, 2005; Matthysen et al., 2012).  Therefore, taxa are likely to vary in their 

responses to density. Some taxa even show positive density-dependent dispersal. 

Positive density-dependent dispersal, aka conspecific attraction, can be common, 

especially when population sizes are very small (Smith and Peacock, 1990; Roland et al., 

2000).  Scenarios where conspecific individuals may disperse toward areas of higher 

density could be caused by decreased efficiency foraging or finding oviposition sites, 

decreased defense against predators, or difficulty finding mates at low densities 

(Kuussaari et al. 1998; Parrish and Edelstein-Keshet, 1999), analogous to an “Allee 
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effect”.    Positive density-dependent dispersal might contribute to large shifts in 

population sizes and reduced viability of metapopulations since it promotes extinction in 

low-density patches and synchronous population increases in high-density patches 

(Saether et al., 1999; Bowler and Benton, 2005), but it may also contribute to spatial 

coexistence when species interactions have strong effects on population demography 

(Huxel and McCann, 1998).  Therefore, knowledge of whether and how species move in 

relation to density can help predict whether dispersal is expected to be stabilizing.  In 

general, when dispersal tends to result in more even distributions of abundance relative to 

carrying capacity among patches (as in negative density-dependent dispersal), then 

dispersal is expected to be stabilizing (Kindvall and Petersson, 2000). 

It is unclear whether the results of this population-level experiment might extend 

to metacommunities of interacting species.  Negative density-dependent dispersal in 

response to density of competing species has been shown in some taxa (e.g. Grosberg, 

1981; Denno and Roderick, 1992). This type of dispersal may lead to asynchrony and 

compensatory dynamics between multiple species (Cottingham et al., 2001; Loreau and 

Mazancourt, 2013).  Given that dispersal behavior may have important implications for 

species coexistence (e.g. Schmidt et al., 2000; Grand, 2002; Křivan and Sirot, 2002; 

Amarasekare, 2010), there may thus be an interaction between habitat selection, 

coexistence, and stability (Tessier and Leibold, 1997; Haegeman and Loreau, 2014).  

Inclusion of multiple trophic levels adds further complications.  If a predator was used in 

our experiment to remove individuals rather than a manual disturbance, dynamics may be 

much different.  Choice behavior may result in more clumped distributions relative to 
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random dispersal, due to the combined effects of consumptive removal and non-

consumptive avoidance on population sizes within each patch (positive density-

dependent dispersal as a result of predator avoidance).  This may leave patches even 

more sensitive to disturbance, and if a predator is highly mobile relative to the prey, 

choice behavior may actually be de-stabilizing (Abrams, 1999; Abrams and Ruokolainen, 

2011; see Chapter 3).   

Habitat fragmentation as a result of human activities has caused dramatic changes 

in regional landscapes across the globe, and this fragmentation is a major conservation 

concern (Kindlmann and Burel 2008).  Because fragmentation results in smaller patch 

sizes, it is expected to lead to smaller population sizes within the patches, resulting in 

higher extinction rates, lower dispersal rates, lower diversity, increased sensitivity to 

environmental and demographic stochasticity, and increased inbreeding depression 

(MacArthur and Wilson 1967, Simberloff 1988).  Connectivity among patches by 

dispersing individuals can help overcome these problems (MacArthur and Wilson 1967, 

Kindlmann and Burel 2008), but connectivity might not always be stabilizing (Hanski 

and Woiwood, 1993; Kendall et al., 2000).  Our experiment suggests that negative 

density-dependent dispersal is a strong stabilizing force even in the absence of strongly 

directed immigration.  While this type of dispersal is common across a wide variety of 

taxa (Bowler and Benton, 2005), it is not universal (e.g. Kuussaari et al. 1998).  In order 

to predict whether connectivity is important for the stability of populations, it is important 

to consider how species move relative to population density. 
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FIGURES AND TABLES 

 

A. 

 

B. 

 

Figure 2.1: Mesocosm design.  Panel A is a diagram showing the connections between 

two of the four patches in a connected landscape.  Panel B is a photo of the 

experimental array, showing both connected and unconnected landscapes.   
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Figure 2.2: Diagram showing the different methods for the “diffusion” and “choice” 

treatments (Panel A. and B. respectively).  Abundance of snails in each 

patch is represented by the number in the center of the patch.  In this 

example, the lower right patch in both landscapes was disturbed, and the 

diagram shows the movement of snails from the lower left patch.  In the 

diffusion treatment (A.), the snails moving out of the lower left patch in both 

directions (blue and red stars) are collected, and each individual is randomly 

assigned to one neighboring patch or the other (purple arrows indicating 

mixture of colonists from both emigrant pools).  In the choice treatment 

(B.), the snails moving toward a neighboring patch are moved into that 

patch (immigrants match each different emigrant pool). 
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Figure 2.3: Photograph showing the variation in periphyton (algae growing on surfaces) 

in a corridor connecting a patch with low snail density (top) to a patch with 

higher snail density (bottom). 
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Figure 2.4: Average range in patch population size (mean ± Fisher’s LSD) within each 

type of landscape over time.  Landscapes with no dispersal showed greater 

range in population size during the middle of the experiment relative to 

landscapes with dispersal, indicating uneven distributions of abundance.  

Choice landscapes had lower N ranges than diffusion landscapes, but only at 

a few sampling points. 
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Figure 2.5: Average CV in patch population size (mean ± Fisher’s LSD) within each 

type of landscape over time. Landscapes with no dispersal showed greater 

CV in population size during the middle of the experiment relative to 

landscapes with dispersal, indicating uneven distributions of abundance.  

Choice landscapes had lower CV than diffusion landscapes, but only at a 

few sampling points. 
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Figure 2.6: Average time to first local extinction in each type of landscape.  Landscapes 

with no dispersal had significantly shorter time to first local extinction than 

choice landscapes.  The diffusion landscapes had intermediate values for 

time to local extinction: they did not differ statistically from either the no 

dispersal landscapes or the choice landscapes. 
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Chapter 3: Metacommunities--Non-random colonization affects 

resistance and resilience 

INTRODUCTION 

Habitat choice behavior is predicted to be an important stabilizing factor under 

scenarios of environmental change.  It can prevent regional extinction by allowing 

organisms to distribute themselves into habitats of the highest quality despite changes in 

where high-quality patches occur, and it may allow populations to rebound more quickly 

after disturbances reduce intraspecific density (Diamond, 1975; Rozenzweig, 1981; Holt, 

1987; Rosenzweig, 1991; Holt, 1993, Resetarits, 2001; Resetarits et al., 2005).  In 

addition, density-dependent dispersal should result in decreased population growth rates 

in high-density patches, and increased population growth rates in low-density patches 

(Holt, 1993; Amarasekare, 2010).  Thus, habitat choice should dampen oscillations in 

population sizes among linked patches and contribute to the rescue of populations in low-

density patches.   

The effect of habitat choice on populations might scale up to influence 

community and ecosystem stability as well.  If species experience more intraspecific 

competition than interspecific competition or interact weakly with their resources, more 

stable individual populations might promote stable coexistence and higher species 

diversity (McCann et al., 1998; Kokkoris et al. 1999; Chesson, 2000).  Biodiversity itself 

has been shown to affect the stability of ecosystem attributes such as resilience and 

resistance to disturbance as well, linking community and ecosystem dynamics (e.g. 

Downing and Leibold, 2010). 
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One aspect of stability in communities and ecosystems is resilience, or the ability 

of the system to recover after a disturbance (Downing and Leibold, 2010).  The resilience 

of an ecosystem, in part, depends on how quickly organisms recolonize the disturbed 

habitat, which in turn depends on connectivity among patches in a metacommunity.  If 

organisms prefer to colonize disturbed communities, then their behavior might increase 

the resilience of community and ecosystem processes: communities may recover faster 

than expected compared to a system in which organisms move randomly.  Individuals 

may display this preference for previously disturbed, low-density communities due to less 

competition and/or more resource availability.  This type of negative density-dependent 

dispersal has been shown for both avoidance of intraspecific competition (e.g. breeding 

birds, Fretwell and Lucas, 1969); and interspecific competition (e.g. sessile marine 

invertebrates, Grossberg, 1981).   

Resistance is defined as the ability of the ecosystem to remain unchanged by a 

disturbance.  The effects of dispersal behavior on resistance may depend on the nature of 

the disturbance.  Any event that results in the removal of biomass can be considered an 

ecological disturbance, but the cause of this removal (e.g. predation versus physical 

stress) may result in different outcomes (Rykiel, 1985).  If the disturbance is caused by 

something that the colonizing individuals can detect and avoid, habitat choice may lower 

resistance, compounding the effects of disturbance.  This might happen because the 

disturbance reduces density by removing individuals from patches (i.e. consumptive 

effects), but also reduces density via reducing immigration (i.e. nonconsumptive effects).  
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However, if the cause of the disturbance cannot be detected by dispersing individuals, 

habitat choice should not affect resistance.   

Measurements of community and ecosystem properties in disturbed versus 

undisturbed communities can be used to explore resistance and resilience.  Resistance can 

be viewed as the amount of initial displacement away from undisturbed conditions when 

a community is disturbed, with more displacement corresponding to less resistance.  

Resilience can then be measured as the rate at which disturbed communities converge 

back toward the properties of undisturbed communities (Downing and Leibold 2010).  It 

is useful to calculate the proportional difference (PD) between undisturbed and disturbed 

measurements in order to standardize these measurements across multiple replicates in an 

experiment.  Here, we report the results of a controlled experiment in artificial ponds 

testing whether manipulated differences in dispersal behavior of aquatic insects affect 

resistance and resilience of various community and ecosystem properties.  Following 

Downing and Leibold (2010), we used linear regressions on the PD data to explore both 

the degree of displacement after the disturbance and the rate of convergence back toward 

control values for response variables after the disturbance.  Using fish predation as a 

disturbance and considering that aquatic insects have been shown to avoid fish cues (e.g. 

Resetarits et al., 2005), we predict that habitat choice will increase resilience, but 

decrease resistance relative to random dispersal.  Our predictions for how habitat choice 

will affect resistance and resilience are illustrated in Figure 3.1.   
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METHODS 

A factorial mesocosm experiment was conducted at Brackenridge Field 

Laboratory in Austin, TX to determine the effects of colonization behavior and 

disturbance on aquatic insect communities.  Aquatic insects have been shown to respond 

to a variety of biotic and abiotic factors, such as competitor and predator density, canopy 

cover, nutrient levels, and pesticides, during natural colonization from the surrounding 

environment (Resetarits, 2001; Holyoak et al., 2005; Binckley and Resetarits, 2007; 

Binckley and Resetarits, 2009; Vonesh and Kraus, 2009; Yee et al., 2009).  Mesocosms 

have been used extensively to study habitat choice in pond taxa (Resetarits, 2005; 

Binckley and Resetarits, 2007), and they provide a tractable system for controlled 

factorial experiments (Chalcraft et al. 2005). 

Mesocosms were established March 10, 2014, and each mesocosm was filled with 

300L of well water and inoculated with 800 ml of concentrated pond water and 250 g of 

pine needles, which served as a source of nutrients and substrate.  The ecosystems were 

given 81 days to develop via natural colonization and oviposition of aquatic insects. Two 

factors were manipulated over the course of the experiment: disturbance 

(presence/absence) and habitat choice behavior (presence/absence), for a total of 4 

treatments (Figure 3.2a).  Six replicates of each treatment were established in a 2 by 3 

block structure, with treatments within each block assigned using a random number 

generator.   

The disturbance was a pulse of predation by juvenile green sunfish (Lepomis 

cyanellus).  A single sunfish was introduced into the disturbed tanks on day 81 (total 
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length mean + SE: 7.75 ± 0.21 cm). The fish were removed after 14 days.  Fish affect 

insect communities via consumptive effects on density, and via nonconsumptive effects 

when colonists can choose to avoid mesocosms with fish. 

Habitat choice behavior was manipulated using fiberglass screens which covered 

each mesocosm, with the center of the screen weighted down into the water to allow 

colonization on top of the screen (sensu Binckley and Resetarits, 2007; Vonesh et al., 

2009).  These methods allowed control over whether individuals were choosing where to 

colonize naturally or whether individuals were randomly assigned to the disturbed and 

undisturbed treatment in each block.  In the “choice” treatment, the colonist insects on 

top of the screen were counted and then placed under the screen of their chosen 

mesocosm.  In the “random” dispersal treatment, the colonists from different disturbed 

and undisturbed mesocosms within each block were mixed together in a water sample, 

then the sample was split in half with a plankton splitter wheel (Figure 3.2b).  Each 

randomized sample was haphazardly placed under the screen of the disturbed or 

undisturbed mesocosm from which the colonists were collected.  These treatments 

represent two different dispersal scenarios.  The choice treatment represents the natural 

colonization behavior of the insects, where they are free to choose where to colonize and 

oviposit.  The random treatment represents a scenario in which there is variation in 

disturbance across the landscape, but insects cannot detect this variation and their 

movements are undirected.  In these scenarios, we assume that variation in colonist 

abundance is driven by preferences of the pool of actual colonists.  If individuals have a 

preference, then colonists are concentrated in the preferred habitat and diluted in the 
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undesirable habitat.  Random dispersal can thus be simulated by mixing colonists in 

preferred and undesirable habitats. 

Response Variables 

Our response variables include a variety of community and ecosystem properties.  

The main variables of interest were total abundance and morphotype/species richness 

(hereafter just “richness”) of insects in each mesocosm.  To explore the mechanism of 

changes in richness and abundance within each mesocosm, the abundance and richness of 

insect colonists arriving to each tank were assessed as well.  We also measured total 

productivity and total respiration estimated by measuring changes in dissolved oxygen 

concentrations.  The colonist and resident community composition of aquatic insects, 

productivity, and respiration in each mesocosm was estimated once per week starting at 

the onset of the disturbance (Week 6) and continuing until the end of the experiment 

(Week 10).  Samples of the assemblage of insects (hereafter “insect community”) were 

attempts at censusing the entire community of all individuals larger than 2 mm.  Water 

was collected from each tank into 2 or more 5-gallon buckets, and then a net with 2 mm 

mesh was used to sweep through the mesocosms until 10 consecutive sweeps had no 

insects.  Insects and detritus were placed into the buckets of water, then insects were 

counted and identified to the lowest level possible without magnification and placed back 

into the mesocosm.  If abundance for a given species exceeded 100 individuals, the 

abundance was recorded as 100. 
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Productivity and respiration were measured using daily cycles of dissolved 

oxygen (DO) concentration following Downing and Leibold (2010).  These measures 

were an attempt to include a response variable at the whole-ecosystem scale to see 

whether changes in the insect community impact the function of ecosystems.  DO in 

these ecosystems depends on physical factors such as temperature and wind, but also 

upon the respiration and productivity of the organisms in the mesocosms, with 

phytoplankton contributing the most to both respiration and productivity (Downing and 

Leibold, 2002; 2010).  Given that all mesocosms were in the same place, differences in 

DO among the mesocosms must be primarily driven by differences in the productivity 

and respiration of the organisms, rather than by physical factors.  DO tends to be highest 

in lentic waters about 30 minutes before sunset as a result of accumulating oxygen levels 

from primary producers during the day as a result of the light reactions of photosynthesis.  

DO levels tend to be lowest about 30 minutes before sunrise as community respiration 

has continued in the absence of oxygen production in the dark.  DO was measured using 

a Eureka Manta II multiprobe.  Respiration rates were calculated as the rate of DO loss 

per hour between sunset and sunrise on one day per week.  Productivity rates were 

calculated as rate of DO increase per hour between sunrise and sunset of the next 

consecutive day.  Both measures provide an estimate of respiration and productivity of all 

organisms, with respiration rate encompassing the gross rate of all organisms and 

productivity representing a net value (gross productivity minus the respiration of all 

organisms).  While these variables are related and depend on overall dissolved oxygen 
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levels, each corresponds to different ecosystem processes that were measured 

independently (i.e. different daily cycles) each week. 

Data Analysis 

A repeated-measures ANOVA was used to examine how time and treatment 

affected each response variable directly, as in Figure 3.1a.  Note that the control 

treatment was the treatment with natural colonization and no disturbance.  The 

undisturbed treatment with random colonization, while measured, was excluded from all 

analyses: that treatment only existed as a means to randomize the colonization in the 

“random” treatment.  When significant effects were found, pairwise comparisons with 

Bonferroni corrections were used to determine which groups differed.   

In addition to the direct analysis of response variable dynamics among treatments, 

resistance and resilience were calculated directly using linear regressions of the 

proportional difference between the control and treatment tanks following Downing and 

Leibold (2010; see Figure 3.1b).  These calculations consisted of taking the average value 

of the response variable for the undisturbed, natural colonization treatment (control), and 

subtracting the value of the response variable for each treatment tank for each time step 

after the disturbance.  Linear regression was used to calculate resistance (extent of initial 

displacement) and resilience (convergence slope) for all 6 replicates of each treatment.  

Given the formula for the linear regression of proportional difference (PD = a*time + b), 

displacement can be calculated by the absolute value of the y-intercept (b).  Resistance 

can be calculated as 1 – displacement, since more displacement means less resistance.  
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The convergence slope can be calculated as -1*(sign of b)*a.  After calculating these 

values of displacements and convergence slopes, t-tests were used to compare the 

random-colonization disturbed and choice-colonization disturbed treatments.  All 

univariate analyses were performed in R version 3.5.1. 

Multivariate analyses were also used to compare community structure among our 

treatments.  These comparisons were achieved using PERMANOVA (Permutational 

multivariate ANOVA) on a Bray-Curtis dissimilarity matrix of all samples in Primer–E 

ver. 6 (Clarke and Gorley 2006).  We square-root transformed the abundance data before 

analysis: the square root transformation weakens the influence of the most abundant 

species on observed differences, and this transformation is recommended when 

comparing abundance data (Clarke and Warwick 2001).  These data were visualized 

using NMDS on the Bray-Curtis dissimilarity matrix.  In addition, the taxa that contribute 

most to the observed dissimilarity among times and treatments were explored using the 

SIMPER (similarity percentages) procedure in Primer-E.  The SIMPER results can be 

used to determine which specific taxa contribute most to any observed differences in 

community composition.  It lists the taxa that differ most in abundance among the groups 

of communities that are being compared, and it tells how much each taxon contributes to 

observed dissimilarity among the communities (Clarke and Gorley 2006). 

RESULTS  

The results indicate that fish disturbance resulted in fewer colonist insect species, 

and this lower colonist richness was successfully eliminated by randomization of 
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colonization, resulting in fewer colonist species in the Choice treatment than in either the 

Random or Control treatment (Figure 3.3A, Table 3.1).  Colonist abundance decreased 

over time, and was unaffected by treatment (Figure 3.3B, Table 3.1).  In the census 

samples, treatment interacted with time to affect species richness: the Choice treatment 

had fewer species than the Control treatment when the fish were present in Week 8.  

Census richness in the Random treatment was intermediate between the Control and 

Choice treatments at that time (Figure 3.4A, Table 3.1).  Census abundance was affected 

by time, with lower abundance in all communities later in the experiment than near the 

beginning.  Census abundance was unaffected by treatment, however (Figure 3.4B, Table 

3.1). 

Productivity and respiration were both affected by a treatment*time interaction.  

Treatments with fish tended to have higher productivity and respiration rates when the 

fish were present.  However, the only significant difference among treatments is the 

unexpected drop in both productivity and respiration in week 9 after the removal of the 

fish in the Random treatment relative to the Control and Choice treatments (Figure 3.5, 

Table 3.1). 

For direct measures of resistance and resilience, Choice treatments show less 

resistance in species richness, productivity, and respiration than Random treatments, 

indicating higher sensitivity to disturbance.  However, Choice treatments show higher 

resilience than Random treatments for productivity and respiration, as well as species 

richness if a 1-tailed t-test is used, indicating faster recovery after a disturbance (Figure 

3.6, Table 3.2). 
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Multivariate community composition was affected by both time and treatment, 

but these factors did not have a significant interaction (Figure 3.7, Table 3.3).  Choice 

treatments differed significantly from both Random and Control treatments, while the 

two disturbed treatments did not differ significantly from one another.  Control 

treatments were characterized by higher abundance of Baetid mayfly nymphs and 

Pantala sp. dragonfly nymphs and lower abundance of Culex sp. and Chironomid fly 

larvae than either of the disturbed treatments (Table 3.4).  Community composition 

significantly changed over time, with each week differing from all others except weeks 9 

and 10.  To get a sense of the trajectory of this changing composition, SIMPER 

comparisons of Week 6 and Week 10 are given in Table 3.5.  Most taxa decreased in 

abundance over time, including Culex, Pantala, Tropisternus, Laccophilus, and 

Chironomids.  A few taxa, including both Baetid and Caenid mayflies, and Paracymus 

beetles increased in abundance over time. 

DISCUSSION 

As expected, the results suggest that choice behavior reduced resistance to 

disturbances caused by a predator.  Colonizing insects in the Choice treatment tended to 

detect and avoid predators, and this dispersal behavior reduced species richness beyond 

the effects of consumption by predators alone.  However, upon removal of the predator, 

choice increased the resilience of community and ecosystem properties: Choice 

treatments had higher rates of convergence to control conditions relative to Random 

treatments.  So, while choice behavior exacerbated the effects of disturbance on species 
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richness and ecosystem properties, choice resulted in faster recovery relative to random 

dispersal.  The results highlight the importance of colonization behavior as both a source 

of stability and a source of sensitivity to disturbances, and they suggest that the effects 

non-random dispersal should be considered when predicting species’ responses to 

change. 

Any reduction in density can be considered a disturbance (Rykiel, 1985).  The 

presence of fish can represent a natural, temporary disturbance: small ponds vary 

dramatically in hydroperiod and presence of predators such as fish (De Meester et al., 

2005), especially in ponds in the same watershed that can be linked by periods of rain.  

The avoidance of predators during colonization is a well-known pattern of non-random 

dispersal, and predator presence often supersedes the effects of resources on habitat 

preference (Gilliam and Fraser, 1987; Savino and Stein, 1989; Rosenzweig, 1991; 

Resetarits, 2001; Resetarits et al., 2005; Binkley and Resetarits, 2008).  Reductions in 

prey density caused by predators include both consumptive effects (predation) and non-

consumptive effects (emigration, avoidance, death via stress or altered nutrition, etc., 

Preisser et al., 2005).  While our results corroborate the observation that colonizing 

insects avoid ongoing disturbances from predators, this might not be the case in all types 

of disturbance.  When might a disturbance have these nonconsumptive effects?   

Some types of disturbances other than predation can certainly have both 

consumptive and nonconsumptive effects.  Stream insects have been shown to actively 

avoid chemical toxins via dispersal away from affected areas (Araújo & Ribeiro, 2016).  

Many animals move away from areas under threat of fire, flooding, storms, and other 



 42 

catastrophes (Komarek, 1969; Lytle, 2000; Streby et al., 2015).  In addition, organisms in 

disturbed areas might have induced stress responses that alter nutrition and survival as 

well.  We predict that disturbances will have negative nonconsumptive effects on species 

survival or abundance when the disturbance causes lower ability for resource-gathering 

or when dispersing organisms sense and avoid disturbed patches. 

Given our focus on measuring insects alone, we cannot determine the mechanism 

by which treatment affected productivity and respiration in this experiment.  When fish 

were added, both respiration and productivity tended to increase, perhaps due to direct 

respiration of the fish, whose biomass was probably an order of magnitude more than all 

the insects in the tank, or due to indirect effects of fish on alga abundance.  However, the 

drop in both respiration and productivity in the Random treatment in Week 9 is more 

difficult to ponder, since the Choice treatment (which also had fish) maintained high 

productivity and respiration.  The dissolved oxygen concentrations used to quantify these 

variables are much more dependent on the microbial members of the community, 

particularly phytoplankton, than on insects or fish directly (Downing and Leibold 2002).  

Therefore, differences among our treatments likely represent an indirect effect of insects 

driven by changes in the phytoplankton community.  An alternative hypothesis is that the 

act of mixing water samples from the Random treatment with the undisturbed mesocosm 

we used to achieve random colonization caused unintentional dispersal of microbial taxa 

that affected dissolved oxygen dynamics. 

Other patterns in our data warrant more discussion as well.  First, there is a slight 

increase (not significant) in colonist richness and abundance in the Control treatment 
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during Weeks 7 and 8 when the fish were present in the other treatments, likely 

representing a concentration/compression of colonists based on preference for fishless 

habitats.  The Control treatments were meant to provide a reference condition to explore 

the recovery process, but disturbances around the undisturbed patches might have created 

a “moving baseline” if colonists preferred fishless mesocosms.  However, this isn’t 

necessarily a problem with the design; these types of spatial interactions (i.e. spatial 

contagion, Resetarits and Binkley 2009) among patches likely exist in natural 

metacommunities that vary in local disturbance patterns.  Plus, the same preference 

would have been present in the undisturbed, random colonization mesocosm, ensuring 

that the manipulations of colonization worked as intended. 

Second, the lack of significant fish effects on abundance, both of colonizers and 

of residents, is unusual in natural ponds and mesocosm experiments involving fish (e.g. 

Batzer and Wissinger 1996; Resetarits et al. 2005, Binkley and Resetarits 2005).  By 

including the entire insect community (at least all species >2mm), perhaps we included 

more fish-tolerant taxa that are usually not quantified.  The most abundant taxon in our 

experiment, Chironomid midges, may survive in the presence of fish by building cases of 

detritus and hiding in the benthic portions of ponds.  Many taxa that live in small 

ephemeral ponds have cyclic, opportunistic dispersal patterns among temporary (usually 

fish-less) and permanent (often fish-containing) water bodies as well, suggesting that 

these taxa may have strategies that allow them to coexist temporarily with fish (Batzer 

and Wissinger 1996). 
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Habitat choice behavior is not part of the species sorting process in most 

community models (Leibold et al., 2004; Svensson et al., 2012; Haegeman and Loreau, 

2014), but our results suggest that non-random dispersal is very important form of non-

lethal sorting that can contribute to stability in the structure and function of ecosystems.  

Therefore, habitat choice should be considered when predicting spatial dynamics or 

species’ long-term responses to disturbance and other environmental change. 
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FIGURES AND TABLES: 

 

Figure 3.1: Predicted dynamics of undisturbed, naturally assembling patches (control, 

black line), and disturbed patches with either natural choice behavior (blue 

line) or randomized colonization (red line).  The gray period in Panel A 

shows the onset and extent of the disturbance.  Panel A shows the predicted 

results for the raw data treatment averages, while Panel B shows the 

predicted results of linear regressions, with characteristic y-intercepts 

(displacement from control values) and slopes (rate of convergence toward 

control values) after the proportional difference between control and 

treatment tanks is calculated.  Each of the dotted vertical lines represents a 

sampling point.  Comparing each sample point shows the how predicted 

qualitative treatment differences change over time. 

 

 



 46 

 

 

 

Figure 3.2: Panel A shows the experimental design used to explore the effect of insect 

habitat choice behavior on resistance and resilience.  Disturbed tanks 

received a 2-week pulse of fish predation 81 days after mesocosms were 

established.  Panel B shows the plankton splitter used to mix and divide the 

insect colonists of the disturbed and undisturbed tanks assigned to the 

random colonization treatment.  Note that the undisturbed, random 

colonization treatment only existed to randomize the colonization in the 

“Random” treatment, and that combination was excluded from all analyses. 
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Figure 3.3: The temporal effects of treatment on insect colonization.  Panel A shows the 

average species richness of colonists for each treatment, while Panel B 

shows the average abundance of colonists for each treatment.  Numbers 

were tallied after immigration was manipulated in the random treatment, so 

that each week’s measurements included colonization. The period in which 

fish were placed into disturbed tanks appears in gray on the x-axis.  Fish 

significantly reduced colonist richness in the choice treatment during the 

disturbance.  Treatment did not significantly affect colonist abundance. 
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Figure 3.4: The temporal effects of treatment on insect communities.  Panel A shows the 

species richness of the weekly census samples from each mesocosm, while 

Panel B shows the total abundance of all insects from the same census.  The 

period in which fish were placed into disturbed tanks appears in gray on the 

x-axis.  While fish were present, they significantly altered insect richness, 

but only in the choice treatment.  The random treatment did not differ 

statistically from either the control or the choice treatment.  Treatment did 

not affect insect abundance. 
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Figure 3.5: The temporal effects of treatment on ecosystem productivity and respiration.  

Panel A shows the productivity while Panel B shows the respiration rate 

based on weekly measurements of dissolved oxygen dynamics.  The period 

in which fish were placed into disturbed tanks appears in gray on the x-axis.   
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Figure 3.6: Resistance and resilience from linear regressions of the proportional 

difference, a comparison of treatment tanks versus control tanks (see Fig. 

1B), through time after the disturbance.  Panel A shows resistance effects (1 

– displacement), while Panel B shows resilience (convergence slope) 

effects.  In general, choice behavior reduces resistance, but increases 

resilience relative to random dispersal in both community and ecosystem 

properties (p<0.06 for all comparisons). 
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Figure 3.7: NMDS plots showing similarity in insect community composition in each 

mesocosm based on treatment (Panel A) and sampling time (Panel B).  

Communities that share similar composition based on Bray-Curtis 

dissimilarity appear closer together on the ordination plots.  Both time and 

treatment significantly affected community composition based on 

PERMANOVA. 
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Table 3.1: Results of repeated measures ANOVA on raw data.  When significant overall 

effects or interactions involving treatment were found, pairwise comparisons 

were conducted. 

 

 

 Colonist Richness Colonist Abundance 

Source of Variation DFn DFd F p DFn DFd F p 

Overall Time 4 60 6.597 1.81E-04 4 60 15.344 1.08E-06 

Overall Treatment 2 15 6.028 0.012 2 15 2.143 0.152 

Choice vs. Random    0.115    ns 

Control vs. Random    0.353    ns 

Control vs. Choice    0.004    ns 

Overall Time*Treatment 8 60 1.533 0.165 8 60 1.018 0.432 

         

 Census Richness Census Abundance 

Source of Variation DFn DFd F p DFn DFd F p 

Overall Time 4 60 13.539 6.34E-08 4 60 40.919 1.64E-16 

Overall Treatment 2 15 5.323 0.018 2 15 0.22 0.805 

Overall Treatment*Time 8 60 2.529 0.019 8 60 2.047 0.056 

Choice vs. Random*Week 8    0.572    ns 

Control vs. Random*Week 8    0.101    ns 

Control vs. Choice*Week 8    0.012    ns 

         

 Respiration Rate Productivity Rate 

Source of Variation DFn DFd F p DFn DFd F p 

Overall Time 4 60 27.365 6.05E-13 4 60 10.753 1.23E-06 

Overall Treatment 2 15 1.047 0.375 2 15 1.092 0.361 

Overall Treatment*Time 8 60 7.052 1.59E-06 8 60 5.873 1.53E-05 

Choice vs. Random*Week 9    1.70E-05    1.27E-03 

Control vs. Random*Week 9    0.002    3.10E-04 

Control vs. Choice*Week 9    0.4904    0.706 
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Table 3.2: T-test results comparing the resistance and resilience of disturbed treatments 

based on calculations of proportional difference to control treatments. 

 

 Resistance 

T-test P-values Respiration Productivity Richness 

Choice vs. Random (1-tailed) 0.008 0.016 0.008 

Choice vs. Random (2-tailed) 0.017 0.033 0.015 

    

 Resilience 

T-test P-values Respiration Productivity Richness 

Choice vs. Random (1-tailed) 0.015 0.023 0.062 

Choice vs. Random (2-tailed) 0.030 0.046 0.125 
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Table 3.3: PERMANOVA results showing how time, treatment, and treatment*time 

affect community composition.  When significant overall effects were 

found, pairwise comparisons were conducted. 

 

Source of Variation df Pseudo-F p 

Treatment 2 8.183 0.001 

Control vs. Choice   0.001 

Control vs. Random   0.001 

Choice vs. Random   0.056 

    

    

Time (Weeks) 4 6.943 0.001 

6 vs. 7   0.001 

6 vs. 8   0.001 

6 vs. 9   0.001 

6 vs. 10   0.001 

7 vs. 8   0.012 

7 vs. 9   0.001 

7 vs. 10   0.001 

8 vs. 9   0.001 

8 vs. 10   0.003 

9 vs. 10   0.073 

    

Time*Treatment 8 1.051 0.378 
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Table 3.4: SIMPER results showing the 10 taxa that contributed most to differences in community 

composition among treatments, and their average abundance in each treatment. 

 Species 
Av.Abund  
Control 

Av.Abund 
Choice Contrib% 

Control vs. Choice                                
(Av. Dissimilarity = 39.1) 

Baetid naiad 0.75 2.93 16.64 

Pantala sp. 6.69 4.76 13.62 

Culex sp. 2.97 1.85 11.58 

Chironomid larva 8.02 9.01 8.39 

Microvelia sp. 1.16 1.09 5.36 

Tropisternus lateralis 0.84 0.13 4.9 

Paracymus sp. 1.11 0.45 4.84 

Berosus ordinatus 0.64 0.11 3.59 

Tropisternus sp. larva 0.78 0.26 3.41 

Caenid naiads 0 0.56 2.89 

 Species 
Av.Abund  
Control 

Av.Abund 
Random Contrib% 

Control vs. Random                                
(Av. Dissimilarity = 34.3) 

Pantala sp. 6.69 5.18 13.22 

Culex sp. 2.97 3.57 12.96 

Baetid naiad 0.75 1.53 11.01 

Chironomid larva 8.02 9.1 9.82 

Microvelia sp. 1.16 1.2 6.42 

Paracymus sp. 1.11 0.72 5.55 

Tropisternus lateralis 0.84 0.4 4.68 

Tropisternus sp. larva 0.78 0.31 4.07 

Berosus ordinatus 0.64 0.18 3.92 

Enochrus sp. 0.28 0.26 2.53 

 Species 
Av.Abund  
Choice 

Av.Abund 
Random Contrib% 

Choice vs. Random                               
(Av. Dissimilarity = 32.3) 

Baetid naiad 2.93 1.53 21.72 

Culex sp. 1.85 3.57 16.3 

Pantala sp. 4.76 5.18 11.47 

Chironomid larva 9.01 9.1 7.5 

Microvelia sp. 1.09 1.2 6.23 

Caenid naiads 0.56 0.18 4.57 

Paracymus sp. 0.45 0.72 3.47 

Laccophilus larva 0.34 0.43 2.99 

Tropisternus lateralis 0.13 0.4 2.97 

Liodessus sp. 0.67 0.5 2.86 
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Table 3.5: SIMPER results showing the taxa that contributed most to differences in 

community composition among the most different time points (week 6 and 

week 10), and their average abundance at each time point. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Week 6 vs. Week 10 (Avg. Dissimilarity = 44.9) 

Species 
Av.Abund        
Week 6 

 Av.Abund        
Week 10 Contrib% 

Culex sp. 8.31 0.11 30.6 

Baetid naiad 1.24 2.78 11.92 

Pantala sp. 6.57 5.86 7.05 

Chironomid larva 10 8.5 5.75 

Tropisternus sp. larva 1.4 0.11 5.28 

Laccophilus larva 1.22 0.06 4.53 

Microvelia sp. 1.88 1.18 4.3 

Paracymus sp. 0.7 1.12 4.1 

Liodessus sp. 0.66 0.6 2.45 

Caenid naiads 0 0.68 2.34 

Tropisternus lateralis 0.51 0.25 2.09 

Helophorus sp. 0.5 0.11 2.02 

Berosus ordinatus 0.48 0.17 2.02 

Helochares sp. 0.34 0.21 1.56 

Agabus sp. 0.36 0.06 1.44 

Rhantus sp. larva 0.36 0 1.41 

Enochrus sp. 0.16 0.25 1.25 
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Chapter 4: Metaecosystems--Pulsed nutrient and plankton inputs have 

little effect on the stability of assembling rock pool communities 

 

INTRODUCTION:  

 

 In Chapter 2 and Chapter 3, I discussed the influences of dispersal on 

metapopulations and metacommunities respectively.  Chapter 4 represents an attempt to 

study the interaction between dispersal and flows of resources in a metaecosystem 

framework.  Metaecosystems are systems of connected ecosystems, with dispersal of 

organisms as well as abiotic flows (e.g. of nutrients) connecting patches of similar 

habitat.  Flows of abiotic components of ecosystems have long been recognized as 

important components of ecosystems (Odum and de la Cruz, 1963; Wallace et al., 1999), 

and have been studied mostly as inputs into a receiving ecosystem patch (i.e. “spatial 

subsidies” or “allochthonous inputs” of materials; Polis et al., 1997).  Both theory and 

experiments have been used to show that nutrient flows can affect diversity and stability 

in ecosystems (e.g. Anderson and Polis, 2004; Butzler and Chase, 2009; Gravel et al., 

2010).  There may be multiple mechanisms responsible for the effect of these inputs on 

communities, since resource inputs can affect birth rates, death rates, and movement rates 

of species, both directly and indirectly (Yang et al., 2008; Holt, 2008). 

Theory predicts that flows of nutrients from outside a patch can sometimes 

stabilize communities and promote population persistence, coexistence, and greater 

biodiversity within patches.  This stabilization can occur if nutrient flows weaken trophic 

interactions (Huxel and McCann, 1998; Huxel et al., 2002) or promote population growth 



 58 

of less abundant species or resource pulse specialists (Holt, 2008; Gravel et al. 2010).  

However, nutrient flows can also destabilize communities if they promote stronger 

predator-prey interactions or they benefit abundant species more strongly than less 

abundant species (i.e. the “Paradox of Enrichment” sensu Rosenzweig, 1971; Huxel and 

McCann, 1998; Huxel et al., 2002; Gravel et al., 2010).  Most theoretical models of such 

nutrient flows consider inputs to be constant over time (Huxel and McCann, 1998; Huxel 

et al., 2002; Gravel et al., 2010), but many observations of nutrient inputs show that they 

can occur in pulses that vary in timing and magnitude (Nowlin et al., 2007).  Pulsed 

inputs have been modeled less frequently, but these models also predict that the effects of 

inputs on stability and diversity still depend on whether the inputs covary with species 

abundances and how the inputs affect the strength of competitive and trophic interactions 

(Tilman and Kilham, 1982; Huston and DeAngelis, 1994; Chesson, 2000; Takimoto, 

2002; Holt, 2008).  Pulsed inputs may have strong effects on ecosystems, possibly even 

promoting switches to alternative stable states (Holt, 2008).  

Many of the theoretical predictions of how nutrient inputs affect biodiversity and 

stability have been tested experimentally, since there is extensive interest in 

anthropogenic nutrient pollution (Vitousek et al., 1997; Jeffries, 2000).  While many 

predictions of theory are supported, such as the destabilizing effects of large nutrient 

inputs (e.g. Anderson and Polis, 2004), some studies show idiosyncratic effects of 

nutrients inconsistent with the predictions of theory, perhaps due to species-specific 

responses to nutrient addition, unpredictable trophic interactions, or differing scales of 

these experimental studies (Leibold et al., 1997; Chalcraft et al., 2008; Butzler and Chase, 
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2009; Weber and Brown, 2018).   This inconsistency suggests that more empirical tests of 

theory isolating different aspects of resource inputs might help understand this variation 

in results.  Butzler and Chase (2009) show that the timing of pulsed inputs (i.e. the 

nutrient “loading rate”) might be as important as the total amount of material moving. 

Here, we report the results of an experiment manipulating the loading rate of dry 

sediment inputs in small aquatic ecosystems.  Movement of sediment in aquatic systems 

is a particularly important flow of materials that can affect biodiversity and ecosystem 

function (Van der Meulen et al., 2016).  Sediments are a major source of nutrients such as 

nitrogen and phosphorus in these systems, and inputs of sediment can have large impacts 

on productivity (e.g. Barko and Smart, 1981).  However, in ephemeral aquatic systems 

such as rock pools, sediments are also a major source of dormant or diapausing 

organisms, including bacteria, algae, and invertebrate eggs, with adaptations to survive 

dry periods (Hairston and Kearns, 2002; Jones et al., 2010).  Therefore, sediments allow 

some taxa to disperse both spatially (via sediment flows, Brendonck and De Meester, 

2003) and temporally (via delayed hatching/regeneration; Evans and Dennehy, 2005; 

McCarthy, 2015).  Therefore, our experiment simultaneously explores inputs of nutrients 

and organisms.  Movement of individuals can also affect stability in populations and 

communities (see Chapters 2 and 3).  We attempt to disentangle the effects of these 

different aspects of sediment inputs by including a treatment in which the sediment was 

sterilized, thus presumably only containing non-living material. 

Many empirical studies of abiotic flows test the effects of inputs on already-

assembled communities (e.g. Nowlin et al., 2007; Butzler and Chase, 2009; Weber and 
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Brown, 2018).  Experiments exploring the effects of nutrient flows and 

colonization/community assembly simultaneously are rare (but see Binckley and 

Resetarits, 2008; McCarthy, 2015).  Given that nutrient flows might affect dispersal and 

colonization behavior (Yang et al., 2008; Holt, 2008), focusing on assembling 

communities can provide insight into how variable sediment inputs impact the 

community of organisms that develops both through local processes of birth and death 

and through regional processes of spatial dispersal.  Our overall question is therefore the 

following: how do variable inputs of diapausing organisms and/or nutrients in sediment 

affect diversity and stability of communities in small ephemeral pools?  We predict that a 

large pulse of sediment will be destabilizing, promoting large unstable fluctuations as in 

Anderson and Polis (2004), resulting in more temporal variability in abundance and 

lower species diversity.  We predict that smaller pulses of sediment (both relative to large 

pulses and relative to no sediment inputs) will promote weaker interactions and 

population persistence, therefore stabilizing abundances and promoting diversity as 

predicted by Huxel and McCann (1998). 

METHODS: 

Model System 

  Our experiment was conducted in artificial containers that replicate the 

conditions found in small, ephemeral freshwater systems such as rock pools.  Rock pools 

and other temporary water bodies are common in most places (Vanschoenwinkel et al., 

2010), and Central Texas is no exception.  Only about 20% of Texas streams and rivers 
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are considered permanent; the remaining 80% experience dry-down during times with 

little rainfall and/or high evapotranspiration (TCEQ, 2009).  Dry stream beds often 

contain numerous depressions that hold water long after flow has ceased and can fill 

independently of stream flow during rain events (e.g. Baron et al., 1998).  Our 

experiment models these types of pools that experience occasional flooding and sediment 

deposition.  These pools make a good model system because they have discrete borders 

and relatively simple communities, and thus artificial mesocosms can be used to recreate 

temporary pond communities that approach the complexity of natural systems (Wilbur, 

1997).   

 Small freshwater pools are often characterized by dry and wet stages, with 

predictable successional changes during a period of inundation.  Typically, the first 

colonists of a newly flooded pool are those that are present in the sediment “egg bank”, 

including microbes and zooplankton.  If overland flow fills a pool, then organisms can 

also be transported from upstream as well.  Aerial and terrestrial colonists such as aquatic 

insects, snails, and frogs become increasingly important as the pool persists 

(Vanschoenwinkel et al., 2010). 

Mesocosm Experiment 

To explore how flows of materials interact with community assembly, a 

mesocosm experiment was conducted across different sites in Central Texas.  Eight sites 

were chosen, with one replicate of the experiment at each site.  One benefit of using 

different sites is that it allowed exploration of the process of community assembly in sites 
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with different pools of aerial colonists, ensuring each replicate was an independent test of 

how input dynamics affect colonization and community assembly.  To determine whether 

any large-scale variation among sites might account for variation in the effects of the 

experimental treatments on community dynamics, the sites were divided into 2 spatial 

blocks.  The “western” block included 4 sites in western Travis County and Hays County, 

TX in the Edward’s Plateau ecoregion, while the “eastern” block included 4 sites in 

eastern Travis County and Bastrop County, TX in the Blackland Prairie and East Central 

Texas Plains ecoregions (TPWD, 2011; Figure 4.1). 

 Within each site, four mesocosms were established: one for each sediment input 

treatment.  One treatment (0g) received no sediment at all and was set up with water 

alone.  The community that developed in these mesocosms were thus completely reliant 

on leaf fall and dust inputs for carbon and most nutrients (those not found in well water).  

The other three treatments all received 250 grams of sediment but differed in the nature 

of the inputs.  One treatment (250g) received all 250 grams as a single pulse at the 

beginning of the experiment.  The second sediment treatment (50g) consisted of 50-gram 

pulses of living sediment every two months over the course of a year.  The final sediment 

treatment (50ga) had input dynamics like the 50g treatment, but after the initial dose of 

sediment, the sediment inputs for the rest of the experiment were sterilized in an 

autoclave to kill any resting stages of organisms.  The 50ga treatment thus contained the 

nutrients in the sediment, but presumably no organisms after the initial inoculation. 

 Sediment was collected from 4 ponds in Travis county: two in the Edward’s 

Plateau ecoregion and two in the Blackland Prairie ecoregion.  All sediment was mixed 
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and homogenized by hand before being introduced into the mesocosms.  Mesocosms 

were established with water and the initial sediment dose on 9 July 2016.  These 

mesocosms consisted of clear polyurethane containers with a volume of 53 L.  Well 

water from a single source at Brackenridge Field Laboratory in Austin, TX was used to 

fill all mesocosms.  They were left open to natural colonization and leaf fall.  However, 

disturbance by mammals (using the pools as a water source) was evident after the first 

sampling, and so all mesocosms were covered with coated wire fencing with 5*10cm 

mesh size.  After initial filling, the hydrology of the mesocosms varied naturally with rain 

events.  The experiment was sampled opportunistically following rain events if they 

occurred about two months after the preceding sampling event.  These rain events did not 

affect all sites equally, and some sites had low water levels at the time of sampling.  Any 

mesocosm with a water depth of <10 cm was not sampled. 

 We focused on all macroinvertebrates for community measurements.  The 

community of insects and crustaceans in each mesocosm was sampled approximately 

every two months over the course of a year (sampling dates in October, December, 

February, May, and July).  All macroinvertebrates that were visible from the surface were 

counted and identified non-destructively (i.e. without removing them) in the field.  

Identification was based on previous sampling and identification efforts in Central Texas 

following Merritt and Cummings (1996).  Zooplankton could not be identified in the 

field, and thus were sampled destructively and identified in the lab following Thorp and 

Covich (2009).  A 500-mL water sample, which consisted of a 250-mL subsample at the 

surface and a 250-mL subsample near the sediment, was filtered through a 100-µL sieve 
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and washed into a sample vial with 70% ethanol in order to estimate crustacean 

zooplankton abundance in each mesocosm.  Two sweeps with a 10*7cm aquarium net 

(mesh size 2mm) were taken to look for any unobserved species of benthic 

macroinvertebrates, which were counted and returned to the tank.  

Response Variables and Data Analysis 

Species richness and total community abundance based on all sampling 

techniques together was recorded for each mesocosm.  To explore temporal variability in 

richness and abundance, the temporal coefficient of variation (CV) of richness and 

abundance was calculated for each treatment.  In order to see if egg bank and aerial 

colonizers responded differently to sediment inputs, the communities of egg bank 

colonizers (mostly crustaceans) and aerial/terrestrial colonizers (mostly insects) were also 

analyzed separately.  A split-plot, repeated-measures ANOVA was used to examine how 

time and treatment affected these response variables.  When significant effects were 

found, pairwise comparisons with False Discovery Rate (fdr) corrections were used to 

determine which groups differed.  Spatial block (eastern vs. western sites) was included 

in the model as a random factor.  All univariate analyses were performed in R version 

3.5.1.  Samples that were not taken due to low-water conditions were excluded from all 

analyses. 

Multivariate analyses were also used to compare community structure over time 

and among sediment treatments.  Permutational multivariate ANOVA (PERMANOVA) 

was performed on a Bray-Curtis dissimilarity matrix of all samples in Primer–E ver. 6 
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(Clarke and Gorley 2006).  Abundance data was square-root transformed before analysis: 

the square root transformation weakens the influence of the most abundant species on 

observed composition differences, and this transformation is recommended when 

comparing abundance data (Clarke and Warwick 2001).  NMDS on the Bray-Curtis 

dissimilarity matrix were created as a visual representation of the differences observed in 

the PERMANOVA.  The SIMPER (similarity percentages) procedure in Primer-E was 

employed to determine the taxa that contribute most to the observed dissimilarity among 

times and treatments.  This procedure lists the taxa that differ most in abundance among 

the groups of communities that are being compared, and it tells how much each taxon 

contributes to observed dissimilarity among the communities (Clarke and Gorley 2006). 

 

RESULTS: 

 

 Species richness (Figure 4.2) was low; there were usually only 2-6 species per 

mesocosm.  When comparing species richness among treatments and sampling dates, 

there was a significant overall effect of treatment (F3,28=3.123, p=0.042) and time 

(F1,79=25.697, p<0.0001), but no treatment-by-time interaction (F3,79=0.908, p=0.441).  

Pairwise differences indicate that the 50g treatment had significantly higher richness than 

the 0g treatment over the course of the experiment (fdr-corrected p=0.021), but no other 

sediment treatments differed (all other p>0.129).  Species richness generally increased 

with time, with the highest values in May and the lowest values in December.  Richness 
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differed in the following comparisons: Dec-Feb, Oct-May, Dec-May, Feb-May, Dec-Jul 

(fdr-adjusted p<0.004).  All other time comparisons did not differ (fdr-adjusted p>0.065). 

 Total community abundance (Figure 4.3) did not vary with sediment treatment 

(F3,28=0.949, p=0.431), nor was there a treatment-by-time interaction (F3,79=2.273, 

p=0.0865).  Abundance did vary over time (F1,79=11.204, p=0.001), with higher 

abundances in May (May vs. all other times, fdr-adjusted p<0.031).  Abundance was also 

higher in July than in December (fdr-adjusted p=0.030), but all other time comparisons 

had similar total abundance (all other p>0.200). 

 Variation in richness and abundance was explored by comparing the temporal CV 

among treatments (Figure 4.4).  The CV of species richness did not vary among treatment 

(F3,21=0.922, p=0.447), but the CV of abundance did (F3,21=4.044, p=0.020).  Pairwise 

comparisons indicate that abundance was more variable in the 0g treatment relative to the 

250g treatment and the 50ga treatment (fdr-corrected p<0.05). 

 Looking at only the organisms that hatch from the egg bank (crustaceans, mites, 

and flatworms; Figure 4.5), richness and abundance changed seasonally (F1,77>19.3, 

p<0.0001) similar to the observed pattern for the entire community, but richness and 

abundance were not affected by sediment treatment (F3,28<2.34, p>0.090) or the 

interaction between treatment and time (F3,77<0.748, p>0.527).  The CV of richness and 

abundance did not vary with treatment when looking at only the egg bank community 

(F3,21<1.51, p>0.242; Figure 4.6). 

Looking at the aerial/terrestrial colonists alone (insects and amphibians; Figure 4.5), 

richness patterns mirrored the patterns from the egg bank taxa, with a seasonal increase in 
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richness (F1,79=5.66, p=0.020), but no effect of sediment treatment (F3,28<1.65, p>0.200) 

or the interaction between treatment and time (F3,79<1.06, p>0.373).  Insect abundance 

was not significantly effected by treatment, time, or the interaction between treatment and 

time (F<2.07, p>0.111).  However, the CV of abundance varied with treatment 

(F3,21=3.651, p=0.029), with the 0g treatment showing higher variability in abundance 

than the 50ga treatment (fdr-corrected p=0.022).  The CV of richness was not affected by 

treatment in the terrestrial colonist data (F3,21=1.01, p=0.409; Figure 4.6). 

Multivariate analyses showed significant effects of time (Pseudo-F=5.678, p<0.001), 

but neither treatment nor the treatment-by-time interaction affected multivariate 

community structure (Pseudo-F<0.929, p>0.564; Figure 4.7).  Pairwise differences in 

community composition among the different sampling dates showed no differences in the 

Oct-Dec comparison (p=0.074), but all other times differed from each other in 

multivariate community composition (all other p<0.015).  The SIMPER procedure 

showed a seasonal change in which Culex sp. mosquitoes and Pantala sp. dragonflies 

decreased in abundance from fall to spring, while Ceriodaphnia sp., chironomids, 

Culiseta sp., ostracods, Aedes sp., and Anopheles sp. increased in abundance from fall to 

spring.  Multivariate analyses could not be performed on egg bank taxa vs. 

aerial/terrestrial colonizers because these community subsets were absent in several 

samples, resulting in undefined comparisons in the Bray-Curtis dissimilarity matrix 

(Table 4.1). 
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DISCUSSION: 

 

 Our results show little support for the idea that small pulses of sediment inputs are 

stabilizing relative to no sediment inputs or large sediment inputs, as predicted by theory 

(Huxel and McCann, 1998; Huxel et al., 2002; Takimoto, 2002; Gravel et al. 2010).  

Small pulses of live sediments resulted in higher species richness than the “no sediment” 

treatment.  This result suggests that pulsed inputs of resting-stage individuals might have 

spatially subsidized rare species in the zooplankton, promoting coexistence and 

increasing diversity (sensu Mouquet and Loreau, 2003).  Small pulses of sterilized 

sediment resulted in more stable total abundance values relative to no sediment inputs.  

The mechanism of this stabilization in our experiment is difficult to determine but is 

likely due to nutrient flows weakening predator-prey interactions (Huxel and McCann, 

1998; Morrin, 1999; Huxel et al., 2002) and/or promoting population growth of less 

abundant species (Holt, 2008; Gravel et al. 2010; see discussion of egg bank vs. aerial 

colonizers below).  The treatment with one large pulse of sediment at the beginning 

showed intermediate levels of stability: not as stable as the smaller sediment inputs, but 

not as unstable as the no-sediment treatment.  Overall, our data show that sediments can 

affect stability, and smaller pulsed inputs might be more stabilizing than a single large 

pulsed input, as predicted by theory and supported by some empirical studies of input 

dynamics (Huxel and McCann, 1998; Takimoto, 2002; Holt, 2008; Weber and Brown, 

2016). 

 When comparing the results for taxa that hatch from the egg bank vs. taxa that 

colonized the mesocosms aerially/terrestrially, the effects of sediment treatments were 
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generally weaker for egg bank taxa.  This seems somewhat counter-intuitive since the 

sediment input treatments should have directly affected the egg bank taxa by moving 

resting-stage individuals.  The cues used by egg bank taxa to initiate hatching are not 

completely understood, but they include temperature, inundation, dissolved oxygen 

concentration and photoperiod (Hairston and Kearns, 2002; Gyllström and Hansson, 

2004).  There is little evidence that egg bank taxa terminate diapause in response to 

resource levels (Gyllström and Hansson, 2004).  Therefore, input of resources in the 

sediment in our experiment is decoupled from most hatching cues in egg bank taxa, and 

thus their responses to resource levels are likely more controlled by birth/death processes 

after hatching.  A meta-analysis by Yang et al. (2010) suggests that strong numerical 

responses to resource pulses are most often driven by immigration rather than increases 

from within a community.  In addition, in taxa that respond to inputs via reproductive 

processes, responses to resource availability tend to be more lagged relative to taxa that 

respond to inputs via dispersal (Yang et al., 2010).  These patterns are corroborated by 

our data: taxa that colonized aerially or terrestrially showed stronger responses to 

sediment treatments, with higher diversity and lower variation in abundance in the 

treatments with small pulses of sediment.  The assembling community of aerial/terrestrial 

colonizers mostly consist of species with active dispersal, and many may have the ability 

to choose habitats based on resource levels (e.g. Resetarits, 2005; Binckley and 

Resetarits, 2008).  Habitat choice can both weaken predator-prey interactions (e.g. spatial 

avoidance by prey, Resetarits, 2005) and promote population growth of less abundant 

taxa (e.g. density-dependent dispersal, Holt, 1993; Amarasekare, 2010; Chapters 2 and 3).  
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Thus, habitat choice is the likely reason that sediment input dynamics affected stability 

more in actively dispersing taxa relative to egg bank taxa in our experiment. 

 Another interesting result regarding egg bank species is that most of these taxa 

(6/11 species) were able to colonize the no-sediment treatment. Not much is known about 

the spatial dispersal capacity of egg bank species independent of sediment flows 

(McCarthy, 2015), but it is known that the resting stages of some taxa can disperse 

aerially as dust in the wind (Vanschoenwinkel et al., 2008), and that resting stages and 

active stages can disperse among patches via insect, bird, and mammal vectors (Van de 

Meutter et al. 2008; Allen, 2007, but see Jenkins and Underwood, 1998).  In our 

experiment, there was strong evidence of raccoons and other mammals interacting with 

the mesocosms (tracks, disturbance, and rapid water loss), providing one likely source of 

vectored dispersal among the sediment treatments within a site.  While this interaction 

may have weakened the differences among our treatments, it does represent a natural 

phenomenon that could affect community dynamics in nature, and the opportunity for 

mammal-mediated dispersal was similar among all replicates in the experiment. 

Pulse magnitude in our experiment seemed to have only weak effects on stability.  

Weak or inconsistent effects of pulse magnitude have been found in other empirical 

studies of pulsed inputs.  Weber and Brown (2018) manipulated inputs of dead fish in 

mesocosms, simulating winter fish mortality in lakes.  They found little effect of the 

amount of fish inputs on ecosystem stability, perhaps due to the limited biomass of inputs 

in the experiment. Nowlin et al. (2007) manipulated inputs of cicadas into mesocosms 

and found that increasing input biomass stabilized populations of predatory taxa, but 
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herbivores and primary producers showed greater stability at low or intermediate input 

levels.  This is like the large effect of nutrient loading rates on phytoplankton observed by 

Butzler and Chase (2009).  The weak effects of sediment input magnitude could therefore 

be due to too little variation in magnitude among sediment treatments or differential 

responses to pulse magnitude by different taxa.  A more likely explanation, however, is 

that the time scale of sampling in our experiment was too broad to see all the effects of 

pulsed inputs.  Pulses in aquatic systems tend to happen quickly, and responses tend to 

happen over short time scales with little lag (Yang et al. 2010).  This transient effect is 

likely even stronger in small rock pools, where many species are specialists in rapid 

colonization and short generation times as adaptations to ephemeral water sources 

(Vanschoenwinkel et al., 2010).  Many of the community responses to resource pulses in 

our experiment could have happened over shorter time scales.  Transient dynamics after a 

single pulse event and the interacting effects of recurring inputs over longer periods are 

both important to understanding the effects of inputs in ecosystems (Holt, 2008), and 

while we focused on long-term effects, future studies could strive to characterize effects 

at both scales.  Even with this limitation, we still observed some of the stabilizing effects 

of inputs in our experiment.  In ephemeral communities such as rock pools, exploring the 

long-term effects of inputs and disturbance can help us understand how the populations 

that inhabit these systems are able to persist (Holt, 2008). 

 The inclusion of the treatment with autoclaved sediments was an attempt to 

isolate the effects of inputs of resting-stage organisms and the effects of nutrient/material 

input in the long-term sediment pulses.  In general, the two long-term low-magnitude 
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pulse treatments (50g and 50 ga) showed similar results: higher richness and more stable 

populations than the no-sediment treatment and the single large pulse treatment.  

However, the effects for species richness were slightly stronger with living sediments and 

the effects for abundance stability was slightly stronger with nutrients only.  There is a 

possibility that the nutrient inputs of these two treatments are not completely equivalent 

despite using the same amount of sediment in each treatment: autoclaving sediments can 

increase the amount of nutrients released from them (Tuominen et al., 1994).  However, 

these two treatments are still representative of long-term, low-magnitude inputs relative 

to the treatment with a single large pulse and the treatment with no sediment inputs, and 

so while direct comparisons of these two aspects of sediment inputs are difficult, the 

overall conclusions of the experiment are not affected. 

While the effects of pulsed inputs of nutrients and detritus on food web structure, 

composition, and productivity in aquatic ecosystems have received considerable attention 

(e.g. Jeffries, 2000; Rubbo and Kiesecker, 2004; Williams et al., 2008), the role of these 

inputs on temporal stability has been tested less frequently (Anderson and Polis, 2004; 

Nowlin et al., 2007; Weber and Brown, 2018).  Resource pulses are increasingly 

recognized as an important phenomenon in ecosystems, and both theoretical and 

empirical work suggests the can have large impacts on diversity and stability (Huxel and 

McCann, 1998; Huxel et al., 2002; Takimoto, 2002; Anderson and Polis, 2004; Nowlin et 

al., 2007; Gravel et al. 2010; Weber and Brown, 2018).  Ecosystem stability is expected 

to be particularly important in many applications, including the design of reserves, 

prediction of species responses to disturbance, conservation of rare species, and the 
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control of pests (Kendall et al., 2000).  Given that resources pulses are common in many 

ecosystems (Yang et al., 2010), studying the effects of such pulses is integral to our 

understanding of temporal variation in ecosystems. 
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FIGURES AND TABLES: 

 

 

 
 

Figure 4.1: Location of all 8 experimental replicates, showing which replicates are in the 

western block and which are in the eastern block.  Ecoregions map is from 

TPWD (2011). 
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Figure 4.2: Mean species richness (± SE) over time for each of the four sediment input 

treatments.  Species richness changed seasonally, with a peak in diversity in 

May.  In addition, the 50g treatment had significantly higher species 

richness than the 0g treatment over the course of the experiment.  The effect 

of treatment on species richness did not change over time. 
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Figure 4.3: Mean total community abundance (± SE) over time for each of the four 

sediment input treatments.  Total abundance changed seasonally, but it was 

not affected by sediment treatment or a treatment-by-time interaction. 
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Figure 4.4: Coefficient of variation (mean ± SE) in species richness (Panel A.) and 

abundance (Panel B.) among treatments for the entire macroinvertebrate 

community.  Variation in species richness was similar across treatments.  

Variation in abundance was highest in the 0g treatment and lowest in the 

50ga treatment. 
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Figure 4.5: Richness and abundance data for taxa that hatch from the egg bank (Panels 

A. and C.) and taxa that colonize aerially or terrestrially (Panels B. and D.).  

Richness and abundance for both sets of taxa varied over time, but sediment 

treatments did not differ. 
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Figure 4.6: Coefficient of variation (±SE) in richness and abundance data for taxa that 

hatch from the egg bank (Panels A. and C.) and taxa that colonize aerially or 

terrestrially (Panels B. and D.).  Only the aerial colonizers showed treatment 

differences, with more variable abundance in the 0g treatment relative to the 

50ga treatment. 
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Figure 4.7: NMDS plots showing similarity in community composition in each 

mesocosm based on treatment (Panel A) and sampling time (Panel B).  

Communities that share similar composition based on Bray-Curtis 

dissimilarity appear closer together on the ordination plots.  There were 

seasonal changes in community composition, but sediment input treatment 

did not affect community composition. 
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Table 4.1: Temporal change in community composition, showing the taxa that contribute 

most to the difference in the two most dissimilar sampling dates: October 

and February. 

 

October vs. February (Average Dissimilarity = 79.63) 

Species 

Avg. 
Abundance 

October 

Avg. 
Abundance 

February Contrib% 

Culex sp. A 7.06 3.72 26.15 

Ceriodaphnia sp. 1.24 3.71 13.86 

Chironomidae 0.99 2.55 11.14 

Culiseta sp. 0 1.86 8.6 

Ostracod A 0.15 2.7 8.53 

Aedes sp. 0.55 1.44 6.38 

Anopheles sp. 0.05 1.08 4.24 

Mite 0.15 0.71 2.89 

Pantala sp. 0.6 0 2.64 

Culex sp. B 0 0.86 2.46 

Collembola 0.34 0.3 2.23 

Ostracod B 0 0.62 1.95 
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Chapter 5: Conclusions--The effects of habitat selection behavior on the 

stability of populations, communities, and ecosystems 

 

 

POPULATIONS: 

 

In an experiment manipulating dispersal among local snail populations, the results 

indicated that dispersal per se was important for dampening fluctuations of density 

caused by stochastic disturbances.  Dispersal stabilized fluctuations in population size 

and contributed to increasing the persistence of local populations because the net 

movement of snails was away from areas of high density and towards areas of low 

density, promoting asynchrony among populations.  The snails seemed to have a slight 

preference for low density when immigrating, and the treatment where immigration 

choices were allowed had the longest metapopulation persistence and the least variable 

local population size.  However, most of the stabilizing effect of dispersal seems to come 

from increased emigration when snail density was high, analogous to a diffusive process.  

But because diffusion tends to result in movements that show negative density-

dependence, even in scenarios where immigration is undirected or only slightly directed, 

dispersal can still be a strong stabilizing force relative to landscapes with no dispersal or 

landscapes with dispersal that does not depend on density.   

COMMUNITIES: 

In communities of competing species, habitat choice and density-dependent 

dispersal might also contribute to asynchrony among species, thus promoting diversity 
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and more stable communities over time.  However, inclusion of multiple trophic levels 

complicates the effects of habitat choice behavior on stability.  In an experiment 

manipulating immigration behavior of aquatic insects during and after a pulse of fish 

predation, the results showed that choice behaviors initially decrease stability: when 

insects can choose where to colonize, most species avoid fish and thus patches experience 

losses in diversity and ecosystem function.  However, upon removal of the predator, 

choice increased the resilience of community and ecosystem properties.  So, while choice 

behavior exacerbated the effects of disturbance on species richness and ecosystem 

properties, choice resulted in faster recovery relative to random dispersal.  The results 

highlight the importance of colonization behavior as both a source of stability and a 

source of sensitivity to disturbances when multiple trophic levels are involved. 

ECOSYSTEMS: 

 Flows of individuals among patches can be important for stability of populations 

and communities as discussed above, but how do abiotic flows affect stability?  In an 

experiment manipulating sediment inputs in mesocosms mimicking small rock pool 

communities, the data suggest that sediment inputs had weak effects on community 

stability, and smaller pulsed inputs are not more stabilizing than a single large pulsed 

input.  There were small effects of sediment inputs on stability, with small pulses of 

nutrients showing more stable community abundance than ecosystems with no sediment 

inputs.  This stabilization effect was likely driven by habitat choice behavior, since the 

sediment input treatments affected organisms with active dispersal more than those with 
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passive dispersal.  This experiment shows that habitat choice is not just a force for 

stability in the face of disturbance: systems with pulses of resource abundance might also 

be stabilized by this type of dispersal behavior. 

IMPLICATIONS: 

 Dispersal in many theoretical models is often assumed to consist of random, 

undirected movements where the probability of immigration depends only on spatial 

factors, such as patch size and isolation (Binckley and Resetarits, 2005; e.g. Haegeman 

and Loreau, 2014).  In nature, many species can make choices about when and where to 

disperse based on environmental cues.  In environments that vary over time, organisms 

may be able to track changes in resource availability or predation risk and thus have 

populations that are less prone to extinction (Diamond, 1975).  In addition, negative 

density-dependent dispersal should result in decreased population growth rates in high-

density patches, and increased population growth rates in low-density patches (Holt, 

1993; Amarasekare, 2010).  Thus, habitat selection could dampen oscillations in 

population sizes among linked patches and contribute to the rescue of populations in low-

density patches.  The experiments in this dissertation are useful as direct empirical tests 

of these predictions.  Experiments linking dispersal behavior to temporal stability in 

populations, communities, and ecosystems are rare (Ohgushi, 1995; Howeth and Leibold, 

2010; Steiner et al., 2011), and so these represent significant contributions to our 

understanding of ecological stability. 
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All ecosystems experience environmental changes over time, with important 

consequences on populations and communities (Row et al. 2014).  Understanding 

changes in community structure and factors that affect stability in the face of change is a 

central goal in Ecology, with many practical applications.  Human society depends on 

ecosystem functions, which are affected by community structure (Holyoak et al. 2005, 

Cardinale et al. 2012).   In order to make predictions about how ecosystems will respond 

in changing environments, it is critical to understand the role of habitat selection on 

species’ responses to change, and how this can alter the stability of ecosystems over time.  

Habitat selection is common (Morris, 2003; Edelaar and Bolnick, 2012), and therefore 

studying the effects of habitat selection is important to our basic understanding of 

ecosystems as well.   
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