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Abstract

Out of the many tools for probing molecular dynamics, intense, ultrafast laser pulses are

particularly well suited for this purpose. First, these pulses have temporal durations shorter

than the typical rotational and vibrational periods of molecules and therefore allow the

observation of molecular dynamics on their native timescales. Further, the broad bandwidth

and high peak intensities of these laser pulses can result in the excitation of many transition

pathways that may interfere and enable control of dynamics.

The primary focus of this work is the ultrafast laser-induced dissociation of molecular

ions. We generate these ions as “fast” beam targets and study their fragmentation using

a coincidence three-dimensional (3D) momentum imaging technique, which allows the mea-

surement of all nuclear fragments, including neutrals. This approach is employed to study

laser-induced processes in a variety of molecules. The goal of these efforts is not to study

specific molecules but rather to use them as testing grounds to deepen our knowledge of

laser-induced molecular dynamics in general.

For example, we find that permanent-dipole transitions, which are commonly overlooked

in the interpretation of strong-field experiments, play a key role in laser-induced dissoci-

ation of metastable NO2+ ions. General consideration of these transitions in heteronu-

clear molecules is important in building our understanding towards more complex molecules.

Speaking of more complex systems, we have also begun investigating the laser-induced dy-

namics of simple hydrocarbons. Our use of molecular ion beam targets gives us the unique

ability to exercise control over the initial “configuration,” i.e., geometry of these molecules.

Utilizing C2H
q
2 ion beam targets (where q is the molecular ion charge state) prepared in vari-

ous initial configurations, including acetylene (HCCH), vinylidene (H2CC), and cis/trans, we

have determined that this property has an immense impact on the isomerization dynamics,

a finding that we anticipate will lead to future work towards deeper understanding. More



broadly, this approach of probing molecules in different initial configurations offers a unique

perspective that could be complementary to mainstream methods—not just in the case of

C2H2 but other chemical systems as well.

We also describe some improvements to the 3D momentum imaging methods that facili-

tate the study of molecular dynamics. One of these developments is a method to distinguish

and evaluate the momenta of neutral–neutral channels resulting from the fragmentation

of negative ion beams. The second is a technique for imaging the breakup of long-lived

metastable molecules decaying in flight to the detector and retrieving the lifetime(s) of the

populated states.

Our collaborative efforts in adaptive closed-loop control are also discussed. Here, an evo-

lutionary learning algorithm supplied with experimental feedback obtains optimally-shaped

ultrashort laser pulses for driving targeted molecular dynamics. While the complexity of

the shaped pulses can make interpretation challenging, the combination of these efforts with

basic experiments like those we perform using ion beams can help.

In closing, the work presented in this thesis extends from diatomic to polyatomic molecules,

following the natural progression of building from simpler to more complex systems. We be-

lieve that the results of these efforts aid in the advancement of understanding strong-field

molecular dynamics and will stimulate future research endeavors along these directions.
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Chapter 1

Introduction and motivation

1.1 Ultrafast laser–molecule interactions

The timescales for the rotational and vibrational motions of molecules are typically picosec-

onds (1 ps = 10−12 s) and femtoseconds (1 fs = 10−15 s), respectively. Therefore, these are

the timescales that govern some key steps in chemical reactions, such as the breaking and

forming of chemical bonds, the transformation of one molecular geometry to another, or the

redistribution of energy in an excited molecule. The advent of ultrafast, intense laser pulses,

which have temporal durations shorter than these rapid natural timescales of molecules,

opened up a realm of inquiry into molecular dynamics, allowing the direct probing of these

types of processes [1, 2].

In addition to their short temporal duration, other characteristics of intense, ultrashort

laser pulses make studying molecular dynamics in their presence a rich and stimulating

venture. In 1905, the “Annus Mirabilis,” Albert Einstein explained, among other important

phenomena, the photoelectric effect, wherein a single photon liberates a single electron in

a material [3]. This is the “weak-field” limit of light-matter interaction, in which a single

photon of a low intensity light source excites a molecule. In contrast, the aforementioned

ultrafast intense pulses have high peak intensities, meaning that the photon flux interacting

with molecules is extremely large. This “strong-field” regime thus opens up the possibility

1



of multiphoton processes. Furthermore, the electric fields of these pulses are of magnitudes

comparable to the binding fields of molecules’ valence electrons, allowing studies of strong-

field ionization, which is fundamental to phenomena such as above threshold ionization (ATI)

[4, 5] and high harmonic generation (HHG) [5–7].

Also, concomitant with the short temporal duration of these pulses is a broad bandwidth.

That is, the pulses have a wide range of photon energies. Due to this property of ultrashort,

intense laser pulses and the multiphoton nature of their interaction with molecules, they can

stimulate many different transition pathways with the same final energy. These pathways

can interfere constructively, leading to the enhancement of certain product channels, or de-

structively, leading to their suppression. This idea is the lifeblood of the field of coherent

control, in which the driving laser field is tailored in order to exercise control over the laser-

induced products via interference [8–10]. A classic analogy is drawn from Young’s double-slit

experiment in optics, in which light waves following different paths combine to produce spa-

tial patterns of constructive and destructive interference. Photochemical control—essentially

manipulating the quantum mechanical wave function itself—is one of the grand challenges

of atomic, molecular, and optical physics [11].

Despite the many interesting applications of ultrashort laser pulses in studying molecules,

interpretation of strong-field laser-molecule interactions remains challenging. This difficulty

is mainly due to the large number of states populated via multiphoton transitions and the

complexity of molecular structure. While a number of strong-field processes in benchmark

molecules like H+
2 have been reasonably well described [12–27], this research field has been

trending towards larger and more complex molecules, which require ongoing experimental

and theoretical developments in order to attain deeper understanding.

1.2 Avenues for studying molecular dynamics

How does one go about investigating light-driven molecular dynamics? The toolbox for these

studies brims with myriad approaches involving measurement of different quantities from

which to extract information. Some methods, such as transient absorption spectroscopy, in-
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volve measurement of light. This technique enables tracking of evolving molecular dynamics

through monitoring of the molecules’ optical absorption as a function of time [28, 29].

Another route for studying photo-induced molecular dynamics is through the measure-

ment of fragments. Electrons, for example, carry a wealth of information. One form of

photoelectron spectroscopy, time-resolved photoelectron spectroscopy (TRPES) [30, 31], al-

lows detailed study of short-lived (tens to hundreds of femtoseconds [32, 33]) transition

states, i.e., intermediate states in chemical reactions. This task is made possible by measur-

ing the time-dependent energies of electrons liberated from molecules using ultrashort pulse

schemes [30, 31]. In laser-induced electron diffraction (LIED), quasi-free electrons return to

the molecular core and scatter from it, creating interference patterns that carry information

about changes in molecular structure [34, 35].

In addition to the electron spectra, examination of the more massive ionic fragments

can also be illuminating. The past decades have seen immense progress in ion momentum

imaging technology. Generally, the aim of ion momentum imaging methods, reviewed in

Ref. [36], is to unravel the dynamics of photodissociation by means of the measured ionic

fragment energy and angular distributions, as these yield information about the states and

pathways involved in the process.

An abundance of other methods for learning about molecular dynamics exist, too many

to enumerate in completeness here. Moreover, these methods are frequently blended to cre-

ate even more powerful tools. One such “blended” method of particular pertinence to this

dissertation work is coincidence momentum imaging of molecular fragmentation. A com-

mon implementation of this approach is the cold target recoil ion momentum spectroscopy

(COLTRIMS) technique [37, 38]. In this case, the three-dimensional (3D) fragment momen-

tum distributions of both ions and electrons are measured in coincidence. These distributions

facilitate retrieval of the energetics and angular dependence of the breakup, which, as men-

tioned, provide clues about how the molecular dissociation proceeds.
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1.3 Our focus

The main interest of our group is experimentally studying the interaction of intense, fem-

tosecond laser pulses with molecular ions [17, 39, 40]. As our target is a keV beam of

molecular ions, neutral fragments have sufficient energy to activate the detector, allowing

kinematically-complete measurements of molecular dissociation. For measurements of dis-

sociation, laser intensities lower than that required for ionization may be used, and since

the fraction of the laser focal volume occupied by the low intensities is larger than that

occupied by the high intensities, processes involving low total numbers of photons often

dominate in such experiments (see manuscript in Section 4.6, for example). These aspects

of our technique reduce the contributions of complicated multiphoton pathways, making it

more likely that progress can be made through interplay with theory. Indeed, this approach

has resulted in many fruitful studies of both diatomic (e.g., [21, 24, 41–43]) and triatomic

(e.g., [44–47]) molecular ions. The work in this thesis has benefitted tremendously from an

experiment–theory joint approach, as will be highlighted in our study of the NO2+ molecule,

discussed in Chapter 4. Following the trends of this research area, we have begun to examine

molecular dynamics in larger systems, such as C2H
q
2, where q (–1, 0, 1, or 2) is the molecular

ion charge state. Here, we are interested in exploring strong-field isomerization, specifically,

the migration of hydrogen from one site in a molecule to another. Our progress on this front

is presented in Chapter 3.

The fragmentation of these molecular ions is studied using the coincidence 3D momentum

imaging technique developed by our group. As this technique has been described in detail

previously [17, 39, 40, 48], it is only briefly outlined in Chapter 2. Advancements made

in imaging methods that I have led are detailed in the same chapter. These advancements

include developing an imaging technique for long-lived metastable molecules that decay in

flight towards the detector and a method for distinguishing breakup channels consisting of

neutral fragments only.

In addition to my ion beam and imaging work, I have also played a key role in a few adap-

tive closed-loop control experiments on neutral gas-phase targets, as highlighted in Chapter

4



5. In these experiments, performed in collaboration with Eric Wells from Augustana Uni-

versity, a genetic algorithm (GA), guided by feedback from time-of-flight mass spectrometry

(TOFMS) [49] or velocity map imaging (VMI) [50], is used to search for optimal laser pulses

to enhance or suppress a given fragmentation objective.

Importantly, in the work of our group, each specific molecule studied is chosen not because

we are interested in learning about all its facets as a specific system. Rather, each molecule

investigated serves as a convenient testbed for demonstrating a method and/or investigating

a certain class of dynamics—dynamics that are likely important in other molecules as well.

1.4 Document structure

This dissertation presents the aforementioned studies as a series of published, submit-

ted, and to-be-submitted manuscripts for which I was the first author or played a lead

role. Manuscripts included in the same chapter are linked by a general overview, and each

manuscript is preceded by a brief introduction. To conclude, Chapter 6 contains a summary

and outlook regarding the studies presented in this thesis.
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Chapter 2

Experimental methods

2.1 Scope

This work involved the use of laser systems, ion sources, experimental methods, and asso-

ciated apparatuses detailed elsewhere. Thus, only the essential points are discussed. As

we made developments in coincidence 3D momentum imaging of different scenarios, more

details about these developments are discussed. These extensions include the imaging of

channels consisting only of neutral fragments and of breakup in flight to the detector.

2.2 Ultrafast laser pulses

The laser pulses used in this work were provided by the Kansas Light Source (KLS) [51] or

the PULSAR [52] Ti:Sapphire laser systems, which produce linearly-polarized pulses with

a central wavelength of about 790 nm. The KLS laser system typically delivers Fourier

Transform Limited (FTL) pulses with temporal duration 27–35 fs FWHM (full width at half

maximum) in intensity. These pulses have energy of up to about 2 mJ and are produced at

a repetition rate of 1–2 kHz. The PULSAR laser system typically delivers FTL pulses with

temporal duration of 22–24 fs (FWHM in intensity). The repetition rate is 10 kHz, and the

pulse energy, similar to KLS, is up to about 2 mJ.
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2.3 Coincidence 3D momentum imaging of fragmenta-

tion of molecular ion beams

My main focus was employing a coincidence three-dimensional (3D) momentum imaging

technique for laser-induced fragmentation of molecular ion beams, developed by our group

[17, 39, 40, 53]. The studies presented in this thesis utilize ion beam targets produced in an

electron-cyclotron resonance (ECR) ion source or in a duoplasmatron ion source, previously

described in Refs. [39] and [54], respectively. Upon extraction from the ion source, molecular

ions are accelerated to a specified energy, typically 5–25 keV. The choice of energy depends

on the specifics of the fragmentation channel(s) of interest (e.g., the energy of breakup and

the mass ratio of fragments) and other experimental considerations.

Figure 2.3.1: Schematic (not to scale) of our coincidence 3D momentum imaging setup. A

molecular ion beam, AB+, intersects a focused laser beam of intense, femtosecond pulses. A

uniform static electric field Es in the longitudinal (z) direction separates the laser-induced

fragments temporally. A uniform static field Ed in the transverse (y) direction separates the

fragments in position. The microchannel plate (MCP) and delay-line detector (DLD) assem-

bly measures the position and time information for these fragments. A Faraday cup (FC)

collects the unfragmented ion beam and allows measurement of its current.
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A magnet is used to select the ion beam of interest based on its momentum-to-charge ratio,

and a series of electrostatic ion optics, deflectors, lenses, and adjustable four-jaw slits are

used to deliver a collimated ion beam to the interaction region, where it intersects the laser

beam.

The experimental imaging setup is illustrated for two-body dissociation of an AB+ ion

beam in Fig. 2.3.1. Fragments from the laser–molecule interaction are separated in time

by a static longitudinal electric field Es. The uniform static electric field Ed of an imaging

deflector separates the fragments in position on the detector. This microchannel plate (MCP)

and delay line detector (DLD) assembly provides position and time information, (x, y, t), for

each hit on an event-by-event basis. That is, this recorded information is associated with

a particular laser shot. Fig. 2.3.2 shows sample position and time data for laser-induced

dissociation of a C2H
+
2 beam. From the position and time information, the 3D momenta of

the fragments are determined, as described in the next section.

Figure 2.3.2: (a) Sample coincidence time-of-flight (CTOF) spectrum showing the laser-

induced dissociation channels of a C2H
+
2 beam after imposing momentum conservation. This

plot shows the yield as a function of the time-of-flight of the first particle (t1) and the second

particle (t2). The diagonal stripes occur as a result of momentum conservation. The (b)

time-of-flight and (c) position spectra for the CH+ + CH channel.
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2.4 Imaging principles

Imaging of molecular fragmentation is most easily introduced via the field-free case. In the

coincidence 3D momentum imaging technique described above, the x direction is essentially

field free. Let us consider the case of two-body fragmentation, for which the measured x

position and time-of-flight values of the first fragment are x1 and t1, respectively, and those

of the second fragment are x2 and t2, respectively. Suppose that the x-coordinate of laser-

molecule interaction point is x0 and the velocity of the center of mass (CM) of the molecule

at this point is v0x. For dissociation velocities of the first and second fragment v′1x and v′2x

in the CM frame of the parent molecule, the equations of motion are

x1 − x0 = (v0x + v′1x)t1 (2.4.1)

x2 − x0 = (v0x + v′2x)t2. (2.4.2)

Also, momentum conservation in the CM frame gives

m1v
′
1x +m2v

′
2x = 0, (2.4.3)

where the masses of the first and second fragments are m1 and m2, respectively. In Eqs.

2.4.1–2.4.3, the unknown quantities are in red. One can see that there are three equations

and four unknowns. To eliminate the extra unknown, we utilize the fact that the laser

beam is tightly focused (waist <100 µm) relative to the ion beam size (about 0.9×0.9 mm2).

To solve the equations, we hence replace x0 by its average value, x0, which is obtained by

exploiting known symmetries of the fragmentation. This analysis approach is discussed in

more detail in Appendix A. Defining β ≡ m1/m2 and solving Eq. 2.4.3 for v′2x leads to

v′2x =−βv′1x. Substituting this expression for v′2x into Eq. 2.4.2 and combining Eqs. 2.4.1

and 2.4.2 yields the velocity of the CM:

v0x =
βt2x1 + t1x2 − x0(t1 + βt2)

(β + 1)t1t2
. (2.4.4)
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And the CM-frame dissociation velocity is

v′1x =
x1 − x2
t1 + βt2

− v0x(t1 − t2)
t1 + βt2

. (2.4.5)

Next we proceed to the y-direction imaging. The main difference between the y direction

and the x direction is that in the y direction there is an electric field Ed due to the imaging

deflector. When the imaging deflector is used, the y-direction equation of motion for the

first fragment, for example, changes as follows:

y1 − y0 = (v0y + v′1y)t1 + yD1. (2.4.6)

Here, y1, y0, and v0y are the y-coordinate position, interaction point, and velocity of the CM,

respectively. The y-component dissociation velocity in the CM frame is v′1y. The last term

yD1 is the y displacement caused by the imaging deflector field, explicitly given by

yD1 =
q1Vd
m1D

(
1

2
t2D + tDT

)
. (2.4.7)

Here, q1 is the fragment’s charge, and Vd and D are the voltage and plate separation of the

imaging deflector, respectively. The time spent in the imaging deflector field is tD, and T

is the travel time from the exit of the imaging deflector to the detector. Retrieval of tD

and T are possible via simple kinematics using the measured time-of-flight and the known

geometry of the setup, such as the deflector length and the deflector-to detector distance.

One further difference between the y and x directions is that the interaction region in

the y direction extends as far as the width of the ion beam. As a result, the resolution of

the y-direction imaging is typically not as good as that of the x direction. Note that if the

ion beam is well collimated (i.e., the spread in v0y is small), the resolution may be improved

by replacing v0y with v0y and solving instead for the initial position y0 for each event.

The z-direction equations include the acceleration due to Es. Solutions for v0z (the ion

beam velocity at the interaction point) and v′1z are hence more complicated than the x

and y directions but rely upon the same principles of combining the equations of motion and

momentum conservation. Also note that corrections for the fringe fields, detailed in Ref. [39],
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are accounted for in data analysis. Upon calculation of the x, y, and z momenta, the angular

dependence relative to the laser polarization and the kinetic energy release (KER) of the

dissociation may also be readily evaluated.

2.5 Analysis of neutral–neutral channels

In our studies of negative ion beams, channels consisting only of neutral fragments can occur.

As Es and Ed have no effect on neutral particles, one may ask how these channels can be

distinguished and analyzed given that the fragment time separation cannot be controlled.

One such set of channels from the laser-induced fragmentation of a C2H
−
2 beam is illus-

trated in the CTOF spectrum in Fig. 2.5.1(a). The C + CH2 channel is clearly visible, while

the possible CH + CH channel, if it exists, is very weak.1 First focusing on the C + CH2

channel, we see that it has two “arms” of different slopes. The mass ratio of the first and sec-

ond hits dictates these slopes, and this dependence can be determined from the time-of-flight

equations, given below for the C and CH2 fragments:

tC =
`

v0z(1 + uCz)
(2.5.1)

tCH2 =
`

v0z(1− βuCz)
, (2.5.2)

where ` is the interaction–detector distance, β = mC/mCH2 , and uCz ≡ v′Cz/v0z, where v′Cz

is the C fragment z-direction dissociation velocity in the CM frame.

Expanding these equations to first order in uCz (as typically uCz � 1) results in

tC =
`

v0z
[1− uCz +O(u2Cz)] '

`

v0z
(1− uCz) (2.5.3)

tCH2 =
`

v0z
[1 + βuCz +O(u2Cz)] '

`

v0z
(1 + βuCz). (2.5.4)

1A scientific discussion of these channels follows in the paper in Chapter 3, Section 3.3.
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Hence, when the C fragment arrives to the detector first, the CTOF slope will be

dtCH2/dtC = (dtCH2/duCz)
/

(dtC/duCz) ' −β. (2.5.5)

When the CH2 fragment comes first, the slope will be approximately −1/β. As shown in

Fig. 2.5.1(a), for the C + CH2 channel, the left arm has a slope of about –12/14 = –6/7 and

thus corresponds to C arriving first. The right arm has a slope of about –14/12 = –7/6 and

thus corresponds to CH2 arriving first. By similar logic, it is apparent that the CH + CH

channel would simply have a slope of –1, as the fragments in this channel are identical.

Figure 2.5.1: (a) The CTOF spectrum of laser-induced fragmentation of C2H2, produced
from a C2H

−
2 beam, zoomed in on the neutral–neutral channels. The lines show that the

channels and the time order that the fragments hit the detector may be distinguished in part
by the CTOF slopes. (b) The pCMr distribution for data in the red box in (a).

The slopes of the CTOF arms are useful in distinguishing channels and determining the

fragment order, i.e., the time order the fragments hit the detector, in a particular channel

when the time-of-flight difference t21 ≡ t2− t1 is sufficiently large. As t21 decreases, the task

becomes more challenging, as the CTOF stripes merge together.
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Figure 2.5.2: (a) Simulated CTOF spectra of the CH + CH and C + CH2 channels. The
CH + CH channel (b) pCMr and (c) pCMz distributions. The CH + CH channel (d) pCMr and
(e) pCMz distributions for t21 < 10 ns [the region between the dashed gray lines in (a)]. The
black lines show the distributions when the fragments are correctly identified as CH + CH,
while the blue and red lines show these distributions when the fragments are misidentified as
C + CH2 (blue) and CH2 + C (red). Note that “C + CH2” means the first hit is identified
as C, and “CH2 + C” means the first hit is identified as CH2. In (d), the red trace lies
beneath the blue one.

To demonstrate channel separation for small t21, we simulate data for the CH + CH and

C + CH2 channels, shown as a CTOF map in Fig. 2.5.2(a). The basis of this separation

method is the fact that real, momentum-conserving events have well-defined CM momentum,

pCMx,y,z = Mv0x,y,z, (2.5.6)

where M is the mass of the parent molecule. Figs. 2.5.2(b) and (c) show the clearly-peaked

pCM distributions of the simulated CH + CH channel. As v0z is retrieved from the measured

t1 and t2 values, when t21 is small, the computed pCMz is not a reliable means of channel

identification, as illustrated in Fig. 2.5.2(e). In the limit of small t21, however, the position

separation of the first and second fragments is maximized. The momentum of the CM in

the detector plane,

pCMr ≡
√
p2CMx + p2CMy , (2.5.7)
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allows channel identification. Panel (d) of Fig. 2.5.2 shows separation using pCMr. As can

be seen, when the fragments are misidentified, the resulting pCMr distribution is not sharply

peaked. It is important to note that the efficacy of the separation is dependent on a number

of experimental factors. Examples include the degree of collimation of the ion beam, which

influences the widths of the v0x and v0y distributions, the KER of the channels, and the

position image size relative to the detector position resolution. Appendix B provides more

detailed examples of the channel separation simulations and some efficiency estimates.

Based on the above logic, the algorithm for channel identification for small t21 is as follows

(for the C2H
−
2 example):

1. Pre-select data in a region where t21 is large and one can confidently assign the channel

and fragment order, such as that marked by the red gate on the C + CH2 channel in

Fig. 2.5.1(a).

2. Compute pCMr for the channel assignment and fragment order as determined by the

slope, shown in Fig. 2.5.1(b).

3. Compute the average of the pCMr distribution, pCMr = 1
N

N∑

i=1

pCMri , where N is the

number of events and pCMri is the detector-plane momentum of the CM for the ith

event.

4. Select the data for small t21 and compute pCMr three times for each event:

(a) with C first and CH2 second

(b) with CH2 first and C second

(c) with CH first and CH second

5. Choose the channel/fragment order assignment corresponding to the minimum differ-

ence between pCMr and pCMr.

6. Vary the pre-selection gate described in step 1 and repeat the rest of the steps. This

allows one to gauge the sensitivity of the “gating” and to estimate errors, as the pre-

selection gate is one of the dominant sources of error in the analysis.
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2.6 COLTRIMS technique

I have also utilized the cold target recoil ion momentum spectroscopy (COLTRIMS) tech-

nique. The COLTRIMS setup is illustrated in Fig. 2.6.1. A focused laser beam of femtosec-

ond pulses intersects a supersonic molecular beam. A uniform electric field accelerates the

resulting ions toward an MCP and DLD detector assembly, which allows time and position in-

formation to be recorded in event mode for all charged fragments. Note that the COLTRIMS

technique is also commonly used to measure electrons, but in the work highlighted in this

thesis, only ions are measured. While the imaging equations are not exactly the same as

those of the coincidence 3D momentum imaging technique for ion beams, the principles em-

ployed in COLTRIMS are exactly the same. More details about the COLTRIMS technique

and the specific setup used can be found in Refs. [37, 38, 55].

Figure 2.6.1: (a) Schematic of the COLTRIMS setup. A back-focused laser beam of intense,

ultrashort pulses crosses a supersonic molecular beam. A uniform electric field accelerates

ions from this interaction to a time- and position-sensitive detector. This figure is a modified

version of a schematic that was provided by Artem Rudenko.
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2.7 Imaging of dissociation in flight

The descriptions of imaging of molecular dissociation in the previous sections of this chapter

focused on “prompt” breakup. That is, the target molecules fragment practically instan-

taneously upon interaction with the laser pulse. This section focuses on a technique we

developed to image metastable molecules that travel for hundreds of ns to a few µs before

fragmenting. In the following paper, published in The New Journal of Physics [56], we

demonstrated this method using a COLTRIMS measurement of metastable doubly-charged

ethylene molecules. Through this method, we retrieved the KER of the dissociation process

and the lifetime(s) of the metastable states. With sufficient statistics, we anticipate that this

technique could also be adapted to measurements made with our coincidence 3D momentum

imaging setup for molecular ion beam targets. Simulations related to this technique are

detailed in Appendix C.

The following paper is copyrighted by IOP Publishing & Deutsche Physikalische Gesellschaft.

Reproduced with permission from B. Jochim et al. New. J. Phys. 19, 103006 (2017). All

rights reserved.
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Abstract
We investigate dissociation inflight ofmetastablemolecular dications formed by ultrashort, intense
laser pulses using the cold target recoil ionmomentum spectroscopy technique. Amethod for
retrieving the lifetime(s) of the transientmetastable state(s) as well as the complete three-dimensional
momenta of the dissociating fragments is presented. Specifically, we demonstrate and discuss this
approach by focusing on dissociation inflight of the ethylene dication going to the deprotonation
channel. Two lifetimes are found to be associatedwith this process, C2H 4

2 + C2H3
++H+:

202 101t =  ns and 916 402t =  ns. For the corresponding channel in deuterated ethylene,
lifetimes of 269 291t =  ns and 956 832t =  ns are obtained.

1. Introduction

Many processes inmolecules happen on fast timescales. For example, rotations and vibrations typically occur on
picosecond and femtosecond timescales, respectively.Molecular bond rearrangement and fragmentation often
proceed on similarly short timescales, as shown in [1–5] andmany others. Hence, femtosecond laser pulses,
possessing temporal durations shorter than these timescales, can be used to influence and shed light on
molecular dynamics [6–9].

Not all processes inmolecules, however, proceed so swiftly.Multiply chargedmolecular ions can exist in
metastable states that lead to fragmentationhappening on long timescales that range frompicoseconds to even
seconds [10–12]. The lifetimes of these transient systems are governedby the relevant potential energy landscape and
themechanisms responsible for decay,which can include tunneling, predissociation, and radiative decay to repulsive
states. Investigating the formation, properties, anddecay of thesemetastablemolecular ions experimentally and
theoretically has been aprominentfield of research (see reviewpapers [10–12] and [13–24], for example).

We study the decay dynamics ofmetastablemolecules by employing coincidence three-dimensional (3D)
momentum imaging, which provides the complete 3Dmomenta of the fragments and therefore their kinetic
energy release (KER) and angular distributions. This information can in turn facilitate understanding of the
dissociationmechanism(s), demonstrated for example in [17, 25, 26]. Hence, the 3Dmomentum imaging
technique has been a powerful tool in studies ofmolecular fragmentation following ionization by ultrashort
intense laser pulses, x-ray (or extreme ultraviolet) photons, or fast ion impact [27, 28], as long as the breakup is
prompt. Prompt breakup happens on a sub-picosecond timescale,much shorter than theflight times of the
fragments to the detector. The ionization processes in such experiments can readily formmultiply charged
metastablemolecular ions, seen for example in [17, 22, 23, 29–34].

Importantly, in coincidencemeasurements, ametastablemolecular ionmay survive beyond the interaction
region, traveling through the spectrometer for a non-negligible time before undergoing dissociation inflight. In
this unimolecular fragmentation process, which is a subset of delayed dissociation, the survival time of a
fragmentingmetastablemolecule, td, is a significant fraction of the time offlight (TOF) of intactmetastable ions,
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tm. In the present experiments, td is on the order of hundreds of nanoseconds to a fewmicroseconds. In general,
the observable range of tdmay differ depending on the specificmetastable system, as well as the conditions of the
experiment.

One of the striking signatures of dissociation inflight in the coincidence time-of-flight (CTOF) spectrum is a
long, curved stripe that extends from the prompt breakup region and terminates at the intactmetastable ion
time offlight. This signature has been noted inCTOF spectra from amyriad of studies [35–48].

Field andEland developed amethod to extract the lifetimes ofmetastable states decaying inflight by fitting
Monte-Carlo simulated time-of-flight-difference distributionsN (t t2 1- ) to the correspondingmeasured time-
difference spectrum.Here, t1 and t2 are the times offlight of thefirst and second fragments, respectively. They
have demonstrated their technique for a vast array ofmolecules [36]. Subsequent studies have implemented this
method of lifetime retrieval for othermetastablemolecules [39, 41–44]. Recently,making some simplifying
assumptions, Larimian et al [47] calculated td kinematically and retrieved the lifetime for deprotonation of the
metastable ethylene dication. They also retrieved themomentumdistribution of the fragments usingAbel
inversion [49] of the position image and discussed possible decay routes.

Our aim in this work is to present amore direct approach for extracting information about dissociation in
flight ofmetastablemolecules from coincidencemomentum imagingmeasurements, employing basic
principles. Thismethod takes advantage of the known symmetries regarding the fragmentation process and
allows one to extract not only the lifetime(s) of themetastablemolecule but also themomenta, KER, and angular
distributions. This information can enable pinpointing of the likelymetastable state(s) dissociating inflight, as
well as their dissociationmechanisms. Furthermore, this technique is general and can be applied tomany
different systems that undergo dissociation inflight.While ourmethod is versatile and can provide awealth of
information to deepen understanding of dissociation processes, the focus of thismanuscript is the analysis
method of retrieving this information from themeasurement.

2. Experimentalmethod

Todemonstrate our approach, we examine the same dissociation-in-flight channel as Larimian et al [47].
Namely, we look at deprotonation ofmetastable ethylene dications, C2H 4

2 + C2H3
++H+ (as well as the

deuterated equivalent), using the cold target recoil ionmomentum spectroscopy (COLTRIMS) technique
[27, 28]. Laser pulses with central wavelength of 790 nm, 23 fs duration (full width at halfmaximum (FWHM) in
intensity), and peak intensity of about 3×1014W cm−2 are used to doubly ionize the ethylenemolecules,
introduced as a supersonic jet. The pulse durationwasmeasured using second harmonic frequency-resolved
optical gating (SHGFROG) [50], and the intensity was evaluated using the kink in the photoelectron spectrumof
neon associatedwith 2Up (whereUp is the average quiver energy of the free electron), which represents the
transition fromdirect to rescattered electrons. To determine the 2Up point, wemeasured themomenta ofNe+

recoil ions at low extraction field, following themethod detailed in [51, 52].
As shown infigure 1(a), we observe thewell-known signature of dissociation inflight, a long stripe in the

CTOF spectrum. Infigure 1(b), we note another signature in a density plot of the ion yield as a function of the
measured TOF and position,N(TOF, x), where two ‘halos’ extend from the light and heavy fragments to the
small C2D 4

2+ spot. Notably, in both theCTOF andN(TOF, x) spectra, the distributions of the two fragments
converge to that of the intactmetastable dication. Furthermore, as highlighted infigure 1(a), the predictions of
Newton’s equations ofmotion for dissociation inflight, which aremarked by the open triangles, agree well with
themeasured data.

3. Analysismethod and results

To accomplish our goal of directly extracting information about dissociation inflight of ametastablemolecule
fromourmeasurements, we start from the kinematic equations. The coordinate systemutilized is depicted in
figure 2(a).We employ principles similar to those that have been applied for years to image collision- and laser-
induced promptmolecular dissociation inCTOFmeasurements [27, 28]. The equations ofmotion become
slightly different from those for prompt dissociation to account for the survival time of the dication, td. For two-
body dissociation inflight of a genericmetastable dication, AB 2 + A ++ B+, we have the following equations in
the x direction, which in our case is along the laser beampropagation and transverse to the spectrometer axis:

x x v t v t t j 1, 2j x j jx j d0 0- = + ¢ - =( ) [ ]

2
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Here, xj is themeasured position of fragment j, and x0 is the initial position of themetastable dication. v0x is the
average initial x-component velocity of the dication in the laboratory frame (v 0x0  for a cold jet), vjx¢ is the x-
component dissociation velocity in the AB2+ center-of-mass frame, tj is fragment jʼs time of flight, andmj is its
mass. Clearly, td is needed to properly calculate the transversemomenta of the fragments. Note that the y-
component equations (transverse to the spectrometer axis and along the jetflow) are similar to the x equations,
except that v0y, the supersonic jet velocity, is not negligible.

At this point, it is interesting to contrastmomentum imaging of dissociation inflight to that of prompt
breakup, for which t 0d  . In the case of prompt fragmentation, one can readily see that the transverse
equations ofmotion are decoupled frommotion along the zdirection, which is parallel to the spectrometer axis.
For the problemof dissociation inflight, however, this is not the case, as td leaves uswithmore unknowns than
equations in the transverse directions. Thus, we need to determine td from the z-component kinematic
equationsfirst.

Figure 1. Signatures of dissociation in flight in coincidence spectra for laser-induced deprotonation of deuterated ethylene. (a)
Coincidence time-of-flight (CTOF) spectrum. The long stripe that ismarked by an arrow and extends from the promptC2D3

++ D+

breakup region to the time offlight (TOF) of themetastable dication, tm, is a signature of dissociation inflight. The open triangles
represent the predictions ofNewton’s equations ofmotion for dissociation inflight at different values of td, assuming v 0z1¢ = , where
v z1¢ is the component of the dissociation velocity along the TOF axis. (b)Density plot of the ion yield as a function of TOF and x
position,N(TOF, x). Highlighted by the dashed blue lines are two ‘halos’ that are signatures of dissociation inflight. One ‘halo’ extends
from the light fragment, D+, and one extends from the heavy fragment, C2D3

+. Both shrink in size and converge to the small C2D 4
2+

spot.

Figure 2. (a)A schematic view of the laser-molecule interaction region and coordinate system. (b)Diagram illustrating the
measurement of dissociation inflight of doubly charged ethylene. Thismetastable dication dissociates at time td, and position and
time information about the resultingH+ (orD+) andC2H3

+ (or C2D3
+) fragments ismeasured. (c)Cartoon demonstrating how td

+( )

and td
-( ) are related to the sign of v z1¢ . (d)Computed time offlight as a function of td for C2D 4

2 + C2D3
++ D+ dissociation inflight,

assuming v 0.025 mmz1¢ =  ns−1 (associatedwith typical kinetic energy release of 4 eV, as discussed later). On this plot, an example
set of td

+( ) and td
-( ) solutions is indicated by the blue and green vertical lines. Note that the difference between these delay times is small

compared to tm. Also, it is readily seen that both situations, v 0z1¢ < with td
+( ) and v 0z1¢ > with td

-( ), lead to the same pair of t1 and t2
values, indicated by the dotted horizontal lines.
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3.1. td and lifetime determination
Howexactly canwe retrieve td from the z-directionmotion? First, wewrite the z-component equations of
motion:

a t a t v t t a t t j
1

2

1

2
1, 2 . 2m d m d jz j d j j d

2 2- = + ¢ - + - =ℓ ( )( ) ( ) [ ] ( )

Here,ℓ is the ion flight distance, am is the AB2+ acceleration, vjz¢ is the z-component dissociation velocity of the
jth fragment in theAB2+ center-of-mass frame, and aj is its acceleration.We proceed towrite the equations of
motion in amore convenient dimensionless form. To that end, wemultiply equation (2) by a2 m:
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Noting that the AB2+TOF is t a2m m= ℓ , we replace the first termon the left-hand side of equation (3)with
tm
2 . Further, dividing both sides by tm

2 leads us to dimensionless z-component equations ofmotion.We alsowrite
the equation formomentum conservation in theAB2+ center-of-mass frame:
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Here, we have defined t t tdm d mº , t t tjm j mº , and a aj j mh º . Also, we have substituted in v a tm m m= , the
velocity of the dication.

The equations above suggest that we can solve for tdm (and hence td), as we have three equations and three
unknowns, tdm, v z1¢ , and v z2¢ . Combining the above equations ofmotion and the equation formomentum
conservation, we eliminate vjz¢ by substitution, resulting in an equation that can be solved for tdm. Several
subsequent algebraic steps lead us to the following quadratic equation:
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Here, m m1 2b = is the ratio of themass of the light fragment to that of the heavy fragment.
While the simplicity of our derivation and resulting equationsmakes the calculation of td and subsequent

momentum imaging look quite straightforward, the problem ismore convoluted than it initially seems. The
quadratic equation for td has two solutions, whichwe denote as td

+( ) and td
-( ), where the superscripts correspond

to the sign that is chosen in the quadratic formula.
For the vastmajority of events, it is not clear which solution is correct, as both are physical based on obvious

criteria: tdmust be real and t t0 d m< < . The root of this complication, illustrated infigures 2(c) and (d), is the
link between the sign of v z1¢ and the correct quadratic formula sign choice. Specifically, td

+( ) always corresponds

to v 0z1¢ < , meaning theH+ (orD+) is ejected away from the detector, and td
-( ) corresponds to v 0z1¢ > . Of

course, in setting out to solve for td, one does not know a priori the sign of v z1¢ .Moreover, both situations—
positive v z1¢ with delay time td

-( ) and negative v z1¢ with td
+( )—lead to the samemeasured set of time-of-flight

values t t,1 2( ). This dilemma also thwarts retrieval of v z1¢ and the z-componentmomenta, for which one needs to
properly evaluate td.

As a noteworthy aside, this dual-solution td retrieval problembelongs to an extensive family of inverse
problems, inwhich one is trying to retrieve initial conditions fromobservable parameters. This is an important
problem faced in awide array offields in science andmathematics, such asmedical imaging, x-ray
crystallography, optics, geology, acoustics, andmany others [53–55]. Frequently, the solution to an inverse
problem is not unique, as is the case for dissociation inflight.

To address the inverse problem at hand, we utilize symmetry concepts. For any given td, reflection symmetry
of v z1¢ about 0 is expected, as the light fragment is equally likely to be ejected in either the forward or backward
directions. Thus, one could select td

+( ) or td
-( ) randomlywith equal probability andfit an exponential decay

function to the resultantN(td) distribution to get a lifetime τ.
In the case of dissociation inflight, however, the symmetry of the overall v z1¢ distribution should be broken to

some degree due to the lifetime of themetastablemolecule. That is, if τ is the lifetime of the dication, the ratio of
the number ofmolecules that survive for times td

+( ) and td
-( ), N +( ) and N -( ), respectively, is described by
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Thus, one could correct for the symmetry breaking using this factor. The extent of this correction is determined
by themagnitude of t td d t-+ -∣ ∣( ) ( ) . Since td

+( ) and td
-( ) are typically not dramatically different compared to the

lifetime τ, this correction is small.
Thus, we use a self-consistent approach inwhichwe start as suggested above, by choosing td

+( ) or td
-( )

randomlywith equal likelihood for each event. Recall that this choice is exact in the limit t t 1d d t-+ - ∣ ∣( ) ( ) .

An exponential decay functionN(td) N e t
0

d= t- is thenfitted to the resultingN(td)distribution to retrieve the
lifetime. This lifetime allows computation of the aforementioned factor N N+ -( ) ( ), given in equation (6), which
is then used toweight the choice of td

+( ) or td
-( ) in the next iteration. The obtainedN(td) distribution is again fit

with an exponential decay function to retrieve amore accurate lifetime, again allowing calculation of a new
weighting factor for the choice of td

+( ) or td
-( ). This process is repeated until the lifetime τ converges. Note that for

a given iteration, the choice of td
+( ) or td

-( ) and thefitting procedure is repeated formultiple trials to account for
thefinite sample size of our data. Also, the lifetime τ used to compute theweighting factor for the subsequent
iteration is themean value of those obtained in themultiple trials. Formore details about our iterative approach,
visit appendix B.

When this self-consistentmethod is applied to our data, wefind good convergence within just a few
iterations.We performed the analysis on theC2H4 andC2D4 data to explore the possibility of isotopic effects.
Typical trials from the final iteration are shown infigures 3(a) and (b). Two-term exponential decay fits agree
well with bothmeasurements, suggesting that at least twometastable states are contributing to the observed
dissociation inflight of ethylene dications. Thefinal converged lifetimes for C2H 4

2+ are 202 101t =  ns and
916 402t =  ns. For C2D 4

2+, we obtain 269 291t =  ns and 956 832t =  ns. The errors here represent
the standard deviation of the trials in the last iteration.

Note that theweighting factor N N+ -( ) ( ) has beenmodified to account for the two lifetimes, 1t and 2t , and
thus becomes

N N
N N

N N

e e

e e
. 7

t t

t t

0
1

0
2

0
1

0
2

d d

d d

1 2

1 2

=
+

+

t t

t t
+ -

- -

- -

+ +

- - ( )( ) ( )
( ) ( )

( ) ( )

( ) ( )

( ) ( )

Asmentioned, the two-term exponential fit indicates that at least twometastable states are responsible for
the observed dissociation inflight. The single lifetime for C2H 4

2+ reported by Larimian et al, 498±12 ns [47],
lies between the two lifetimes thatwe havemeasured. This discrepancy could be due to a number of reasons,
such as differences in the laser pulse parameters, themethod used to compute td, or the td range chosen for the
exponential decay fit. Note thatwhenwe perform a single exponential decay fit, shown infigure 3(a), we obtain a
lifetime of 491±19 ns, consistent with the previousmeasurement.

We also note that ourmeasurements suggest a possible small isotopic effect in the shorter lifetime, 1t . The
difference between the two shorter lifetimes is on the level of 2.2σ, while the longer lifetimes are the samewithin
themeasurement uncertainty. As dissociation inflight of ethylene dications is a low-rate channel, we expect that
higher statistics data wouldmake the presence or absence of an isotopic effect in the lifetimesmore clear cut.
Sincewe currently lack the good quality electronic structure information on thesemolecular ions needed to
understand this isotopic effect and also to keep the focus on themethod, we limit this discussion to highlighting
the rich information afforded by our technique.

Figure 3. N td( ) distributions obtained using the proposed self-consistentmethod for (a)C2H 4
2 + C2H3

++ H+ and (b)C2D 4
2 +

C2D3
++ D+. These both represent typical trials from the last iteration.Note that in both plots, the statistical error bars are smaller than

the symbols. Two-term exponential decayfits, plotted in blue, agree nicely with the data. The gray dashed line shown in (a), which
doesn’t agreewith the data, is a single-term exponential decayfit.
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3.2.Momentum imaging
Having retrieved td and the lifetimes, we can proceedwith performingmomentum imaging, another aim of this
work.While our solution of choosing td

+( ) or td
-( ) with someweightingworks on a sample level and is thus a

robustmethod for retrieving the lifetime(s), we note that for a large fraction of the individual events, td
+( ) or td

-( )

will be assigned incorrectly. Therefore, thismethod of computing td cannot be used formomentum imaging, as
it is done on an event-by-event basis. As such, we need a single value of td for each event, even if it is approximate.

To approximate td, we neglect v z1¢ in equations (4), as the term containing this quantity is typically on the
order of a few percent compared to the other terms, as further detailed in appendix C.Moreover, as shown in the
same appendix, the error that this approximation introduces in the retrieved td and the transversemomenta is
also estimated to be atmost a few percent. Having neglected v z1¢ , the equation for td becomes linear and thus has a
single solution for each event, given explicitly by

t
t t

t t

1 1 1 1

2 1 1
. 8dm

m m
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1 1
2

2 2 2
2

1

2 1 1 2

h h h h
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Employing this approximation of td, we have computed the transversemomentumof theD+ fragments from

C2D 4
2+, shown infigure 4. The distribution of the radialmomentum, p p pr x y1 1

2
1
2= + , shown infigure 4(b),

agrees well with the functional form for the projection of an isotropic distribution onto a plane [56]. To verify
that themomentumdistribution is isotropic, the complete 3Dmomentumdistribution is needed. Therefore,
the p1z component should also bemeasured.

Is there anyway to retrieve the z-directionmomentum?Recall our initial fundamental problem in
evaluating v z1¢ that is associatedwith the td

+( ) and td
-( ) solutions. Now,we have gone even further and neglected

v z1¢ entirely, eliminating the possibility of recovering p1z directly from themeasurement. It is important to note
that the polarization is typically aligned along the spectrometer axis (z direction) in COLTRIMSmeasurements
in order to reduce losses of fast fragments, which are usually ejected along the laser field. This choice leads to
equivalent x and ymomentum components due to the axial symmetry about the laserfield and prevents the
direct determination of p1z.

To retrieve themissing information, i.e., the p1zmomentum component along the laserfield, we take
advantage of this axial symmetry and align the laser polarization along the y axis. Under these conditions, the
measured p1y distribution is along the laser polarization, while p1x is transverse.Moreover, the ‘lost’ p1z
distribution can be recovered from themeasured p1x distribution by taking advantage of the axial symmetry
about the laser polarization. Under ideal conditions, thismeasurement is sufficient to retrieve the complete 3D
momentumdistributions of the fragments. Inmany cases, however, imperfections like spatial non-uniformities
in the detector responsemay bias the results.

To circumvent this issue and verify that themomentumdistribution is isotropic, we performed two
measurements with the polarization along the z and y directions, as illustrated in figures 5(a) and (b),
respectively. Note that while the angular distributions drawn in this figure do not resemble the isotropic
distributionwemeasure in the present experiment, they help to better convey the difference between the two
measurement schemes.

Figure 4. (a)Retrieved transversemomentumdistribution of theD+ fragments. In thismeasurement, the laser polarization is along
the z (TOF) axis. Asmarked,j is a rotation angle in the xy-plane that will be used to characterize the angular distribution (discussed
further in the text). (b)RadialmomentumdistributionN(p1r) of theD

+ fragments, where p p pr x y1 1
2

1
2= + . The violet line indicates

a fit to the data of the functional form for the projection of an isotropic distribution onto a plane, which is given explicitly on thefigure.
Here,A andB are fit parameters.
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In thefirstmeasurement with the polarization along z, themomentumdistribution along the polarization
cannot be retrieved because v z1¢ has been neglected. In the secondmeasurement with the polarization along y, the
momentumdistribution parallel to the laser polarization can be retrieved directly, while the complete transverse
momentumdistribution can be recovered by using the axial symmetry about the laserfield as discussed above.

Let us definej as a rotation angle in the xy-plane in bothmeasurements. This angle is sketched on
figure 4(a).We denoteN ( 1j ) as the distribution obtained in the firstmeasurement (polarization along z) and
N ( 2j ) as the distribution found in the secondmeasurement (polarization along y). Computing the ratio of these
distributions yields the result shown infigure 5(c). Note that the position-dependent detection efficiency cancels
out in this ratio, thus eliminating the impact of detector imperfections.

The ratio shown infigure 5(c) is rather flat, directly demonstrating that dissociation inflight yields an
isotropicmomentumdistribution. This distribution is likely the result of td beingmuch longer than the
rotational timescale of themolecule. Thus, information about the initial alignment of themolecule with respect
to the laser polarization is lost, and the resulting distribution is isotropic.

3.3. Kinetic energy release
Finally, just as accessing the z-componentmomenta is problematic, so too is retrieving theKERon an event-by-
event basis. To obtain aKERdistribution, we utilize amethod based on the onion peeling technique, which has
beenwidely used to analyze photofragment images [57–60]. The transversemomentumdistribution, whichwas
obtained using themethod described in the previous section, serves as our projected ‘onion,’whichwe slice
along the px direction. Some sample slices for dissociation inflight of C2D 4

2+ are shown infigure 6(a). Aswe
carry out iterative onion peeling subtraction on the slices, the counts that are ‘peeled’ away are allocated into the
appropriate KER bins to accumulate a distribution. For a given iteration being performed on a particular slice,
the KER is found using the edges of the slice, as only events with themaximumKER reach this region.We
employ this technique formeasurements inwhich the laser polarization is along the y axis, even though the
isotropic nature of the distributionwould allowone to use data from either of the previously discussed
measurement schemes. Further details about this KER retrievalmethodwill be described in a forthcoming
publication about the dissociation inflight ofmetastable carbon dioxide dications [61].

TheKERdistribution obtained using our ‘sliced’ onion peeling technique for dissociation inflight of C2D 4
2+

is presented infigure 6(b).We estimate the uncertainty in the obtainedKER to be about 0.3 eV2. The centroid of
theKER, at about 4.2 eV, is in good agreement with that obtained by Larimian et al [47]. Finally, as an alternative
method of retrieving theKER, we compare themeasured N p r1( )with several simulated N p r1( ) distributions
corresponding toGaussianKERdistributions with different centroids andwidths, as illustrated in figure 6(c). As

Figure 5. (a) and (b) Schematic angular distributions. Note that these do not reflect ourmeasured angular distributions, but they help
better illustrate the concept of our two-measurement scheme. (a) Firstmeasurement: the laser polarization is aligned along the z
direction (spectrometer axis). As v z1¢ is neglected,momentum information parallel to the polarization is not accessible in this
configuration. (b) Secondmeasurement: the laser polarization is parallel to the y axis (jet direction), and thus, themomentum
distribution along the laser polarization can nowbe retrieved. Additionally, exploiting the azimuthal symmetry about the laser
polarization allows for retrieval of the pz distribution in this scheme, asN(p1z) N= (p1x). (c)Ratio of theN(j) distributions for the two
measurement schemes. N 1j( ) corresponds to thej distributionmeasuredwith the laser polarization parallel to the time-of-flight
axis, z, and N 2j( ) ismeasured after rotating the polarization to be along the jet direction, y. The dotted red line corresponds to the
average value of this ratio.

2
This error estimatewas obtained by propagating the error in the transversemomentum (taken to be the bin size) through to theKER.
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can be seen, the simulated N p r1( ) distributionwith aKER centroid of 4.15 eV and a FWHMof 0.5 eV agrees well
with themeasured N p r1( ). Furthermore, this result supports that obtained using the ‘sliced’ onion peeling
approach. Asmentioned, the KER can supply a great deal of insight into dissociation pathways, e.g., [17, 25, 26].
This pursuit, however, is beyond the scope of this paper, which focuses on themethod.

4. Summary and outlook

In summary, we have developed amethod to study dissociation inflight ofmetastablemolecular ions using
coincidencemomentum imagingmeasurements. Our approach, which supplies valuable information about the
relevantmetastable states, including the lifetime(s) andmomentumdistributions of the dissociating fragments,
has been realized through the application and symmetries of the relevant kinematic equations.

Encountered hurdles such as the inverse problemof choosing td
+( ) or td

-( ) and the related problemof

retrieving v z1¢ have been addressed by exploiting symmetries of the fragmentation. The readily expressed
forward-backward symmetry breaking in the v z1¢ distributionwas used in a self-consistentmanner to obtain the
N(td)distribution of the sample and hence the lifetimes of themetastable states dissociating inflight. This
analysis allowed us tofind two lifetimes in the deprotonation ofmetastable ethylene dications and a possible
isotopic effect in the shorter lifetime.

The necessity of a single td value for each event to obtain themomentawas fulfilled by neglecting v z1¢ , an
assumptionwhichwe have shown to be on solid ground, as it introducesminimal error in the calculation of td
and themomenta. Furthermore, the azimuthal symmetry about the laser polarizationwas exploited to obtain all
the components of themomentum rendered unretrievable by the td inverse problem.

Finally, while we have demonstrated thismethod for the specific case of deprotonation ofmetastable
ethylene dications formed by intense femtosecond laser pulses, this technique is applicable to coincidence
measurements on a variety ofmetastablemolecular systems dissociating inflight, which could also be formed via
othermeans, such as x-ray photoabsorption or fast charged particle impact.
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Figure 6. (a)A sample of the transversemomentum slices used in the ‘sliced’ onion peeling retrieval of the kinetic energy release (KER)
distribution. (b)C2D 4

2+ dissociation-in-flight KER spectrum retrieved using our ‘sliced’ onion peeling technique. (c)Comparison of
experimentallymeasured and simulated N p r1( ) distributions. The open circles represent the experimental data, and the different
lines correspond to simulated N p r1( ) for different GaussianKERdistributions, with indicated centroids, KERc. The full width at half
maximum (FWHM) of each of the KERdistributions is 0.5 eV.
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AppendixA. Gating on the dissociation-in-flight coincidence stripe

The long, curved dissociation-in-flight stripe in theCTOF spectrum fairly closely follows a third-order
polynomial dependence as a function of t1. Tomore effectively select true events while suppressing the
contribution of randompairs (i.e., improve the signal to ‘noise’ ratio), we use the coefficients of a third-order
polynomialfit to the curved coincidence stripe to straighten it and then apply a simple rectangular gate.More
specifically, t⊥, the perpendicular distance from each (t1, t2)data point to the polynomial fit is calculated. A
Gaussian function isfit to the N t̂( ) distribution, and a±3σ gate is applied to the data, as shown infigure A1(a).
Figure A1(b) shows the straightened stripe and gate around it. Note that for C2H4, the left and right gating
bounds for t1 were chosen to be 825 ns and 2400 ns, respectively, and for C2D4, theywere 1200 ns and 2400 ns,
respectively. These data selection schemes allow one to avoid the prompt breakup region, as well as the area of
theCTOF spectrumnear the end of the dissociation-in-flight stripe, where ‘noise’ and other channels dominate.

Appendix B.Dealingwith limited statistics when determining lifetimes and convergence
of the iterativemethod

Recall that due to the inverse problem related to the sign of v z1¢ (and associated sign choice in the td equation), we
employ an iterative procedure that starts with a choice of td

+( ) or td
-( ) that is equally likely. Then, we use the values

of τ in subsequent iterations toweight the choice of td
+( ) or td

-( ), using equation (7). As thismethod utilizes a

randomnumber generator to choose td
+( ) or td

-( ), it is imperative that the sample size be large enough to ensure
true randomness.

Aswe are applying this analysis to experimental data of a relatively weak channel for which statistics are
limited, onemayworry about the robustness of the proposedmethod that relies on randomnumber generation.
To address this issue, asmentioned in section 3.1, each iteration of the lifetime determination procedure consists
ofmultiple trials. That is, for each iteration, the analysis is simply repeatedmultiple times (each timewith a
randomly selected seed). Each trial uses the same solution choiceweighting scheme. An exponential decay
function isfit to the resulting N td( ) distributions to retrieve lifetimes for each trial. At the end of an iteration, the
amplitudes N0

1( ) and N0
2( ) and lifetimes 1t and 2t used to calculate theweighting factor in equation (7) are the

average values from all the trials in that iteration.
Asmentioned, when applied to our ethylene data, the lifetimes and amplitudes convergewithin just a few

iterations. Plots illustrating the convergence of these quantities are shown infigures B1(a)–(d). Note that in the
first iteration, td

+( ) and td
-( ) are selectedwith equal probability, and each iteration consists of 1000 trials.

AppendixC. Approximation of td by neglecting v z1¢

To obtain a single value of td needed for evaluating themomentumof each event, an approximation is necessary.
We start with the first expression in equations (4) and divide both sides by t tjm dm- to obtain

Figure A1. Illustration of the procedure used for selecting theCTOF stripe. (a) N t^( ) for C2H4, where t⊥ is the perpendicular distance
of ameasured (t1,t2) pair to a third-order polynomial fit to theCTOF stripe. Shown in red, a Gaussian function isfit to N t^( ). As
indicated by the purple dashed lines, a±3σ gate about the centroid of this Gaussian is then set on the data. (b)Density plot of ion yield
as a function of t1 and t⊥, N t t,1 ^( ). In addition to the±3σ gating, lower and upper bounds are chosen for t1 tominimize the
contribution of noise and channels other than the dissociation-in-flight channel. The surviving data inside the gate (dashed purple
box) is then used to retrieve the lifetimes andmomenta.
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This equation is solved for tdm after neglecting the second term on the right-hand side that contains vjz¢ . How
valid is neglecting this term? To explore this question, we perform simulations using a few typical input random
functional distributions, including a single-term exponential decay N td( ) distributionwith 900t = ns, a
GaussianKERdistribution centered at 4 eVwith a 1 eVFWHM, and an isotropic angular distribution. Let us
denote the terms on the right-hand side of equation (9) as ‘1st term,’ ‘2nd term,’ and ‘3rd term,’ in left-to-right
order.We evaluate the quantityR≡|2nd term|/(1st term+ 3rd term), shown infigureC1(a). For 99%of the
events, R 10< %. Furthermore, the error that neglecting the second term introduces into the recovered td and
p1x, shown infigures C1(b) and (c), is also reasonably small. For td, about 77%of the simulated events lie below
the 5%error level, and for p1x, about 98%of the events lie below the same error level.

Since the validity of neglecting v z1¢ depends on themagnitude of v z1¢ , and for our simulationswe have
assumed values of this quantity approximatelymatching themeasured ones, it is reasonable to explore how large
v z1¢ can be before the approximation breaks down. Thus, we performed simulationswith a few larger KER values
(and hence largermaximumvalues of v z1¢ ). Even for a highKERof 20 eV (Gaussian distributionwith 1 eV
FWHMand the same lifetime and angular distribution as before), 99%of the simulated events have R 20< %,
as shown infigureC2(a).Moreover, as shown infigures C2(b) and (c), 75%of the events have<20% error in the

Figure B1. (a) and (b): Lifetimes 1t and 2t as a function of iteration forC2D4 data. The first iteration corresponds to td
+( ) and td

-( ) being
chosenwith equal likelihood. (c) and (d): Amplitudes N0

1( ) and N0
2( ) as a function of iteration for the same data. The error bars on

these plots represent the error on the average for 1000 trials. The relative standard deviations on the lifetimes and the amplitudes,
s 1,21,2 tt and s NN 0

1,2

0
1,2

( )( ) , respectively, are all of the order of 10%.

FigureC1. (a)N(R) for simulated events withGaussianKERdistribution centered at 4 eVwith 1 eV FWHM, isotropic angular
distribution and lifetime of 900t = ns. (b)The td error fromneglecting v z1¢ , where tdi corresponds to the exact td values, and td0
corresponds to the approximate td values obtained by neglecting v z1¢ . (c)The px error introduced by neglecting v z1¢ , where pxi
corresponds to the exactmomentum, and px0 corresponds to the values retrieved by neglecting v z1¢ .
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retrieved td, and about 98%of the events are below the same error level in p1x. Given this extreme example, we
are thus assured that neglecting v z1¢ formomentum computation is a reasonable approximation for our case.

It is noteworthy that in general it is notmerely theKER (and hence themaximum v z1¢ ) that is important for
consideration but the ratio v vjz m¢ , as can be readily seen in equation (9). Recall that vm is the velocity of the
dication. Therefore, in certain cases, itmay also be desirable to increase the spectrometer voltage in the
experiment to increase vm and thereby improve the validity of this approximation.

AppendixD. Lifetime determination accuracy due to time-of-flight uncertainty

Due to the nature of ourmethod for evaluating td, it is not straightforward to propagate errors in order to
determine the uncertainty in the recovered lifetime(s). Here we demonstrate how simulations aid us in
pinpointing important sources of error.

Asmeasured TOF values are used to calculate td, a rather pertinent question is what effect the uncertainty in
these quantities has on the retrieved lifetimes. Finite time resolution, number truncation by the time-to-digital
converter (TDC) unit used (which has a 25 ps resolution), and uncertainty in the absolute time (i.e., the error
associatedwith the exact time of the laser-molecule interaction) all influence the accuracy of the retrieved
lifetime.While we have performed simulations to investigate each of these effects, for the sake of brevity, we use
those exploring truncation to illustrate the impact that this type of uncertainty can have.

To examine the effects of truncation of themeasured TOF values, we simulate events with the same
parameters as in the previous appendix (4 eVKER centroid). Thus, each simulated event has an associated td and
v z1¢ . The j 1, 2=[ ] equations in (4) are rearranged into quadratic expressions that can be solved for t1 and t2:

t t
v t

v
t t

v t t

v
t0 2 1 1

2
, 10d

z m

m
d

z d m

m
m1 1

2
1

1
1 1

2 1 2h h h= + - +
¢

+ - -
¢

-
⎛
⎝⎜

⎞
⎠⎟( ) ( ) ( )

t t
v t

v
t t

v t t

v
t0 2 1 1

2
.d

z m

m
d

z d m

m
m2 2

2
2

1
2 2

2 1 2h h
b

h
b

= + - -
¢

+ - +
¢

-
⎛
⎝⎜

⎞
⎠⎟( ) ( )

In solving for t1 and t2, we choose the positive root in the quadratic formula because choosing the negative
root yields negative t1 and t2 values or t td1 < , which is unacceptable, in contrast to the td equation forwhich both
roots canmake physical sense. The values of t1 and t2 are truncated to varying levels of precision in ns, simulating
the possible digitizer accuracy. Then a random fraction is added to the truncated number, as is done for the
measured (digitized)data, tomatch the original number of digits. For example, if ti is a time-of-flight value
truncated to n decimal place(s), the newTOF after adding the random fraction is t t r 10i i

n¢ = + ´ - , where r is
a randomnumber between 0 and 1. The new values of t1 and t2 are then used to compute td and obtain a lifetime,
which is then compared to the original input lifetime. A few examples of the effect of truncation on the recovered
lifetime are shown infiguresD1(a)–(c). As can be seen in the figure, asmore of the true digits are initially
truncated, the retrieved lifetime veers away from the original lifetime of 900 ns, and the range of N td( ) that can
be used forfitting starts to deteriorate. Asmentioned, similar tests were performed to examine the effects of
finite resolution and absolute time uncertainty. These simulations yielded results comparable to the number
truncation tests.

FigureC2. (a)N(R) for simulated events withGaussianKERdistribution centered at 20 eVwith 1 eV FWHM, isotropic angular
distribution and lifetime of 900t = ns. (b)The td error fromneglecting v z1¢ , where tdi corresponds to the exact td values fed into the
simulation, and td0 corresponds to the approximate td values obtained by neglecting v z1¢ . (c)The px error introduced by neglecting v z1¢ ,
where pxi corresponds to the exactmomentum, and px0 corresponds to the values retrieved by neglecting v z1¢ .
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While our simulations have proven instructive in identifying influential error sources such as those related to
themeasured time-of-flight values, note that the errors presented in the body of thismanuscript reflect those
evaluated by statisticalmeans.
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2.8 VMI technique

We used the velocity map imaging (VMI) technique in collaboration with Augustana Uni-

versity to perform the experiment described in Chapter 5. In the VMI technique, which is

illustrated in Fig. 2.8.1, a focused beam of femtosecond laser pulses irradiates molecules in

an effusive jet. The VMI technique involves a non-uniform electric field created by a set of

biased rings, which operates as an electrostatic lens. This scheme focuses fragments from

different initial positions in the interaction volume to the same position on the detector if

they have the same velocity. The detector consists of an MCP with a phosphor screen behind

it. The fragments strike the MCP, and electrons emerging from the back of the MCP strike

the phosphor screen to produce an image, recorded by a camera over several laser shots.

In contrast to the ion beam imaging and COLTRIMS techniques described in the previous

sections, the VMI technique does not typically operate in event mode. The application of

Abel inversion methods, such as pBASEX [57], iterative [58], or onion peeling [59] allows

the retrieval of slices in the 3D momentum distributions from the measured images. Further

details about the VMI method can be found in Refs. [50, 60, 61].

Figure 2.8.1: (a) Schematic of the velocity map imaging (VMI) setup. Charged fragments

from the interaction of intense laser pulses with an effusive jet of molecules are focused such

that those with the same velocity are projected onto the same position on the detector (see

text).
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Chapter 3

Strong-field hydrogen migration

3.1 Scope

This chapter focuses on a major theme of my work, examining the laser-induced dynamics

of hydrocarbons, specifically isomerization. Section 3.2 gives a broad introduction to iso-

merization. Sections 3.3 and 3.4, respectively, contain a published paper and a submitted

manuscript on this topic.

3.2 Isomerization

3.2.1 General overview

Isomerization is a process via which a molecule changes configuration while retaining its

constituent atoms. The different configurations, called “isomers,” typically have rather dis-

tinct chemical properties [62], and their rearrangements are prevalent in nature [63–65] and

industry [66–68]. One curious example of an isomerization reaction in nature is used by the

Nicotiana attenuata plant for defense [65]. This plant’s leaves contain chemicals known as

green leaf volatiles (GLVs). When the tobacco hornworm caterpillar feeds on this plant, its

saliva elicits isomerization of the GLVs in the damaged leaves. One such GLV reaction is

shown in Fig. 3.2.1. The newly-formed isomers attract insects that prey on the hornworm
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Figure 3.2.1: One of the isomerization processes that is found to occur when the hornworm
caterpillar deposits its saliva on damaged leaves of the Nicotiana attenuata plant. The isomer
on the right attracts the caterpillar’s predators.

eggs and caterpillars.

Another instance of isomerization is the molecular switch [69], in which a controlled,

reversible isomerization process produces changes in physical properties, such as the absorp-

tion spectrum, color, or pH level. The irradiation of light of different wavelengths is one way

to activate this switch, stimulating the forward or reverse reactions between the two isomers

[69].

3.2.2 Hydrogen migration in C2H2: a “simple” example

While there are several other examples of isomerization, it is best to begin with a simpler case

to build our understanding. Hence, we focus on one of the simplest hydrocarbon molecules,

C2H2. Fig. 3.2.2 illustrates the isomerization between the acetylene (HCCH) and vinylidene

(H2CC) configurations of neutral C2H2. This reaction is an example of hydrogen migration,

a subset of isomerization in which hydrogen moves from one site to another in a molecule

[70].
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Figure 3.2.2: Schematic energy level diagram for isomerization of C2H2 from acetylene

(HCCH), the configuration of the neutral ground state, to the higher-energy isomer, vinyli-

dene (H2CC). The energy levels are taken from Ref. [71].

Hydrogen migration in C2H
q
2 has been the topic of many experimental and theoretical

studies in chemistry and physics, from spectroscopy [71–79] to photofragmentation stud-

ies [80–102] . While spectroscopic studies of this system most often focus on dynamics in

C2H2 molecules that remain intact, photofragmentation studies are fundamentally different

in that they probe the dynamics on potential energy surfaces leading to dissociation. The

signatures of hydrogen migration in spectroscopic studies involve measurables like photo-

electron energies [72, 78, 79], fluorescence [73, 75–77], and stimulated emission [73, 74, 77].

In photofragmentation studies, common signatures for isomerization include the measure-

ment of channels such as Cq1 + CHq2
2 (for an H2CC final configuration) and CHq1 + CHq2

(for an HCCH final configuration). Other photofragmentation studies focusing on three- or

four-body breakup of C2H2 use the relative directions of the measured fragment momenta

to identify isomerization [89, 92–94, 100].
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3.3 Dependence on the initial configuration of strong

field-driven isomerization of C2H2 cations and an-

ions

Figure 3.3.1: Various C2H2 configurations studied, including linear acetylene (HCCH),
vinylidene (H2CC), and cis/trans.

This section contains a paper published in The Journal of Physical Chemistry Letters

[103] reporting the key role of the initial configuration in the ultrafast laser-induced isomer-

ization of C2H
q
2 ions (q= –1, 0, 1). Here, the “configuration” refers to the geometry of the

target C2H
q
2 molecule when it is probed by the laser. Using ion beam targets in various

initial configurations, including HCCH, H2CC, and cis/trans, illustrated schematically in

Fig. 3.3.1, we demonstrate that the configuration greatly impacts the branching ratios of

acetylene-like (CHq1 + CHq1) and vinylidene-like (Cq′1 + CH
q′2
2 ) fragmentation. A common

expectation in strong-field-induced isomerization studies is that the hydrogen migration will

proceed in a recurrent manner [92, 94, 96]. That is, a hydrogen shifts from one carbon site to

the other and then returns to the original carbon site, motion that repeats itself with a period

typically on the order of 60–100 fs [92, 94, 96]. One might then expect both CHq1 + CHq1

and Cq′1 + CH
q′2
2 breakup, dependent upon the stage of the oscillatory motion in which the

C-C bond breaks. Therefore, our observation that the acetylene-like fragmentation yield

may be almost entirely suppressed by changing the initial configuration is surprising.

The following article was reprinted with permission from B. Jochim et al. J. Phys. Chem.

Lett. 10, 2320 (2019). Copyright 2019 American Chemical Society.
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Dependence on the Initial Configuration of Strong Field-Driven
Isomerization of C2H2 Cations and Anions
Bethany Jochim,*,† Ben Berry,† T. Severt,† Peyman Feizollah,† M. Zohrabi,† Kanaka Raju P.,†

E. Wells,‡ K. D. Carnes,† and I. Ben-Itzhak*,†

†J. R. Macdonald Laboratory, Department of Physics, Kansas State University, Manhattan, Kansas 66506, United States
‡Department of Physics, Augustana University, Sioux Falls, South Dakota 57197, United States

ABSTRACT: We have investigated the femtosecond laser-induced fragmentation of
C2H2

q ion beam targets in various initial configurations, including acetylene (linear
HCCH), vinylidene (H2CC), and cis/trans. The initial configuration is shown to have a
tremendous impact on the branching ratio of acetylene-like (CHq1 + CHq2) and
vinylidene-like (Cq1′ + CH2

q2′) dissociation of a specific C2H2
q molecular ion. In

particular, whereas C2H2
+ generated from C2H2, a linear HCCH target, exhibits

comparable levels of acetylene-like and vinylidene-like fragmentation, vinylidene or cis/
trans configuration ion beams preferably undergo vinylidene-like fragmentation, with an
acetylene branching ratio ranging from 13.9% to zero.

Photochemistry studies often involve probing molecular
dynamics starting from stable configurations. The initial

configuration, however, can have a great influence on the
dynamics. Examining various geometries beyond those
commonly studied can therefore offer a different perspective.
One well-studied topic that may benefit from such an
alternative approach is isomerization.
Widespread in nature1−4 and key to many industrial

applications,5−7 isomerization reactions have been extensively
studied in chemistry and physics, both experimentally and
theoretically.8,9 The C2H2 molecule in particular has proven to
be a useful testing ground for examining isomerization.
Conversion between its acetylene (HCCH) and vinylidene
(H2CC) isomers, an example of 1,2 hydrogen migration,10 is
one of the simplest bond rearrangement isomerization
reactions.
A wide array of experimental techniques have been applied

to examine isomerization of C2H2 molecules. Photodetach-
ment spectroscopy measurements on C2H2

− ions have
collectively provided a fuller picture of the energetics and
H2CC → HCCH isomerization dynamics of the resulting
transient neutral vinylidene.11−16 With an alternative approach,
stimulated emission spectroscopy (SEP)17−19 and dispersed
fluorescence (DF)17,19−21 measurements have examined the
reverse reaction, preparing acetylene (HCCH) in highly
excited vibrational states close to the isomerization threshold
and looking for signatures of HCCH → H2CC transitions.
In addition to being heavily studied in traditional linear

spectroscopy,13−19,21 C2H2 isomerization has also garnered
significant interest in the photofragmentation community.
Here, a far less “gentle” approach is taken, breaking the
molecule and extracting information from the measured

fragments. The signatures of isomerization are thus funda-
mentally different from those in the aforementioned types of
spectroscopy. For example, common signatures in fragmenta-
tion studies are measurement of Cq1 + CH q

2 2 final products for

acetylene → vinylidene isomerization and CHq1′ + CHq2′ for
vinylidene → acetylene isomerization.
These photofragmentation studies have involved an assort-

ment of excitation sources. Extreme ultraviolet (XUV) and X-
ray sources have been fruitfully employed to study C2H2
isomerization through dissociative ionization.22−34 Following
early suggestions and demonstrations of the potential utility of
intense, ultrafast laser pulses in probing C2H2 isomerization
dynamics, particularly the relevant time scale(s), a plethora of
studies have used these sources.35−47

Despite the abundance of studies of C2H2 isomerization, it is
nevertheless an intriguing and important topic to explore
further, as much remains unknown. For instance, in addition to
the ongoing debate about topics like the lifetime of the neutral
vinylidene,12,13,48−51 open questions about the ions of C2H2
are even greater in number.52

In this Letter, we utilize our unique capability to prepare
C2H2

q ion beams in a variety of initial configurations to
investigate the role these configurations play in ultrafast laser-
induced isomerization and dissociation. To do so, we examine
target configurations ranging from vinylidene to acetylene,
including cis/trans configurations. These would not be easily
accessible as neutral gas phase targets.
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In our experiment, C2H2
q ions are produced via fast electron

impact in an ion source. Specifically, an electron cyclotron
resonance (ECR) ion source is used to create the C2H2

+

beams, while the C2H2
− beam is generated in a duoplasmatron

source. The ions are accelerated to an energy of ∼8 keV, and
the ion beam of interest is selected with a magnet according to
its momentum-to-charge ratio. At the laser interaction region,
the ion beam has a cross section of ∼0.9 mm × ∼0.9 mm. The
typical current varies widely depending on the specific ion
beam over the range of 25 pA to 1 nA.
The Ti:sapphire laser used in this study53 produces 790 nm

central wavelength, 2 mJ, linearly polarized pulses with a
duration of ∼23 fs fwhm (full width at half-maximum in
intensity) at a rate of 10 kHz. The pulse duration is measured
with second-harmonic generation frequency-resolved optical
gating (SHG FROG).54 The laser beam is focused onto the ion
beam target by an f = 203 mm, 90° off-axis parabolic mirror.
Typical intensities utilized in our experiment fall in the range
of 1013−1015 W/cm2. The peak intensity is determined from
the measured power, pulse duration, and focal profile image.55

The intensity is controlled by translating the position of the
laser focus relative to the ion beam center as well as by
attenuating the laser power.55,56

Our setup is schematically illustrated in Figure 1. Signals
from a microchannel plate delay-line detector provide arrival

time and position information and hence enable calculation of
the velocity for each fragment on an event-by-event basis. Each
fragmentation channel appears as a diagonal stripe in the
coincidence time-of-flight (CTOF) spectrum due to momen-
tum conservation, like those shown in Figure 2a. The typical
event rate depends strongly upon the particular ion beam, with
event rates for our measurements being at most on the order of
0.1 Hz (for C2H2

+ from C2H2) to 0.001 Hz (for C2H2
+ from

C2H2F2). Further details regarding our experimental technique
can be found in our previous publications.57,58

Momentum conservation allows the discernment of true
events from background signals and random coincidences.
Random coincidences originate from the interaction of a single
laser pulse with multiple molecules, whereby a fragment from
one molecule is accidentally paired with another from a
different molecule.57,59−62 To eliminate these events, we pair
fragments from different laser shots to generate a spectrum
mimicking the random coincidences, scale this generated
spectrum to a purely random feature like those marked in
Figure 2a, and then subtract it from the measured data.
Recall that in fragmentation studies, a commonly used

signature of molecules being in the acetylene configuration is
measurement of the CHq1 + CHq2 channel, which we denote as
A. Similarly, a signature of molecules in the vinylidene
configuration is measurement of the Cq1′ + CH q

2 2′ channel,
which we denote as V. We adopt this notation from this point
forward.
For the case of C2H2

+ ions being produced from C2H2, these
ions predominantly exist in the same configuration as the
parent C2H2, HCCH. This assertion is based on electron
impact ionization studies.63−66 The results for this target are
similar to those of the aforementioned photofragmentation
studies starting from a neutral C2H2 target.22−47 Like those
studies, we observe both acetylene-like and vinylidene-like two-
body breakup channels, visible in the CTOF spectrum in
Figure 2a.
Given our ability to measure neutral fragments directly, we

focus on the two-body dissociation channels, CH+ + CH (A),
C+ + CH2 (V1), and C + CH2

+ (V2), i.e., those with no
ionization of the target, and compute their branching ratios
after imposing momentum conservation. Note that the
presence of two V channels is merely a consequence of the
fact that either the C or the CH2 fragment is positively
charged. The CTOF spectrum for these channels after analysis
is shown in Figure 2c. The branching ratios are summarized in
Table 1, where the sum of the vinylidene-like channel yields,
V1 + V2, is denoted as V. These results suggest a substantial
amount of isomerization of the initially acetylene (linear
HCCH configuration) target, as the V/(A + V) branching ratio
is ∼60%.
While the C2H2

+ target produced from C2H2 likely has a
linear HCCH geometry, the C2H2

− target possesses the other
isomeric configuration of C2H2, vinylidene. This beam is
produced by electron attachment in a duoplasmatron ion
source loaded with a mixture of 10% ethylene and 90% argon.
C2H2

− is known to be long-lived in its electronic ground state,
X̃ 2B2. It remains in the vinylidene configuration for
>100 s,12,67,68 decaying by adiabatic electron loss and
subsequent isomerization of the resulting neutral vinylidene
to acetylene.69 The linear HCCH− isomer, on the other hand,
has a large negative electron affinity (EA) of −2.6 eV, and it
autodetaches within a few femtoseconds.69−71 Because the ion
beam travel time from the ion source to the laser interaction
region in our setup is approximately 20 μs, the C2H2

− target
survives purely in the vinylidene configuration.
In stark contrast to the C2H2

+ results, we find that the laser-
induced fragmentation of C2H2

− is conspicuously reminiscent
of the initial target configuration. Predominantly vinylidene-
like breakup is observed for all C2H2

q+ daughter ions, as
evident from the CTOF spectrum in Figure 2b. Figure 2d
contains the CTOF spectrum of events fulfilling momentum
conservation for two-body dissociation of the C2H2

+ daughter

Figure 1. Schematic of our coincidence three-dimensional momen-
tum imaging setup showing the C2H2

+ → CH+ + CH breakup
channel. Intense, femtosecond laser pulses interact with the ion beam
inside a spectrometer that provides a longitudinal field, Espec, to
separate fragments in time. An imaging deflector supplies a transverse
field, Edef, which separates the fragments in position. The inset shows
a sample position spectrum.
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of C2H2
−, specifically the CH+ + CH (A), C+ + CH2 (V1), and

C + CH2
+ (V2) channels. The acetylene branching ratio for this

process, displayed in Table 1, is consistent with zero.
Moreover, this trend of negligible acetylene-like breakup
persists for the range of peak laser intensities studied (5 ×
1014 to 3 × 1015 W/cm2).
The contrast between the C2H2

+ and C2H2
− outcomes

discussed so far is surprising. These observations suggest that
while C2H2

+ generated from C2H2, an HCCH target,
isomerizes efficiently, the reverse process does not occur for
C2H2

−, a target of the H2CC initial configuration. More
precisely, isomerization of the vinylidene target leading to
dissociation is not observed. One should note that this does
not preclude the possibility of isomerization of molecules that

remain bound. Also, while it is likely that the contrasting
C2H2

+ and C2H2
− results are due to very different excitation

pathways, it is not easy to resolve the participating electronic
states in the present strong field study, as many electronic
states could be populated. For isolating dissociation pathways,
further work employing single-photon excitation of these
systems32,72,73 could be informative.
Some theoretical studies have suggested that neutral

vinylidene that results from C2H2
− → C2H2 + e− photo-

detachment not only isomerizes to acetylene but then
undergoes multiple acetylene ↔ vinylidene recrossings.50,74

This process happens due to the fact that acetylene is highly
excited after crossing the vinylidene → acetylene barrier. The
period of these recrossings is calculated to be on the order of

Figure 2. Coincidence time-of-flight (CTOF) spectra for fragmentation of C2H2
+ generated from C2H2 (left) and C2H2

− (right). (a and b) Raw
data. (c and d) Fragmentation channels of C2H2

+ after momentum conservation. The dashed red box in panel d indicates the expected position of
the CH+ + CH channel, i.e., the channel associated with the HCCH final configuration. Gray arrows in panel a mark examples of random
coincidence features (see the text). Note that there are other channels not discussed here that will be covered in a future publication(s). For
instance, the rate of CH+ + CH+ in panel a is ∼0.2 Hz.

Table 1. Branching Ratios for Different Initial C2H2
q Configurations (q = −1, 0, or 1) Exposed to Laser Pulses with an

Intensity of ∼3 × 1015 W/cm2 a

target source gas current (nA) initial configuration A A/(A + V) (%)

C2H2
+ C2H2 1.0 HCCH CH+ + CH 37.6 ± 3.8

C2H2
+ C2H2F2 0.025 H2CC CH+ + CH 13.9 ± 2.4

C2H2
+ C2H2Br2 0.1 cis/trans CH+ + CH 1.7 ± 0.3

C2H2
− C2H4 0.2 H2CC CH+ + CH 0.1 ± 0.5

C2H2
− C2H4 0.2 H2CC CH + CH 3.9 ± 2.5

C2H2
b C2H4 0.2 H2CC CH+ + CH 0.1 ± 0.1

C2H2
b C2H4 0.2 H2CC CH + CH 3.6 ± 1.2

aThe labels A and V refer to the CHq1 + CHq2 and Cq1′ + CH2
q′ channels, respectively (note q1 + q2 = q1′ + q2′ for each case). Also, in some cases, V

includes two channels, as either the C or the CH2 fragment can be positively charged. bThe neutral target is produced from the C2H2
− beam by a

pump pulse 300 fs before interaction with the probe pulse (see the text).
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100 fs, but the exact period depends heavily upon the initial
conditions.50

In light of this idea, we performed a two-pulse measurement,
where the first pulse causes photodetachment and possibly
initiates isomerization and the second pulse probes any
ensuing recrossing dynamics. The pump pulse that removes
the weakly bound electron of C2H2

− (EA = 0.49 eV12) has a
peak intensity of 2 × 1014 W/cm2 and efficiently neutralizes the
C2H2

− molecules within the laser focus, according to our
estimates. To arrive at this conclusion, we use our estimated
ion beam density, ∼6 × 103 molecules/cm3 (i.e., ∼0.03
molecule/pulse), and the measured rate of neutral C2H2

molecules (∼285 Hz) for a single 5 × 1014 W/cm2 pulse,

which results in negligible fragmentation. The probe pulse is
delayed by 300 fs with respect to the pump pulse, close to the
typical recrossing period, and has a much higher peak intensity
of 2 × 1015 W/cm2.
Here too, the vinylidene-like breakup channel, C + CH2,

heavily dominates, as clearly shown in Figure 3. In contrast, the
acetylene-like fragmentation channel, CH + CH, is hardly
visible. Careful analysis including momentum conservation and
random coincidence subtraction sets an upper bound for the
acetylene branching ratio at 3.6 ± 1.2%. This result is
consistent with that of a single pulse similar to the probe pulse,
for which the acetylene branching ratio is 3.9 ± 2.5%.
Moreover, in the pump−probe measurement, the branching

Figure 3. CTOF spectra for fragmentation of C2H2
− by a two-pulse scheme zoomed in on the neutral−neutral fragmentation channels. (a) Raw

data. (b) After imposing momentum conservation. The inset shows a rotated spectrum. The dashed red and solid green boxes indicate where yields
of CH + CH and C + CH2 were evaluated, respectively.

Figure 4. CTOF spectra for laser-induced fragmentation of C2H2
+ generated from 1,1-difluoroethylene (left) and 1,2-dibromoethylene (right). (a

and b) Raw data. (c and d) The three fragmentation channels of C2H2
+ after momentum conservation. The dashed red box in panel d highlights

the expected position of the CH+ + CH channel.
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ratio of the acetylene-like fragmentation channel for which two
electrons are removed, CH+ + CH, is 0.1 ± 0.1% (see Table
1), also in accord with the single-pulse results. Theory more
closely replicating the initial conditions would aid in guiding
future two-pulse experiments sampling recrossing dynamics.
To further explore this strong dependence of isomerization

on the initial configuration, we look at another vinylidene-like
target, C2H2

+ generated from 1,1-difluoroethylene. Charge
inversion mass spectrometry measurements indicate that a
beam of C2H2

+ produced from 1,1-dichloroethylene is long-
lived in the vinylidene configuration, with a lifetime of
>8.5 μs.75,76 Given the chemical similarity between 1,1-
dichloroethylene and 1,1-difluoroethylene, it is most likely
that a C2H2

+ beam generated from the latter is also of the
vinylidene configuration. Panels a and c of Figure 4 contain the
measured CTOF spectra for this target. One can see that both
vinylidene-like and acetylene-like breakup occurs, with a vast
majority of vinylidene-like breakup.
While a beam of C2H2

+ generated from 1,1-difluoroethylene
has the vinylidene configuration like C2H2

−, there also are
compelling reasons to examine the former target. Here, we
observe dissociation and thus can avoid any complication
ionization might add. In contrast, in the C2H2

− case, it is
possible that fragmentation of C2H2

+ daughter ions involves
sequential ionization. For example, the weakly bound electron
could be removed early in the laser pulse, followed by
propagation on the C2H2 surface(s) and eventual removal of
the second electron. This process is clearly different from
dissociation of a C2H2

+ target initially in the vinylidene
configuration, such as that produced from 1,1-difluoroethylene.
As a final example, we generate a cis/trans C2H2

+ beam from
1,2-dibromoethylene. The dibromoethylene sample is com-
posed of a mixture of the cis and trans isomers with a cis:trans
ratio of approximately 1:3. This sample and information
regarding its trans:cis isomer ratio were obtained from Sigma-
Aldrich. Intuitively, removal of the bromine atoms will result in
C2H2

+ far from equilibrium, with excitation likely in the
symmetric (trans) and antisymmetric (cis) C−C−H bending
vibrational modes.77 What impact will this excitation have on
the branching ratio between acetylene-like and vinylidene-like
channels?
The CTOF spectra in panels b and d of Figure 4 and the

branching ratio in Table 1 show that, similar to the C2H2
−

results, the predominant breakup is vinylidene-like. This
behavior continues over the range of intensities explored (5
× 1013 to 3 × 1015 W/cm2). For this cis/trans target, it should
be noted that it is unclear if the initial bending excitation of the
ion beam facilitates unimolecular HCCH → H2CC isomer-
ization in flight to the laser interaction or if the isomerization is
laser-induced. While in assessing the geometry of this target we
have assumed a logic similar to that applied for the H2CC

+

beam produced from 1,1-difluoroethylene,75,76 a future study
of the lifetimes of cis/trans beams would shed further light on
this issue. The key point, however, is that isomerization to
vinylidene is much more likely in the cis/trans case than in the
case of C2H2

+ produced from C2H2. Furthermore, the
branching ratios measured with the cis/trans target are
significantly different from those measured with the other
targets.
The cis/trans C2H2

+ measurement suggests that the initial
bending excitation of the ions enhances isomerization toward
the vinylidene configuration. This observation is in agreement
with previous work highlighting the influence of bending

motion on the isomerization process, both for acetylene
becoming vinylidene and vice versa. The previously mentioned
DF and SEP spectroscopy measurements17−21 exploit a high
degree of vibrational excitation to examine the coupling of
acetylene and vinylidene states resulting in isomerization of
HCCH. In these spectroscopic measurements, the minimum
energy path for hydrogen migration falls along the C−C−H
bending coordinate. Several theoretical studies have also
emphasized that bending excitation in acetylene molecules
has a decisive impact on the isomerization dynamics.50,78−81

Moreover, photoelectron spectroscopy experiments on the
vinylidene anion C2H2

− by the Neumark group and
collaborators have shown that excitation of the in-plane
rocking mode of vinylidene readily leads to isomerization, as
this state connects to the C−C−H bending vibrational states
of acetylene.16

In summary, our measurements of the laser-induced
fragmentation of C2H2

q ion beams with assorted unique
configurations demonstrate the strong effect of the initial
configuration on the isomerization dynamics. While C2H2

+

generated from C2H2, a linear HCCH molecule, exhibits
acetylene-like and vinylidene-like fragmentation at similar
levels, the vinylidene and cis/trans configuration C2H2

+

molecules that we examined mainly fragment in a vinylidene-
like manner, a markedly different and surprising outcome.
These intriguing results, which raise the question of the
reversibility of the isomerization process, call for future
theoretical endeavors to explain them. Measurements of cis/
trans targets appear to be congruent with experimental and
theoretical work pinpointing the pivotal influence of bending
excitation in isomerization, but similarly, further work is
needed for a detailed understanding and to disentangle the
possible unimolecular and laser-driven dynamics.
Finally, we anticipate that our approach for studying C2H2

q

(q = −1, 0, or 1) isomerization is not limited to this particular
problem. Rather, ion beam targets offer an avenue for
examining photoinduced dynamics in a variety of chemical
systems in initial configurations that are not easily accessible, a
unique vantage point that is complementary to mainstream
approaches for studying molecular dynamics.
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Tabletop imaging of structural evolutions in chemical reactions
demonstrated for the acetylene cation. Nat. Commun. 2014, 5, 4422.
(41) Gong, X.; Song, Q.; Ji, Q.; Pan, H.; Ding, J.; Wu, J.; Zeng, H.
Strong-field dissociative double ionization of acetylene. Phys. Rev. Lett.
2014, 112, 243001.
(42) Xie, X.; Doblhoff-Dier, K.; Xu, H.; Roither, S.; Schöffler, M. S.;
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(74) Schork, R.; Köppel, H. Barrier recrossing in the vinylidene−
acetylene isomerization reaction: A five-dimensional ab initio
quantum dynamical investigation. J. Chem. Phys. 2001, 115, 7907−
7923.
(75) Hayakawa, S.; Takahashi, M.; Arakawa, K.; Morishita, N.
Definitive evidence for the existence of a long-lived vinylidene radical
cation, H2C = C+. J. Chem. Phys. 1999, 110, 2745−2748.

The Journal of Physical Chemistry Letters Letter

DOI: 10.1021/acs.jpclett.9b00520
J. Phys. Chem. Lett. 2019, 10, 2320−2327

2326



(76) Hayakawa, S. Charge inversion mass spectrometry: dissociation
of resonantly neutralized molecules. J. Mass Spectrom. 2004, 39, 111−
135.
(77) Steinfeld, J. I. Molecules and Radiation: An Introduction to
Modern Molecular Spectroscopy; Dover Publications, 2005.
(78) McCoy, A. B.; Sibert, E. L. The bending dynamics of acetylene.
J. Chem. Phys. 1996, 105, 459−468.
(79) Sibert, E. L.; McCoy, A. B. Quantum, semiclassical and classical
dynamics of the bending modes of acetylene. J. Chem. Phys. 1996,
105, 469−478.
(80) Ma, J.; Xu, D.; Guo, H.; Tyng, V.; Kellman, M. E. Isotope effect
in normal-to-local transition of acetylene bending modes. J. Chem.
Phys. 2012, 136, 014304.
(81) Han, H.; Li, A.; Guo, H. Toward spectroscopically accurate
global ab initio potential energy surface for the acetylene-vinylidene
isomerization. J. Chem. Phys. 2014, 141, 244312.

The Journal of Physical Chemistry Letters Letter

DOI: 10.1021/acs.jpclett.9b00520
J. Phys. Chem. Lett. 2019, 10, 2320−2327

2327



3.4 Experimental study of laser-induced isomerization

dynamics of specific C2H
q
2 ions

Studies of intense laser-induced isomerization of C2H2 often employ gas-phase targets and

therefore concentrate on dissociative ionization. The following manuscript, which has been

submitted to Physical Review A, highlights the advantages of studying isomerization of

C2H
q
2 ion beam targets using coincidence 3D momentum imaging. As a major strength of

this approach is measurement of dissociation, we are able to study isomerization dynamics

occurring within a single charge state. Moreover, studying ion beam targets allows us to

operate at laser intensities far below that required for ionization, opening the possibility of

examining one- or few-photon processes. Given these simplifications, more direct theory–

experiment comparisons may be made, offering an alternative approach for understanding

of strong-field isomerization processes.
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We investigate intense, ultrafast laser-induced isomerization and two-body fragmentation of acety-
lene monocations and dications using coincidence three-dimensional momentum imaging. Whereas
the vast majority of previous work on strong-field isomerization and fragmentation of acetylene has
necessarily involved ionization, by focusing solely on dissociation of ion-beam targets, we ensure
that the dynamics ensue within a single molecular ion species, potentially simplifying interpreta-
tion. We demonstrate the rich information that can be extracted from such a measurement and
discuss advantages and disadvantages of this approach.

I. INTRODUCTION

Measuring the photo-induced breakup of hydrocarbons
has been demonstrated as a valuable means of examining
isomerization reactions, specifically hydrogen migration.
Numerous light sources have been used for these studies
[1], which are most commonly performed by irradiating
neutral target molecules to initiate dynamics.

One specific molecule that has attracted a great
deal of interest as a prototype for studying isomer-
ization is acetylene, which has the linear HCCH con-
figuration in its ground state. Isomerization of this
molecule entails migration of a hydrogen from one car-
bon site to the other to form the vinylidene isomer,
H2CC. Key investigations into the photofragmentation
of C2H2 [2–17] have taken advantage of powerful coinci-
dence three-dimensional (3D) momentum imaging tech-
niques, such as cold target recoil ion momentum spec-
troscopy (COLTRIMS) [18, 19]. In these studies, one
commonly-used signature of C2H2 isomerization has been
measurement of the C+ + CH+

2 channel for rearrange-
ment into the vinylidene configuration. Measurement of
CH+ + CH+, in contrast, has been taken as a signature
for remaining in the acetylene configuration.

Other means of identifying C2H2 isomerization include
monitoring the molecule’s structural changes through the
relative angles of the fragment momenta in three- and
four-body Coulomb explosion imaging (CEI) measure-
ments [4, 5, 7, 11, 14], which involve triple or quadruple
ionization, respectively. While CEI has its own limita-
tions [16, 20, 21], the fact that ionization is involved by
necessity in the observation of all these signatures and
that the final charge state is not necessarily the same
as that undergoing isomerization may also obscure in-
terpretation. Based on these types of signatures, some
studies have concluded that C2H2 isomerization occurs
in the monocation [12, 22–24], while others have pointed
to the dication states [2–4, 6, 8–17, 25]. It is important to
note that these different interpretations are not necessar-
ily conflicting, as the particular pathways could depend
sensitively upon the experimental parameters. However,

they may also indicate some ambiguity in the interpreta-
tion.

The rich information provided by the aforementioned
coincidence momentum imaging techniques, such as the
kinetic energy release (KER) and angular distributions,
can be illuminating in determining which potential en-
ergy surfaces may be involved in the isomerization and
pathways toward the final products [6, 8]. The dynamics,
however, can be quite complex. For molecules exposed
to intense laser fields, it is probable that many multi-
photon pathways contribute to the measured data, mak-
ing interpretation challenging. As a specific example, for
dissociative double ionization of C2H2 by an intense 800-
nm femtosecond laser pulse, the common interpretation
that hydrogen migration occurs exclusively in the dica-
tion [4, 13–15, 17, 24, 26] awaits more direct substantia-
tion. Here, the signature dissociative ionization channels
likely involve the exchange of many photons with the
laser field. Thus, despite the detailed information pro-
vided by the measurements, one cannot readily exclude
the case in which hydrogen migration is initiated or com-
pleted in the neutral or monocation intermediate states
before the final ionization step(s). Hence, as pointed out
by Gong et al. [12], experimental determination of the
charge state in which isomerization occurs is a highly-
coveted goal.

While Gong and co-workers [12] used above-threshold
double ionization of acetylene to distinguish hydrogen mi-
gration on the monocation and dication surfaces of C2H2,
in this article we propose a complementary approach
that restricts isomerization to a specific C2Hq

2 molecu-
lar ion. In this approach, we perform kinematically-
complete measurements of laser-induced dissociation of
molecular ions, introduced as a beam target, sidestepping
altogether the ambiguity introduced by ionization. Here,
the laser field excites the molecule to a dissociative state
of the same molecular ion and may also initiate isomer-
ization. Thus, laser intensities lower than that required
for ionization may be used, limiting the contributions of
complex multiphoton pathways and reducing the number
of potential surfaces involved. While the dilute nature of
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an ion-beam target leads to lower counting rates than can
be achieved with gas-phase targets, none of the detailed
information provided by other coincidence 3D momen-
tum imaging techniques is sacrificed. Note that the fo-
cus of this manuscript is mainly to present this approach,
which can be quite powerful in making future advances
in studying isomerization of C2Hq

2 and other molecular
ions. At present, however, further work is needed to at-
tain deeper understanding of the dynamics.

II. EXPERIMENTAL METHOD

We demonstrate this method for studying C2Hq
2 iso-

merization limited to a particular charge state using
C2D2+

2 and C2H+
2 as specific examples. Our experiment

is illustrated in Fig. 1. Molecular ions are produced via
fast electron impact in an electron-cyclotron resonance
(ECR) ion source. The C2H+

2 and C2D2+
2 beams are

generated by loading this ion source with C2H2 and CD4

gas, respectively. The ions are accelerated upon extrac-
tion from the ECR source to energies of 42 keV and 8 keV
for the C2D2+

2 and C2H+
2 beams, respectively. The ion

beam is selected by a magnet and then electrostatically
steered and focused to produce a collimated target that
has a∼0.9× 0.9 mm2 cross section at its intersection with
the laser beam. The flight time of the target molecular
ions from the ion source to the intersection with the laser
is ∼10 µs for C2D2+

2 and ∼20 µs for C2H+
2 .

Based on electron impact ionization studies, the C2H+
2

target is known to be predominantly in the acetylene (lin-
ear HCCH) configuration [27–30]. While the production
mechanism for the dication beam from methane gas is
admittedly less straightforward than that of the C2H+

2

beam, the C2D2+
2 beam is also most likely in the acety-

lene configuration [31].
The initial state of molecular ions at the moment they

are probed by a laser pulse is a consequence of their pro-
duction via fast electron impact in the ion source and the
ensuing decay processes occurring during their flight to
the laser interaction region. While fast electron impact
preferentially populates lower electronic states, highly-
excited states may also be populated. Moreover, this ion-
ization is a vertical transition involving minimal angular
momentum transfer. Therefore, the rotational popula-
tion is similar to that of neutral molecules at room tem-
perature [32, 33], and the Franck-Condon principle pro-
vides a good estimate of the vibrational population [32–
34]. The long flight time to the interaction region (tens
of microseconds) allows decay of the excited electronic
states, as in most cases radiative decay proceeds much
faster than the flight times. The exception to this trend
is the case of metastable electronic states, e.g., those re-
quiring a spin flip for decay to the electronic ground state
[35, 36]. For the C2H+

2 beam, a metastable state may be
initially populated [37], as discussed in Sec. III B, but
more complete structure and lifetime information is es-
sential to say with certainty that this is the case. We note

FIG. 1. Schematic of the coincidence 3D momentum imaging
setup, illustrated with the C2H+

2 → C + CH+
2 breakup chan-

nel. A laser beam of femtosecond pulses intersects the ion
beam inside the spectrometer. The laser-induced fragments
are separated in time by a longitudinal field E spec, created
by the spectrometer. The fragments are also separated in
position by Edef, a transverse field created by an imaging de-
flector.

that the present C2D2+
2 target is likely vibrationally and

rotationally hot due to its formation from methane via
“source chemistry,” but this molecule is still most likely
in the electronic ground state when probed by the laser.

The Ti:Sapphire laser system used in this study cre-
ates Fourier-transform-limited (FTL) pulses of 790-nm
central wavelength, ∼60-nm bandwidth [full width at
half maximum (FWHM)], 2-mJ energy, and ∼23-fs du-
ration (FWHM in intensity) [38]. The pulse duration is
measured using second harmonic generation frequency-
resolved optical gating (SHG-FROG) [39]. An f = 203-
mm focal length 90◦ off-axis parabolic mirror focuses the
laser beam onto the ion-beam target. Translation of the
laser focus away from the ion-beam center and/or in-
sertion of power-attenuating optics enable control of the
peak intensity of the laser [35, 40]. We also utilize second
harmonic pulses, which are produced by sum frequency
generation in a β-barium borate (BBO) crystal [41]. The
measured spectrum centroid for these pulses is ∼395 nm
with a bandwidth of ∼10 nm (FWHM). Their tempo-
ral duration, measured by self diffraction frequency re-
solved optical gating (SD-FROG) [42], is ∼50 fs (posi-
tively chirped).

The laser-induced fragments are measured in coinci-
dence using a position- and time-sensitive detector down-
stream, allowing evaluation of their complete 3D mo-
menta. From the momenta, the KER and angular dis-
tributions are retrieved. Importantly, the keV energy
of the ion beam allows us to also measure the neutral
fragments. Therefore, we can perform kinematically-
complete measurements of the dissociation channels of
keV beams, such as C2H+

2 + nω→C+ + CH2. Ad-
ditional details about this experimental method can be
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found in Refs. [43–47].
Similar to several of the studies mentioned in the intro-

duction, we use C2Hq
2→Cq1 +CHq2

2 (q= q1 + q2) mea-
surement as a signature of isomerization from the acety-
lene configuration to the vinylidene configuration. We
note here that this does not preclude the possibility of
isomerization of C2H2 ions that remain bound. While we
can detect these molecular ions through use of an imaging
deflector, we cannot determine their internal configura-
tion.

III. RESULTS AND DISCUSSION

A. C2D
2+
2

In the C2D2+
2 case, as expected, acetylene-like

breakup, CD+ + CD+ (A), and vinylidene-like breakup,
C+ +CD2 (V), are observed, as shown by the coincidence
time-of-flight (CTOF) spectrum in Fig. 2. Imposing mo-
mentum conservation on these identified channels, we
obtain their branching ratios. At 798-nm central wave-
length and peak intensity 5×1015 W/cm2, the acetylene
branching ratio is A/(A + V)∼ 51.5± 3.5%. In contrast,
the acetylene branching ratio measured with 392-nm
pulses at peak intensity 6×1014 W/cm2 is ∼82.9± 2.1%,
a significant difference. This observation points to the
possibility of controlling C2D2+

2 isomerization with laser
parameters like wavelength, pulse duration, and inten-
sity. While control of isomerization [13, 26, 48–50] and
fragmentation [10, 49, 51–55] have been topics of signif-
icant exploration, their study utilizing a molecular-ion-
beam approach would enable focusing on dissociation, in
contrast to the previous studies that examined dissocia-
tive ionization.

The KER spectra for the A channel measured with

FIG. 2. The coincidence time-of-flight (CTOF) spectra of the
dissociation channels CD+ + CD+ (A) and C+ + CD+

2 (V) for
(a) 798-nm pulses and (b) 392-nm pulses after imposing mo-
mentum conservation. The gray dashed line indicates where
t1 = t2. Under the present experimental conditions, in the V
channel, CD+

2 fragments may sometimes reach the detector
before C+ fragments. This is manifested by the righthand
branch of the V channel.

FIG. 3. Kinetic energy release (KER) spectra for the
CD+ + CD+ channel measured at 798-nm wavelength and
peak intensity (a) 5×1013 W/cm2 and (b) 5×1015 W/cm2.
(c) Branching ratio of KER peaks A1 and A2 as a function of
peak intensity. The regions marked by the blue dashed lines
in panels (a) and (b) indicate where the yields of these peaks
were evaluated.

798-nm photons are shown in Fig. 3(a) and (b). This
channel exhibits two peaks centered at ∼6.3 eV (A1) and
∼7.6 eV (A2). The fact that A1 and A2 are separated
by close to the energy of one photon could indicate that
they are due to pathways involving the absorption of n
and n + 1 photons, respectively, and have the same disso-
ciation limit. The contribution of the higher-KER peak,
A2, grows with respect to A1 as the laser intensity in-
creases, shown by the branching ratio in Fig. 3(c). This
enhancement of peak A2 is consistent with the sugges-
tion that its underlying process is an n + 1–photon pro-
cess (i.e., above-threshold dissociation), in contrast to an
n–photon process associated with A1. However, future
work is needed for deeper understanding of the under-
lying pathways, as well as the observed competition be-
tween the two KER peaks.

Curiously, the KER peaks A1 and A2 are markedly
different from the ∼5-eV KER measured for the
CH+ + CH+ (A) channel in studies of neutral C2H2 tar-
gets. These neutral-target studies involved probing C2H2

with laser pulses similar to ours [3] or removing a carbon
k-shell electron, leading to double ionization [6].

To shed light on this dissimilarity, we explore pos-
sible dissociation pathways leading to the measured
CD+ + CD+ (CH+ + CH+) products using potential en-
ergy curves corresponding to the C–C stretch of the linear
acetylene dication, reported by Thissen et al. [56]. These
potentials are shown in Fig. 4. In the neutral-target
studies mentioned above [3, 6], the suggested dissocia-
tion pathway associated with 5-eV KER involves the 1Σ+

g
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FIG. 4. A few of the lowest potential energy curves for the
C–C stretch of the linear HCCH dication (with the C–H bond
fixed at its equilibrium distance). Adapted from Ref. [56].

state, as it has a barrier along the C–C stretch coordinate
leading to the lowest CH+ + CH+ limit (1Σ+ + 1Σ+,
labeled in Fig. 4). The barrier lies about 5 eV above
this dissociation limit. In the strong-field case [3], the
1Σ+

g state is reached by multiphoton ionization. Alter-
natively, multiphoton ionization can lead to population
of the lowest singlet electronic state of the dication, 1∆g.
Following that, two-photon excitation to the 1Σ+

g state,
indicated by the arrows in Fig. 4, may lead to dissocia-
tion. The triplet electronic states of the linear acetylene
dication, on the other hand, lead to KER that is lower
(barrier of X 3Σ−

g is ∼4 eV above 3Π + 3Π) or higher

(barrier of 3Πu is ∼6 eV above 1Σ+ + 3Π) than that of
the pathways involving the singlets and therefore are not
the main contributors in the case of photofragmentation
starting from neutral C2H2 targets.

In contrast, the triplet states play a dominant role in
the present case, as C2D2+

2 ions arrive to the interac-
tion region in the X 3Σ−

g electronic ground state, as ex-
plained in Sec. II. Because the laser field does not couple
states of different spin multiplets, the dissociation path-
ways dominating the previous neutral C2H2 studies [3, 6]
are closed, assuming that there are no metastable states
initially populated. Instead, the dication may dissociate
by three-photon absorption to the 3Πu state, as shown
in Fig. 4. The 3Πu state barrier along the C–C stretch
coordinate lies about 6 eV above its associated dissocia-
tion limit, 1Σ+ + 3Π. This KER is consistent with the
∼6.4-eV KER of peak A1.

As discussed earlier, peak A2 may be due to above-

FIG. 5. Kinetic energy release (KER) spectra for the
C+ + CD+

2 channel measured at 798-nm wavelength and peak
intensity (a) 5×1013 W/cm2 and (b) 5×1015 W/cm2.

threshold dissociation. One may also speculate that this
higher-KER peak may be due to dissociation to the low-
est dissociation limit (1Σ+ + 1Σ+) due to spin-orbit
coupling of the triplet and singlet states. A more com-
plete theoretical treatment of the molecular structure and
dissociation dynamics, however, is needed to explore this
possibility. It is also important to recall that the C2D2+

2

ions in this study are vibrationally and rotationally hot,
and therefore, the measured angular distributions do not
give clear-cut guidance in determination of the dissoci-
ation pathways. Under these conditions, which may in-
volve bending and asymmetric stretching, selection rules
are not strictly valid.

The KER spectrum of the V channel, C+ + CD+
2 , on

the other hand, exhibits a single peak at ∼7.4 eV, as
shown in Fig. 5. Determining the dissociation pathways
is more complex than the A-channel case and requires
the complete potential energy surfaces on which the iso-
merization occurs. In this case, our measured KER is
also significantly higher than the ∼5-eV KER measured
for this channel when probing a neutral C2H2 target with
similar laser pulses [3]. Here again, the underlying reason
for this difference is likely related to the different dynam-
ics occurring in the triplet states, but detailed verification
requires more complete structure calculations and better
understanding of the strong-field isomerization process.

B. C2H
+
2

For the C2H+
2 target, as previously reported [57], we

observe both acetylene-like and vinylidene-like dissocia-
tion through the measurement of the CH+ + CH (A),
C+ + CH2 (V1), and C + CH+

2 (V2) channels, as high-
lighted in the CTOF spectrum in Fig. 6(a). Note that the
presence of two vinylidene channels is due to the fact that
either the C or CH2 fragment can be positively charged.
While this spectrum is zoomed in to focus on the dissoci-
ation channels of C2H+

2 , we also measure the dissociative
ionization channels CH+ + CH+ and C+ + CH+

2 . For
reference, at 6×1014 W/cm2, the rate of the CH+ + CH+
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FIG. 6. (a) The CTOF spectrum of acetylene-like
and vinylidene-like dissociation channels of a C2H+

2 tar-
get, measured with 790-nm pulses at a peak intensity of
6×1014 W/cm2. (b) Laser intensity-dependent branching ra-
tios of these dissociation channels. Note that V = V1 + V2.

channel is about 0.2 Hz, while that of CH+ + CH is about
0.4 Hz. It is worth noting that the measured rate of the
dissociative ionization channel CH+ + CH+ decreases
relative to that of the dissociation channel CH+ + CH
with decreasing intensity.

The intensity-dependent branching ratios for the dis-
sociation channels are shown in Fig. 6(b), where the
vinylidene channels are grouped (V = V1 + V2). The
&60% vinylidene breakup branching ratio over all inten-
sities suggests a significant amount of isomerization of
the initial acetylene configuration C2H+

2 target. Also,
the modulation of the branching ratio with laser inten-
sity suggests some control over the isomerization process.
Focal-volume averaging, which is important when ioniza-
tion is not needed, likely reduces the observed intensity
dependence.

The KER of the A and V dissociation channels, shown
in Fig. 7(a)–(c), peak near 0 and die off approximately
exponentially, extending up to ∼3 eV. Exponential de-
cay fits to these distributions are shown on the figures.
Fast-decaying KER distributions peaking at low energies
could indicate transitions to the vibrational continuum
leading to dissociation upon a flat portion of a potential
energy surface where little to no kinetic energy is gained
[58]. The transition probability for such processes typ-
ically peaks near threshold and drops quickly with in-
creasing energy above threshold [59]. The measured low
KER of the A channel is consistent with the predicted flat
surface towards dissociation for the ground state of the
cation [60, 61]. This KER distribution of the A channel is
also similar to results attributed to the breakup of C2H+

2

initiated by collisions of C2H2 with MeV projectiles [62].

Following assumptions similar to those in our discus-
sion of C2D2+

2 dissociation pathways in Sec. III A, we
first consider the case of C2H+

2 in its X 2Πu electronic
ground state when probed by the laser. A few dissoci-
ation pathways starting from the X 2Πu state will yield
the low KER that is measured for the CH+ + CH (A)
channel. To discuss these possibilities, we turn to the

potential energy curves of the linear acetylene monoca-
tion along the C–C stretch coordinate, reported by Perić
and Engels (Fig. 7 in Ref. [61]). One candidate is a five-
photon excitation from a low-lying vibrational level of
the X 2Πu state to the 1 2Πg state, followed by a C–
C stretch and dissociation to the lowest CH+ + CH
limit (x 1Σ+ + x 2Π). Another possibility is a six-
photon transition from a low-lying vibrational level of
the X 2Πu state to the 1 2Σ+

u state, leading to the first-
excited CH+ + CH dissociation limit (a 3Π + x 2Π).
Note that stimulated emission after some C–C stretch
may lead to dissociation to the lowest CH+ + CH limit
of the X 2Πu electronic ground state. Likewise, a seven-
photon transition from theX 2Πu state to the 1 2Σ+

g state

(denoted as A 2Σ+
g in Refs. [12, 22, 24, 37]), followed

by C–C stretching and stimulated emission to the elec-
tronic ground state will yield the measured KER. The
latter pathway involves the A 2Σ+

g state invoked previ-
ously [12, 22, 24] to explain isomerization in the acetylene
monocation.

The pathways described above include both parallel
(Π ↔ Π) and perpendicular (Π ↔ Σ) transitions. The
measured angular distributions should therefore include
contributions peaking at both cos θ = 0 and ±1 [59, 63,
64], as that in Fig. 7(d) does. This measured angular
distribution, however, points to a lower photon number
than the pathways mentioned above, which could mean
that much higher lying vibrational levels of the X 2Πu

state are involved instead.

The inquiry into plausible dissociation pathways be-
comes even richer upon consideration of the prediction

FIG. 7. The KER (top row) and angular (bottom row) distri-
butions for the dissociation channels of C2H+

2 for laser pulses
centered at 790 nm with peak intensity of 8×1013 W/cm2.
(a) and (d): CH+ + CH. (b) and (e): C+ + CH2. (c) and (f):
C + CH+

2 . The red dashed lines in (a)–(c) are exponential de-

cay fits (N0exp−KER/a) to the data. Note that θ is defined as
the angle between the laser polarization and the momentum
vector of the ionic fragment.
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by Hochlaf et al. [37] that the lowest quartet states of
the acetylene cation, specifically the first-excited state,
1 4Σ+

u , and the lowest state, 1 4Πg, are long lived. The
computed radiative lifetime of the 1 4Σ+

u state [37] is
much shorter than the flight time of the C2H+

2 molecules
from the ion source to the interaction region (recall,
∼20 µs). Thus, C2H+

2 molecules in this state will decay
to the lowest quartet state before reaching the interac-
tion region. The lifetime of the 1 4Πg state has not been
reported, so it remains unclear if molecules in this state
survive to be probed by the laser in our experiment.

For the sake of discussion, let us assume that the 1 4Πg

state does survive. The C–C stretch quartet potential
energy curves calculated by Hochlaf et al. (Fig. 1(b) in
Ref. [37]) suggest that highly-excited vibrational levels
of the 1 4Πg state would be populated, as this electronic
state’s minimum lies at a much larger C–C separation
than that of neutral ground state C2H2. Thus, one-
photon excitation from the 1 4Πg state to the 1 4Σ−

u or
1 4Πu states can lead to CH+ + CH dissociation. These
perpendicular and parallel transitions would also lead to
angular distributions with contributions peaking at both
cos θ = 0 and ±1 but involving lower photon numbers
than the proposed pathways involving doublet states. In
this regard, the quartet pathways appear more consis-
tent with the data presented in Fig. 7, hinting that the
metastable state 1 4Πg plays a key role. This possibil-
ity, however, awaits more careful investigation because it
depends on the unknown lifetime of this quartet state.

Figures 7(e) and (f) show the angular distributions of
the vinylidene channels, which are quite similar to the
acetylene channel angular distribution. This similarity
may indicate that the first excitation step is the same for
all three channels, followed by propagation of the nuclear
wave packet to different dissociation limits. Again, this
speculation requires theoretical verification.

Identification of the pathways for vinylidene-like
breakup requires information beyond what is readily
available and thus calls for further work, which we hope
our findings will encourage.

IV. SUMMARY AND OUTLOOK

In summary, we demonstrate a method to limit the
isomerization dynamics of C2Hq

2, a topic that has gen-

erated great interest, to a single charge state, avoiding
the uncertainty caused by ionization. Even though the
low density of an ion-beam target results in lower count-
ing rates than those of gas-phase targets, as we have
shown, we are still afforded the detailed array of infor-
mation provided by coincidence 3D momentum imaging,
including branching ratios, KER, and angular distribu-
tions. We have demonstrated use of this information to
determine plausible dissociation pathways for acetylene-
like breakup of the monocation and dication.

For excitation to a repulsive state, laser pulses of inten-
sities lower than that needed for ionization may in prin-
ciple be used, allowing one to reduce the contributions
of complex multiphoton pathways. The lack of ioniza-
tion will also likely allow more direct comparisons with
and guidance by theory. Thus, we anticipate that such
an approach can facilitate a more thorough understand-
ing of isomerization and fragmentation dynamics. While
this manuscript leaves the door open in terms of reach-
ing this deeper insight, we hope to have demonstrated our
method to be one that has some advantages in molecular
dynamics studies. We have also pointed out that many
interesting avenues of study exist, such as control of the
acetylene and vinylidene fragmentation branching ratios
with different laser parameters.

Finally, on a more general note, one may readily recog-
nize that this type of approach is not limited to exploring
C2Hq

2 isomerization. We anticipate that the use of molec-
ular ion beams could be beneficial in examining bond re-
arrangement and other interesting strong-field dynamics
in many different systems.
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H. Gassert, S. Zeller, J. Voigtsberger, W. Cao,
M. Zohrabi, J. Williams, A. Gatton, D. Reedy, C. Nook,
T. Müller, A. L. Landers, C. L. Cocke, I. Ben-Itzhak,
T. Jahnke, A. Belkacem, and T. Weber, Phys. Rev. A
89, 013403 (2014).

[9] X. Gong, Q. Song, Q. Ji, H. Pan, J. Ding, J. Wu, and
H. Zeng, Phys. Rev. Lett. 112, 243001 (2014).

[10] X. Xie, K. Doblhoff-Dier, H. Xu, S. Roither, M. S.
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C. D. Schröter, R. Moshammer, and J. Ullrich, Phys.
Rev. Lett. 105, 263002 (2010).

[23] Y. H. Jiang, A. Senftleben, M. Kurka, A. Rudenko,
L. Foucar, O. Herrwerth, M. F. Kling, M. Lezius, J. V.
Tilborg, A. Belkacem, K. Ueda, D. Rolles, R. Treusch,
Y. Z. Zhang, Y. F. Liu, C. D. Schrter, J. Ullrich, and
R. Moshammer, J. Phys. B 46, 164027 (2013).

[24] H. Ibrahim, B. Wales, S. Beaulieu, B. E. Schmidt,
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and M. Kitzler, Sci. Rep. 5, 12877 (2015).

[54] Q. Song, X. Gong, Q. Ji, K. Lin, H. Pan, J. Ding,
H. Zeng, and J. Wu, J. Phys. B 48, 094007 (2015).

[55] H. Li, N. G. Kling, T. Gaumnitz, C. Burger, R. Siemer-
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Chapter 4

Dissociation of metastable dications

4.1 Scope

This chapter focuses on our strong-field molecular dynamics studies that take advantage of

the properties of the metastable dication NO2+. Sections 4.2 and 4.3 open with a general

introduction to the unique properties of molecular dications and why we are interested

in them, respectively. Section 4.4 provides some background on the transitions pertinent

to the manuscripts that follow in Sections 4.5 and 4.6. These manuscripts highlight our

investigations into processes occurring in NO2+ exposed to intense laser fields, specifically

permanent-dipole transitions and few-photon electronic transitions.

4.2 The study of molecular dications

Some of the earliest hints of the existence of molecular dications arose in J. J. Thomson’s

experiments on streams of positively-charged particles in Crookes tubes [104]. On the theo-

retical side, Linus Pauling conducted seminal investigations into the properties of dications,

specifically the doubly-charged helium dimer, He2+2 [105]. More detailed experimental ob-

servations of and theoretical calculations for species such as CO2+, NO2+, N2+
2 , and many

others have followed in the decades afterward [106–109].
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Many diatomic dications exist in metastable states. These states have local minima

in their potentials, as illustrated by the schematic example AB2+ potential energy curves

in Fig. 4.2.1. Also illustrated in this figure, these metastable states are chemically unstable

because these local minima lie above the dissociation limit and therefore have a finite lifetime.

The magnitudes of these lifetimes and specific mechanisms for decay depend on the potential

energy landscape of the populated state(s) and the coupling of the states to each other. For

example, in Fig. 4.2.1, population in the X state may either decay by tunneling through its

barrier or by coupling with the A state.

Figure 4.2.1: Schematic potential energy curves of a metastable dication. The arrows

illustrate some possible AB2+→A+ +B+ decay mechanisms of the X state: tunneling and

predissociation via X–A state coupling.

4.3 Our interest in molecular dications

One reason metastable molecular dications have been of interest to our group is that their

decay allows us to probe targets with a limited initial population. More specifically, the

molecular ions decay in flight from the ion source to their interaction point with the laser

beam. This decay often means that the molecules interacting with the laser are in a reduced

53



range of vibrational states in a single electronic state. As fewer states are populated at the

moment the molecular ion is probed by a laser pulse, understanding of the laser-induced

dynamics becomes more feasible. Moreover, as emphasized in Chapter 1, Section 1.3, each

molecular dication studied serves as a test case for examining different interesting laser-

induced processes.

4.4 Electronic transitions and permanent-dipole tran-

sitions

The probability for a transition between two states Ψ1 and Ψ2 driven by an external electric

field is proportional to the dipole matrix element,

D21 = 〈Ψ2|D|Ψ1〉. (4.4.1)

In this expression, D is the dipole operator. In a diatomic molecule’s center-of-mass (CM)

frame, this operator is given by

D = e
( 2∑

i=1

ZiRi −
n∑

j=1

rj

)
. (4.4.2)

In Eq. 4.4.2, eZi and Ri are the charges and positions of the two nuclei, respectively, and rj

are the positions of the n electrons. The coordinates are illustrated in Fig. 4.4.1.

Figure 4.4.1: Coordinate system for a two-electron diatomic molecule. The position vectors

of the nuclei with respect to the center of mass (CM) are R1 and R2 (R = R1−R2). The

electron position vectors with respect to CM are r1 and r2.
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In the Born-Oppenheimer (BO) approximation, the wave functions can be written as the

product of the electronic and nuclear wave functions,

Ψ = Φ(R; r1, ...rn)Fv(R), (4.4.3)

where the electronic wave functions Φ depend parametrically on the internuclear separation,

R. Insertion of Eq. 4.4.2 and the BO wave functions, Ψ1 and Ψ2, into Eq. 4.4.1 yields

D21 = 〈Fv′(R)|Delec(R)|Fv(R)〉, (4.4.4)

where the prime refers to Ψ2. Delec(R) is the electronic dipole matrix element, given by

Delec(R) = e
〈

Φs′

∣∣∣
2∑

i=1

ZiRi −
n∑

j=1

rj

∣∣∣Φs

〉
(4.4.5)

= e

[〈
Φs′

∣∣∣
2∑

i=1

ZiRi

∣∣∣Φs

〉
−
〈

Φs′

∣∣∣
n∑

j=1

rj

∣∣∣Φs

〉]
. (4.4.6)

Transitions for which s′ 6= s are called electronic transitions. For the case of transitions

within the same electronic state, i.e., s′ = s, Eq. 4.4.6 represents the permanent electric

dipole moment. In this case, the second term in Eq. 4.4.6 goes to zero, as the integrand is

an odd function of the electron coordinates. For homonuclear molecules, R1 = −R2, so the

first term in Eq. 4.4.6 goes to zero, and hence the permanent dipole moment is zero. For

heteronuclear molecules, in contrast, R1 6= −R2. Thus, the permanent dipole moment is

non-zero. Therefore, while dipole transitions within the same electronic state are not allowed

in homonuclear molecules, they are allowed in heteronuclear molecules.

4.5 Direct evidence of the dominant role of multipho-

ton permanent-dipole transitions in strong-field dis-

sociation of NO2+

The manuscript in this section, submitted to Physical Review Letters, focuses on our work

showing direct experimental evidence for the significance of multiphoton transitions driven
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by the permanent dipole moment in NO2+ molecules. While permanent-dipole-driven tran-

sitions are commonly observed in high precision ro-vibrational spectroscopy of molecules

[110, 111], in strong-field molecular physics, previous experimental evidence for these tran-

sitions has been indirect [112] or controversial [113, 114]. Our measured KER and angular

distributions point to transitions involving only the electronic ground state of NO2+ and

leading to its vibrational continuum. The experimental evidence is further confirmed by our

time-dependent Schrödinger equation (TDSE) calculations.
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3Department of Physics, Augustana University, Sioux Falls, South Dakota 57197 USA

(Dated: February 12, 2019)

We study laser-induced dissociation of a metastable NO2+ ion beam into N++ O+, focusing on the
prominent contribution by molecules breaking parallel to the polarization at high peak laser intensity
(∼1015 W/cm2). Our experimental results and time-dependent Schrödinger equation calculations
show that, contrary to commonly-held intuition that electronic transitions always prevail, the dom-
inant process underlying this highly-aligned dissociation is a multiphoton permanent-dipole transi-
tion involving only the electronic ground state and leading to its vibrational continuum. Strong-field
permanent-dipole transitions should thus be considered generally, as they may play a significant role
in other heteronuclear molecules. Moreover, their role should only grow in importance for longer
wavelengths, a trending direction in ultrafast laser studies.

Photochemical control is one goal at the heart of
atomic, molecular, and optical physics [1–5]. Intense,
femtosecond laser pulses possess fields comparable to the
binding fields of molecules’ valence electrons and tem-
poral durations shorter than typical molecular vibration
and rotational periods. As such, a multitude of stud-
ies over the past decades have established these pulses
as promising tools for manipulating strong-field molecu-
lar processes and gradually edifying our understanding
of them, see, e.g., reviews [2, 4–9] and references [10–17].

A framework for understanding the interactions of
laser pulses with small molecules has been realized in
studies of the simplest diatomic molecule, H2

+ [7, 18].
All the main dissociative mechanisms in this benchmark
system, bond softening [19], above-threshold dissociation
(ATD) [20], etc., rely solely on the laser-induced coupling
of different electronic states. Following the natural pro-
gression from simple to more complex, we build upon
this framework to explore strong-field dynamics of mul-
tielectron molecules, applying the fundamental concepts
developed in H2

+ studies. Among multielectron systems,
heteronuclear molecules present intriguing complexities.
For instance, their nonzero permanent dipole moments,
created by the offset between their centers of mass and
charge, allow transitions within the same electronic state
to occur, opening up more pathways for dissociation and
control.

Several theoretical studies have noted that permanent-
dipole transitions can play an important role in strong-
field dynamics [21–37]. While the wealth of theoretical
results is compelling, there has been little experimen-
tal consideration of strong-field-driven permanent-dipole
transitions. Few experimental studies have highlighted
strong-field permanent-dipole transitions, and the exist-
ing work has been controversial or did not present any
direct evidence. For instance, Kiess et al. reported the

first experimental evidence of permanent-dipole transi-
tions in the benchmark heteronuclear diatomic molecule
HD+ [38], but this measurement lacked the ability to
distinguish H and D fragments. Utilizing a coincidence
technique, McKenna et al. later attributed the same ki-
netic energy release (KER) peak to a one-photon bond
softening mechanism, which does not involve the perma-
nent dipole moment [39]. Recently, Wustelt et al. [40]
attributed an intensity-dependent KER shift in HeH+

to stretching prior to ionization, which involves vibra-
tional excitation of the electronic ground state. However,
they were unable to measure dissociation, leaving open
the question of whether the stretching occurred on the
ground state or excited states.

In many molecules, the permanent dipole moment is
generally quite weak compared to the transition dipole
moment [41]. In HD+, discussed above, for example, the
magnitude of the 1sσ–2pσ transition dipole moment at
the one-photon crossing in the light-dressed diabatic Flo-
quet picture [42, 43] is more than 3.5 times larger than
the 1sσ–1sσ permanent dipole moment at the internu-
clear distance relevant to the two-photon process pro-
posed by Kiess et al. [44]. Hence, one might expect that
permanent-dipole transitions have much smaller prob-
abilities in comparison to electronic transitions. In-
deed, in interpretation, it has generally become a com-
mon tendency to ignore permanent-dipole transitions in
molecules in favor of electronic transitions, e.g., refer-
ences [45–58].

The lack of attention given to permanent-dipole transi-
tions is perhaps due to the widespread use of Ti:Sapphire
(800 nm) laser light in experimental studies. With their
1.5-eV energy on the order of the electronic state spacing
in typical diatomic molecules, 800-nm photons are typi-
cally inefficient at inciting and probing permanent dipole-
driven dynamics. However, with the trend towards use



2

of mid-infrared sources to enhance insight into tunneling
ionization and high-harmonic generation [59], it is likely
that permanent dipole-driven dynamics are increasingly
relevant to strong-field molecular processes.

In this Letter, we show clear experimental and theo-
retical evidence that the permanent dipole moment plays
a key role in the main strong-field dissociation peaks
of NO2+. Specifically, we observe dominant permanent
dipole-driven, three-photon transitions on the X 2Σ+

ground state, leading to dissociation into N++O+. The
permanent dipole moments of dications tend to be larger
than those of their neutral counterparts. In the present
case, the ground state permanent dipole moment of
NO2+ at the equilibrium internuclear distance is 0.75
a.u., whereas the corresponding quantity for NO is only
0.06 a.u. [60]. The larger permanent dipole moment of
the dication makes it a good candidate for studying the
impact of this property on strong-field dynamics.

In addition to its relatively strong permanent dipole
moment, the electronic structure properties of NO2+

make it an attractive candidate for study. As NO2+ is
metastable like many other dications [61–63], only cer-
tain states survive from creation to interaction with the
laser (∼20-µs travel time in our setup). The three low-
est states of NO2+, X 2Σ+, A 2Π and B 2Σ+, shown in
Fig. 1, as well as two higher-lying states, C 2Σ+ and
c 4Π, are the only calculated states with bound poten-
tials in the Franck-Condon region. The C 2Σ+ and c 4Π
states fragment rapidly via tunneling or predissociation
[64]. The A 2Π and B 2Σ+ states have predissociative,
tunneling, and radiative lifetimes ranging from fractions
of a microsecond to a few microseconds [65], leaving only
the electronic ground state populated when probed by
the laser.

Akin to CO2+, which we have studied previously [57],
the electronic ground state of NO2+ “cools” vibrationally
via predissociation, specifically spin-orbit coupling with
A 2Π [65]. Given the ion travel time mentioned above,
this further limits the initial population to v=0–12 of
the X 2Σ+ state.

The laser field does not couple electronic states of
differing spin, and the next-highest doublet state after
B 2Σ+, 2 2Π (not shown in Fig. 1), lies an additional
5 eV above the minimum of the B 2Σ+ state. There-
fore, our NO2+ ion beam allows probing of the laser-
induced response of a three-channel system. Moreover,
the X 2Σ+ and A 2Π states are strongly coupled by one-
photon transitions in a typical intense femtosecond laser
pulse and are energetically well isolated from the B 2Σ+

state. Hence, X 2Σ+→A 2Π transitions are expected to
dominate the dissociation.

To calculate the initial vibrational population of the
NO2+ beam, shown in Fig. 1(b), we assume that the
ions are produced via vertical transitions from the ground
state of the neutral molecule to that of the dication
[66]. The normalized vibrational state wavefunctions nec-

FIG. 1. (a) Lowest-lying doublet potential energy curves
of NO2+. The B 2Σ+ state dissociation limit is –0.42 eV,
and that of the X 2Σ+ and A 2Π states is –3.96 eV, where
zero is defined as v=0 of X 2Σ+. The arrows represent
X 2Σ+→X 2Σ+ (navy) and X 2Σ+→B 2Σ+ (red) multipho-
ton transitions, both starting from v=1, whose schematic vi-
brational wave function is shown in orange. The navy and red
hatched areas represent the vibrational continua of the X 2Σ+

and B 2Σ+ states, respectively. The schematic peaks with the
corresponding colors on the right-hand side represent KER
distributions for these bound–free pathways. The X 2Σ+ per-
manent dipole moment and X 2Σ+–B 2Σ+ transition dipole
moment are shown in the inset. (b) Franck-Condon (FC)
population for the X 2Σ+ state of NO2+ resulting from NO
→ NO2+ vertical electron impact ionization in the ion source
followed by predissociation in flight to the interaction region.

essary for this analysis were calculated using a phase-
amplitude method [67], yielding vibrational energies that
are consistent with those of Baková et al. [65].

In our experiment, a beam of NO2+ ions is produced
by fast electron impact on vibrationally-cold NO gas in
an electron-cyclotron resonance (ECR) source and is ac-
celerated to 9.2 keV, momentum analyzed, and focused
by an electrostatic lens system. The resultant colli-
mated 0.9×0.9-mm2 ion beam travels to the laser inter-
action region. A multipass Ti:Sapphire laser is used to
produce 774-nm, 2-mJ, 27-fs pulses (full-width at half-
maximum [FWHM] in intensity measured with second
harmonic generation frequency-resolved optical gating
[SHG FROG]) at 2 kHz. These pulses are focused onto
the target ion beam by a 90-degree off-axis, f=203-mm
parabolic mirror to a peak intensity of up to ∼5×1015

W/cm2. The laser intensity is evaluated by imaging the
focus and is controlled in the experiment by changing the
position of the focus relative to the center of the target
ion beam. The laser-induced dissociation fragments carry
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FIG. 2. (a) and (b) Density plots of NO2+ → N++O+ dis-
sociation as a function of KER and cos θ for laser intensities
4×1014 W/cm2 and 5×1015 W/cm2, respectively. θ is the
angle between the laser polarization and the N+ velocity vec-
tor. (c) and (d) One-dimensional KER plots of dissociation
at laser intensities 4×1014 W/cm2 and 5×1015 W/cm2, re-
spectively. (e) Number of dissociation events as a function of
cos θ. The 5×1015 W/cm2 data, shown in navy, is for an 8.0–
10.0 eV KER slice, and the 4×1014 W/cm2 data, shown in
blue, is for a 7.0–9.0 eV KER slice. The lines show functions
fitted to the data.

a few keV of energy in the lab frame and are measured
using a coincidence three-dimensional (3D) momentum
imaging technique that has been described in detail in
previous publications [68–70].

Lower intensity pulses (≤1015 W/cm2) produce KER
spectra with a two-peak structure, shown in Figs. 2(a)
and 2(c), primarily resulting from dissociation perpen-
dicular to the laser polarization, as expected for a ∆Λ=1
transition [71]. The origins of these two peaks will be
discussed in a forthcoming publication.

In contrast, higher intensity pulses (∼5×1015 W/cm2)
yield a prominent highly-aligned feature at | cos θ|=1,
shown in Figs. 2(b) and 2(e). Note that θ is defined
as the angle between the laser polarization and the N+

velocity vector. This highly-aligned feature cannot come
from X 2Σ+→A 2Π transitions because a ∆Λ=1 tran-
sition should exhibit an angular distribution peaked at
| cos θ|=0. Moreover, from Fig. 2(e), it is readily seen
that there are two angular features in the different in-

tensity regimes: (1) a sharp, aligned feature, and (2) a
distribution peaking at | cos θ|=0. The aligned feature
also extends to higher KER (8–11 eV), highlighted by
the | cos θ|>0.9 slice in Fig. 2(d). This parallel, higher-
KER part of the high-intensity data is our focus.

What are the underlying dynamics of this aligned fea-
ture? Following the dominant line of thought in the field,
a purely electronic X 2Σ+→B 2Σ+ transition would be a
natural choice. Such a transition starting from the peak
of the vibrational population (v=1) would produce 8.7-
eV KER, as illustrated in Fig. 1(a), consistent with the
data. Similar X 2Σ+→B 2Σ+ transitions starting from
neighboring vibrational levels can produce the remain-
der of the high-KER, highly-aligned feature. As men-
tioned above, however, permanent-dipole transitions can
also play an important role. An intriguing possibility is
a three-photon vibrational excitation driven by the per-
manent dipole moment and involving solely the X 2Σ+

state. Starting from the peak of the Franck-Condon pop-
ulation, such a transition would produce 9.0-eV KER,
shown schematically in Fig. 1(a), also consistent with
our measurements.

The angular fits for the high intensity data in Fig. 2 (e)
shed some light on what dynamics are occurring. These
support X 2Σ+→X 2Σ+ transitions over X 2Σ+→B 2Σ+

transitions. The fit function containing the cos6 θ term,
which corresponds to a three-photon parallel transition,
fits the data quite nicely, whereas the fit function contain-
ing the cos10 θ term, which corresponds to a five-photon
parallel transition, is clearly too narrow and does not
fit the data as well. As a side note, the cos2 θ sin2 θ
term corresponds to a X 2Σ+→X 2Σ+→A 2Π pathway,
i.e., a parallel one-photon permanent-dipole transition on
the ground state followed by a perpendicular one-photon
electronic transition to the first excited state.

While our experimental results strongly support the
important role of permanent-dipole transitions, to fur-
ther strengthen our claims, we solved the time-dependent
Schrödinger equation (TDSE) in the Born-Oppenheimer
representation [72]. The necessary potential energy
curves, transition dipole moments, and permanent dipole
moments were obtained by extending previous ab ini-
tio calculations [65]. These were computed using the
complete active space self-consistent field (CASSCF) and
internally-contracted multireference configuration inter-
action (icMRCI) methods as implemented in the mol-
pro suite of programs [73]. The full active space con-
sisted of 1σ − 6σ, 1π and 2π orbitals with all electrons
correlated, and the Dunning correlation consistent basis
set cc-pV6Z was used [74]. Relativistic corrections were
carried out using the Douglas-Kroll-Hess Hamiltonian as
implemented in molpro [75–77]. The relativistic curves,
which we included in our TDSE calculations, differ by
no more than 0.1 eV from the uncorrected ones at any
internuclear distance.

In the TDSE calculations, the three relevant electronic



4

states (X 2Σ+, A 2Π, and B 2Σ+) were considered, with
initial population in v=0–12 (J=0) of the X 2Σ+ state
only. We performed our calculations at 800-nm wave-
length and 35-fs pulse duration and repeated them at
three intensities from 5.0×1013 to 2.0×1014 W/cm2. Vi-
bration and nuclear rotation were included, but ioniza-
tion was neglected [72]. Our calculations converged to
about 1%.

The KER spectra obtained from our TDSE calcula-
tions are shown in Fig. 3. As can be seen in panel
(a), theory predicts that X 2Σ+→X 2Σ+ transitions are
more likely than X 2Σ+→B 2Σ+ transitions by about five
orders of magnitude. Moreover, when the permanent
dipole moment is not included in the calculation, the
X 2Σ+→X 2Σ+ peak vanishes, demonstrating that tran-
sitions driven by the permanent dipole moment lead to
this aligned, high-KER feature. Figure 3(a) also shows
that the permanent dipole moment plays a key role in
X 2Σ+→B 2Σ+ transitions, as without the permanent
dipole moment in the calculation, the X 2Σ+→B 2Σ+

feature is also absent.
This dominance of X 2Σ+→X 2Σ+ transitions over

X 2Σ+→B 2Σ+ transitions by several orders of magni-
tude persists even after Franck-Condon averaging over
the initial vibrational population, as shown in Fig. 3(b).
The vibrational structure seen in this calculated spec-
trum is not observed experimentally, as the resolution de-
grades with increasing KER. Specifically, at 9.0-eV KER,
a conservative estimate of the resolution is 0.1 eV (1σ)
[69, 78] for the present experimental conditions, which
in conjunction with the laser bandwidth washes out the
measured vibrational peaks.

One may wonder about the difference between the
experimental and theoretical intensities. First, focal-
volume averaging tends to lower the effective intensity
of the experiment [43, 79]. Second, since including ion-
ization in the theory is currently beyond reach, the cal-
culations must be limited to intensities where ionization
is acceptably small. We experimentally determined that
this is true at 1×1014 W/cm2 (<1% of dissociation), but
it fails at 1×1015 W/cm2 (∼25% of dissociation). There-
fore, using intensities up to 2×1014 W/cm2 in the theory
is reasonable.

The prevalence of X 2Σ+→X 2Σ+ transitions over
X 2Σ+→B 2Σ+ transitions is due in large part to the
lower number of photons required and the relative mag-
nitudes of the dipole couplings. The dipole moments are
shown in the inset in Fig. 1(a). At the internuclear dis-
tances near the X 2Σ+ minimum, the ratio of the X 2Σ+

permanent dipole moment to the X 2Σ+–B 2Σ+ tran-
sition dipole moment is around 1.8 and relatively con-
stant. Moreover, it is possible that the dominance of the
permanent-dipole driven pathways is further enhanced by
intermediate resonant transitions to highly-excited vibra-
tional levels of X 2Σ+. For example, the NO2+ molecule
can undergo resonant v=1→ v=8 and v=8→ v=16 pho-

FIG. 3. Calculated KER spectra corresponding to (a) tran-
sitions starting at v=3 of the X 2Σ+ state and (b) transitions
starting from v=0–12 weighted by their Franck-Condon fac-
tors. “PD” indicates that the permanent dipole moment is
included, and “no PD” indicates that it is not included. Note
that the X 2Σ+→B 2Σ+ KER spectrum (no PD) is too small
in amplitude to be seen on the graph (dP/dE∼10−14 eV−1).
These calculations were performed at a laser intensity of 1014

W/cm2.

toexcitations before subsequently absorbing a final pho-
ton to arrive at the X 2Σ+ continuum.

Lastly, it is worth pointing out that our measurement
technique and ion beam target choice draw a notewor-
thy distinction between our study and the sizeable body
of existing work on NO2+ [80–82]. The majority of the
previous studies are non-coincidence and utilize a neu-
tral NO initial target. An overarching conclusion of this
previous work is that N+ and O+ fragments are mainly
produced via indirect mechanisms that involve a series of
dissociation and ionization steps. Starting with an NO2+

ion beam target likely reduces the number of intermedi-
ate states participating in the strong-field dynamics, and
thus interpretation in our case is simpler and can poten-
tially even involve fundamentally different physics.

In summary, elucidation of the plausible dissociation
pathways underlying the high intensity data from our
experiment has proven to be an intriguing problem.
Through the choice of a molecule that happens to have a
strong permanent dipole moment, use of a powerful ex-
perimental method which affords us the ability to isolate
this pathway experimentally via the KER and angular
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distributions, and theoretical support, we have demon-
strated that the commonly-overlooked permanent dipole
moment can in some cases have a non-negligible and
in fact dominating influence on the laser-induced dy-
namics, driving pathways involving a multiphoton vibra-
tional excitation. With the field trending towards longer
wavelengths and theory indicating that permanent-dipole
transitions are important, this work will likely be a sig-
nificant factor for strong-field physics researchers to con-
sider in the future.
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4.6 Importance of one- and two-photon transitions in

strong-field dissociation of NO2+

The manuscript in this section is a draft that we plan to submit to Physical Review A. In this

work, despite being in the strong-field regime with peak intensity on the order of 1014 W/cm2,

the dominant processes are found to be transitions between the lowest two electronic states

involving a low total photon number, namely one or two photons. These transitions, which

are identified using the KER and angular distributions along with first-order perturbation

theory, occur in the low-intensity regions that occupy the majority of the laser focal volume.
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Employing a coincidence three-dimensional momentum imaging technique, we investigate the
ultrafast, intense laser-induced dissociation of a metastable NO2+ ion beam into N++ O+. Based
on the kinetic energy release and angular distributions, measured using both 774-nm and second-
harmonic 387-nm pulses, we show that the main processes driving dissociation in pulses of about
1014 W/cm2 peak intensity are one- and two-photon transitions from the X 2Σ+ ground state to
the A 2Π first-excited state.

I. INTRODUCTION

Studying dynamics of molecules exposed to ultrashort
laser pulses has been an ever-expanding area of research
for many years now. Ultrafast photochemistry studies
have made great strides in capturing detailed “snap-
shots” of chemical reactions [1–6]. One possible appli-
cation of improved understanding of these dynamics is
quantum control of molecular dynamics using ultrafast
lasers [7–12]. In this application, insight into the dy-
namics can allow one to pinpoint the most important
laser-pulse characteristics for stimulating certain molec-
ular processes, which could in turn guide a more refined
approach to control [13, 14].

While ultrafast lasers are powerful tools, interpreting
strong-field-driven molecular dynamics can be challeng-
ing. The multiphoton nature of the interaction along
with the broad bandwidth of short pulses and the compli-
cated electronic structure of molecules often means that
several states could participate in the dynamics. Three-
dimensional (3D) momentum imaging technology, how-
ever, has proven invaluable in navigating this complexity.
The rich information provided by these techniques [15–
22] has been fruitfully employed to determine pathways
important for dynamics. For example, Gong et al. [23]
reported the use of ion-electron coincidence momentum
imaging of H2 dissociative ionization to obtain pathway-
resolved photoelectron angular distributions. In another
example utilizing ion-electron coincidences, Kunitski et
al. [24] reported pathway-resolved two-center interfer-
ence effects in the photoelectron momentum spectra from
dissociative ionization of neon dimers.

In addition to neutral-target studies, 3D momentum
imaging has also been applied to understand strong-field
dynamics of molecular-ion beams [25–33], targets that
have unique and potentially advantageous features. For
example, ion beams allow the study of states unavail-
able through use of conventional gas-phase targets. Our
group has previously studied the laser-induced dissocia-
tion of CO2+ molecules [34]. In that work, rapid decay
of the metastable CO2+ molecules in flight from the ion
source to the laser interaction region facilitated probing

of vibrationally-cold (i.e., only v= 0) molecules in the
electronic ground state. This simplification led to dy-
namics more tractable than the case of electronically-
and vibrationally-hot CO2+ produced by the interaction
of intense pulses with a neutral CO target. In the present
work, we will take advantage of similar simplifying traits,
an approach that aids in our progress towards better un-
derstanding of the strong-field dynamics of increasingly
complex molecules.

Another compelling aspect of studying molecular ion
beams in intense laser fields is that in contrast to the case
of neutral targets, the necessity of ionization is removed.
Thus, important dynamics may be driven by the lower
intensity “wings” of the laser pulse profile. That is, even
for high peak intensities, transitions involving low total
photon numbers may play a key role.

Specifically, in this article, we report on femtosecond
laser-induced dissociation pathways of metastable NO2+

ions induced by a strong (∼1014 W/cm2) laser pulse. We
find that in this intensity regime, one- and two-photon
transitions dominate. In particular, as expected, the cou-
pling between the two lowest-lying electronic states, the
X 2Σ+ ground state and the A 2Π first-excited state, pri-
marily dictates the dynamics.

II. EXPERIMENTAL TECHNIQUE

We produce an NO2+ ion beam by fast electron impact
ionization of nitric oxide gas inside an electron-cyclotron
resonance (ECR) ion source. The ions are accelerated
to 9.2 keV, momentum analyzed using a magnet, then
steered and focused by electrostatic deflectors and lenses,
respectively. The cross section of the resulting collimated
ion beam is about 0.9×0.9 mm2 in the interaction region,
where it intersects a laser beam of femtosecond pulses.
The coincidence 3D momentum imaging method used to
perform kinematically-complete measurements of the en-
suing dissociation has been described in earlier studies
[27, 35, 36].

A Ti:Sapphire laser system generates the linearly-
polarized laser pulses at a rate of 2 kHz with 774-nm
central wavelength, 2-mJ energy, and temporal duration
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of 27-fs FWHM (full-width at half-maximum in inten-
sity). The pulse duration is measured using the sec-
ond harmonic generation frequency-resolved optical gat-
ing (SHG FROG) technique [37]. A 90-degree off-axis,
f=203-mm parabolic mirror focuses the laser beam onto
the ion-beam target. The peak intensity [38] is controlled
in the experiment by shifting the position of the focus
relative to the ion-beam center [39]. We decrease the
laser intensity in this manner instead of using attenua-
tion optics, as it preserves the temporal pulse shape and
increases the interaction volume, thereby improving the
counting rate. We also utilize 387-nm pulses in this work,
produced by sum-frequency generation in a β-barium bo-
rate (BBO) crystal [40].

III. PROPERTIES OF THE NO2+ BEAM

In our experiment, the NO2+ ions have a flight time of
about 20 µs from their creation to the crossing with the
laser beam. This long flight time from the source, along
with the inherent properties of NO2+, simplify our study
significantly. Specifically, except for the X 2Σ+ ground
state, all of the calculated electronic states of NO2+ (in-
cluding all possible spin multiplets) with bound poten-
tials in the Franck-Condon (FC) region of NO have life-
times of a few microseconds or less [41, 42]. Therefore,
only the X 2Σ+ ground state is non-negligibly populated
by the time the NO2+ molecules interact with the laser
pulse. Also, the laser field couples only states with the
same spin multiplicity. Thus, the number of electronic
states to consider is reduced to those shown in Fig. 1(a).
Furthermore, the v′>12 states of the X 2Σ+ state pre-
dissociate into N++O+ by spin-orbit coupling with the
first-excited state, A 2Π, within fractions of a microsec-
ond [42]. This means that we only probe the X 2Σ+ state
in vibrational levels v′= 0 – 12 in our experiment, all with
lifetimes greater than 10 µs [42].

We estimate the initial population of the surviving
v′= 0 – 12 vibrational states of the X 2Σ+ state by calcu-
lating FC factors between these states and the NO vibra-
tional ground state. This is a reasonable approximation,
as suggested by production of H+

2 and its isotopologues
by fast electron impact in similar ion sources [43–45].
Moreover, the rotational distribution of ions generated by
electron impact is similar to that of the neutral molecules
at room temperature [44, 45]. While the populated vibra-
tional levels of the X 2Σ+ state are, rigorously speaking,
resonances rather than bound states, their long lifetimes
translate to resonance widths of about 10−11 eV [42]. We
thus treat them as bound states in estimating the vibra-
tional population:

Fv′ = |〈ψv′ |ψv=0〉|2 . (1)

Here, ψv=0 is the vibrational ground state wave function
of NO, and ψv′ is the wave function of vibrational state
v′ in the X 2Σ+ ground state of NO2+. The vibrational
wave functions were calculated using a phase-amplitude

FIG. 1. (a) Lowest-lying doublet potential energy curves of
NO2+. Zero energy is defined as v′=0 of X 2Σ+. The B 2Σ+

state dissociation limit is –0.55 eV, and that of the X 2Σ+

and A 2Π states is –3.87 eV. The inset shows the X 2Σ+–
A 2Π transition dipole moment [42]. (b) Franck-Condon
(FC) population for the X 2Σ+ state of NO2+ resulting from
NO→ NO2+ vertical ionization by fast electron impact in the
ion source followed by predissociation in flight to the interac-
tion region (see text).

method [46]. The resulting FC factors are shown in Fig.
1(b). Note that most of the initial population is in the
v′= 0 – 5 states.

IV. RESULTS AND DISCUSSION

Given the energy separation of the X 2Σ+ and A 2Π
states relative to the photon energy, illustrated in
Fig. 1(a), it is evident that these states would be easily
coupled by the absorption of one or two 774-nm photons.
The next-highest doublet state, B 2Σ+, is well separated
from these lowest two states. Thus, at laser intensities at
which four-photon transitions (such as would be required
for N+ + O+ dissociation on the B 2Σ+ state) are neg-
ligible, one would expect transitions between the X 2Σ+

and A 2Π states to be the most important.
We focus on dissociation of NO2+ into N++O+, mea-

sured in coincidence. From these measurements, we ex-
tract the kinetic energy release (KER) and angular distri-
butions for the laser-induced dissociation. Density plots
of the measured N+ + O+ yield as a function of KER and
cosθ as well as KER projections are shown in Fig. 2 for
1×1014 and 4×1014 W/cm2 peak laser intensities. Note
that θ is defined as the angle between the velocity of the
N+ fragment and the laser polarization. In this intensity
regime, N++O+ breakup occurs predominantly perpen-
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dicular to the laser polarization direction. Moreover, the
KER spectrum has two peaks centered at about 6.5 and
7.5 eV, as clearly seen in Figs. 2(c) and (d). As will
be detailed in the following discussion, these peaks are
due to one- and two-photon X 2Σ+ → A 2Π transitions,
respectively.

A. One-photon transitions

Let us first consider the lower-energy peak centered at
around 6.5 eV in Fig. 2(c). Here, we first take the “stan-
dard” approach to determining strong-field dissociation
pathways by examining the KER and angular distribu-
tions [47]. The purple comb above the KER distribution
indicates the expected KER values for one-photon X 2Σ+

→ A 2Π transitions from the indicated initial vibrational
levels of the X 2Σ+ state and leading to N+ + O+ dis-
sociation. One can see that such transitions starting
from v′= 4 and 5 match the measured KER for the 6.5-
eV peak reasonably well. These transitions are near-
resonant transitions to v′′= 7 and 9 of the A 2Π state,
respectively.

Next, we shift our attention to the angular distribution
of this peak. Assuming the validity of the axial recoil ap-
proximation and that the initial angular distribution of
the NO2+ molecules is isotropic, the change of the angu-
lar momentum quantum number, ∆Λ, for the transition
imprints itself on the angular distribution. Specifically,
for an n-photon transition from a Σ state corresponding

FIG. 2. (a) and (b) The yield of N+ + O+ as a func-
tion of KER and cosθ for 774-nm pulses with peak intensity
4×1014 W/cm2 and 1×1014 W/cm2, respectively. (c) and (d)
1D KER projections of panels (a) and (b), respectively. In (c),
the purple and magenta combs indicate expected KER values
for one-photon and two-photon X 2Σ+→A 2Π transitions, re-
spectively. The numbers above the combs indicate the initial
vibrational level of the X 2Σ+ state for these transitions.

FIG. 3. Measured angular distributions of narrow KER
ranges (indicated on each panel) for (a) 774 nm, 1×1014

W/cm2 (b) 774 nm, 4×1014 W/cm2 and (c) 387 nm, 1×1014

W/cm2. The data in each panel is fitted with the indicated
angular distribution (see text).

to ∆Λ = 0 (parallel transition), the expected angular dis-
tribution follows cos2nθ. For an n-photon transition lead-
ing to ∆Λ =±1 (perpendicular transition), on the other
hand, the expected distribution is sin2nθ [34, 47, 48].
The angular distribution for the 6.5-eV feature, shown
in Fig. 3(a), fits a sin2θ distribution reasonably well, fur-
ther supporting the idea that a one-photon X 2Σ+→A 2Π
transition is responsible for the observed dissociation.
Note that this sin2θ function does not match the data
near cosθ=± 1, as shown in Fig. 3(a), suggesting a minor
contribution of another process involving parallel transi-
tions.

As the KER and angular distributions suggest the
dominant contributions of one-photon processes, we ap-
ply first-order perturbation theory to further examine the
dissociation pathways leading to the lower-KER peak.
The KER spectrum, N(KER), is the sum of the dissoci-
ation probabilities multiplied by the FC factor:

dP

dE′′
=
∑

v′

Fv′
dPv′

dE′′
. (2)

In Eq. 2, v′ denotes the initial vibrational level in the
X 2Σ+ state, and E′′ is the final total energy. Thus,
KER =E′′ − E∞, where E∞ is the dissociation limit.
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The dissociation probabilities given by first-order per-
turbation theory in the rotating-wave approximation [49]
are

dPv′

dE′′
= I0

π

4σ2
E

|Dv′(E′′)|2 exp

[
−
(
E′′fi − E0√

2σE

)2
]
. (3)

Here, I0 is the laser peak intensity, σE is the laser energy
bandwidth, and E0 is the central photon energy. The
quantity E′′fi is given by E′′–Ev′ , where Ev′ is the energy

of the initial vibrational level in X 2Σ+. Dv′(E′′) is the
dipole matrix element:

Dv′(E′′) = 〈ψE′′ |D|ψv′〉. (4)

Here, ψE′′(R) is an energy-normalized vibrational reso-
nance wave function or continuum wave function of the
A 2Π state. The X 2Σ+–A 2Π transition dipole moment,
shown in Fig. 1(a), is denoted as D. The dipole matrix
elements in Eq. 4 were computed at the central photon
energy, i.e., E′′ = Ev′ +E0. This is a reasonable approx-
imation, as the continuum wave function does not change
significantly within the bandwidth of the laser, and the
transition dipole moment does not change substantially
over the relevant range of internuclear distance, as shown
in the inset in Fig. 1(a).

Note that Eq. 3 assumes that all the molecules under-
going transitions dissociate. While this is true for tran-
sitions to the vibrational continuum of the A 2Π state,
for transitions populating the A 2Π state vibrational res-
onances, Eq. 3 must be multiplied by 1 – exp(−t/τv′′)
to account for the tunneling lifetimes of the resonances.
Here, t is the NO2+ flight time in the spectrometer field
that still allows identification of the N+ + O+ coincidence
events [50]. This t is on the order of a few nanoseconds.
The values of the tunneling lifetimes, τv′′ , are taken from
Baková et al. [42].

The computed dissociation probabilities for each ini-
tial state v′ are shown in Fig. 4(a). The sharp
line for the v′= 5 transition arises due to the nar-
row width of the v′′= 9 resonance, which is on the
order of 10−5 eV [42]. As shown, dissociation via
X 2Σ+ (v′= 5)→A 2Π (v′′= 9) is predicted to dominate.
The tunneling lifetime of v′′= 9 is about 14 ps, allowing
N+ + O+ to be detected. Dissociation from X 2Σ+(v′ ≤
4), on the other hand, is unlikely due to the >600 µs tun-
neling lifetimes of the populated vibrational resonances
in A 2Π (v′′ ≤ 7) [42]. Moreover, the radiative decay rates
of v′′ ≤ 7 in A 2Π are dominant over those of tunneling by
greater than three orders of magnitude [42]. The likeli-
hood of dissociation by transitions with v′ ≥ 6 is also low
relative to v′= 5 dissociation, as the former are bound–
free transitions, and the vibrational population decreases
with increasing v′, as shown in Fig. 1(b).

The dissociation probabilities are convoluted with the
estimated KER resolution, treated as a gaussian distribu-
tion with width of 0.49 eV (FWHM) at 6.5-eV KER (see
also Ref. [51]). The convoluted probability distributions
were added together and scaled to the experimental data

FIG. 4. (a) Dissociation probabilities. Here, E′′ denotes
the vibrational continuum of the A 2Π state. (b) Comparison
of the first-order perturbation theory and experimental KER
spectra for 774-nm and peak intensity of 4×1014 W/cm2.
The purple dash-dotted curve shows the calculated dissoci-
ation probability for v′ = 5, and the solid orange curve shows
dP
dE′′ (Eq. 2). Due to the dominance of v′ = 5, these curves
very nearly overlap. The calculations are convoluted with the
instrumental resolution (see text) and scaled to the data.

at the lower-KER peak. The result, shown in Fig. 4(b)
by the solid orange curve, agrees with the data to a rea-
sonable extent but with a small shift to higher KER. This
observed energy shift could be due to an energy scaling
uncertainty of about 3% in our imaging setup [49]. Other
possible causes of this discrepancy include small inaccu-
racies in the calculated potential energy curves.

Finally, it is important to note that while the lower-
KER peak is reasonably well-reproduced by our pertur-
bation theory calculations, the higher-KER peak is not.
Thus, one-photon dissociation is not likely to be the dom-
inant contribution to this higher-energy peak.

B. Two-photon transitions

Shown by the purple comb in Fig. 2(c), one-photon
transitions from higher vibrational states of the X 2Σ+

ground state, for example v′= 7 – 9, would lead to KER
matching that of the 7.5-eV peak. As mentioned above,
however, these vibrational states have low initial popula-
tion, and first-order perturbation theory from them does
not reproduce this KER feature. On the other hand,
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FIG. 5. KER spectra for 774-nm (peak intensity 4×1014

W/cm2) and 387-nm (peak intensity 1×1014 W/cm2) central
wavelength pulses, normalized accounting for the total num-
ber of target molecules. The dashed blue line corresponds
to the 387-nm results scaled to match the amplitude of the
higher-KER peak in the 774-nm spectrum. The dashed dark
gray line represents the calculated dissociation probability at
387 nm, convoluted with the KER resolution and scaled to
the 774-nm data.

two-photon transitions from lower vibrational levels of
the X 2Σ+ state, such as v′= 0 – 2, which have higher ini-
tial population, lead to KER matching the higher-energy
peak. These transitions are illustrated in Fig. 1(a) by the
magenta “2ω” arrow, and their expected KER values are
indicated by the magenta comb in Fig. 2(c).

Among the possible two-photon pathways leading to
N+ + O+ dissociation are those involving interme-
diate near-resonant transitions, in addition to direct
X 2Σ+→A 2Π transitions. For example, one photon may
be absorbed to make a X 2Σ+ (v′= 1) → A 2Π (v′′= 2)
transition, followed by the absorption of a second pho-
ton to drive a A 2Π (v′′= 2) → X 2Σ+ (v′= 16) tran-
sition. The v′= 16 vibrational resonance of the X 2Σ+

state dissociates fast enough via spin-orbit coupling with
a lifetime of 2.9 ns [42].

The angular distribution for the second KER peak,
shown in Fig. 3(b), matches well with a sin4θ distribu-
tion, i.e., the expected distribution for two-photon per-
pendicular transitions (either direct or involving near-
resonant transitions), further supporting the dominant
role of two-photon transitions here.

To further confirm the role of two-photon transitions
at 774 nm, we performed an additional measurement em-
ploying second-harmonic pulses at about 387-nm central
wavelength. It is expected that the one-photon peak for
the 387-nm pulses would appear at the same KER as

the two-photon peak for the 774-nm pulses. The 387-nm
KER spectrum, shown overlaid with that of the 774-nm
measurement in Fig. 5, does indeed match up reasonably
well with the higher-KER peak measured with 774-nm
pulses. The peak at 6.5 eV has also disappeared in the
387-nm KER spectrum, lending further credence to the
idea that this peak in the 774-nm measurement is due to
one-photon absorption. Furthermore, the angular distri-
bution for the peak in the 387-nm data in Fig. 3(c) agrees
well with a sin2θ distribution, confirming that it is due to
the expected X 2Σ+ → A 2Π one-photon perpendicular
transitions.

Finally, the calculated X 2Σ+→A 2Π transition prob-
ability for one 387-nm photon, shown in Fig. 5, agrees
reasonably well with the 387-nm data. These calcula-
tions are also convoluted with the estimated instrumental
resolution as before.

As one may note from Fig. 5, first-order perturbation
theory results in a peak that is noticeably narrower than
that in the 387-nm measurement. The broadening of
the measured spectrum relative to the theory is likely
due to some leakage of the 774-nm fundamental beam
through the dichroic filter used in our second harmonic
generation setup [52]. While the angular distributions
could in theory provide an indication of this leakage, the
limited statistics of our 387-nm data prevent this. As
the calculations reproduce the main feature in the data,
further exploration is beyond the scope of this discussion.
We thus conclude that our observations suggest that the
higher-KER peak in the 774-nm data is indeed due to
two-photon X 2Σ+ → A 2Π transitions.

V. SUMMARY AND CONCLUSIONS

In strong-field studies of NO2+ fragmentation starting
from neutral NO targets [53–56], the absorption of more
than twenty 800-nm photons is required for double ion-
ization. Hence, the NO2+ molecules probed in these ex-
periments are most likely born near the laser beam focus
and near the peak of the temporal profile. In contrast, in
our study of an NO2+ ion beam, since ionization is not
needed, one can expect low-order processes occurring in
lower-intensity regions of the laser focal volume to play
a more significant role. To emphasize this point, at the
peak laser intensity of about 1014 W/cm2, highlighted in
this manuscript, ionization of NO2+ constitutes less than
1% of dissociation.

Indeed, as we have shown, the dominant dissociation
pathways at these intensities are one- and two-photon
transitions involving the lowest two electronic states,
X 2Σ+ and A 2Π. Through the examination of the KER
and angular distributions at 774-nm and 387-nm cen-
tral wavelength along with first-order perturbation the-
ory calculations, we have uncovered the most likely path-
ways leading to the observed dissociation.
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V. Špirko, J. Chem. Phys. 128, 144301 (2008).

[43] F. von Busch and G. H. Dunn, Phys. Rev. A 5, 1726
(1972).

[44] H. Helm and P. C. Cosby, J. Chem. Phys. 86, 6813
(1987).

[45] Z. Amitay, A. Baer, M. Dahan, J. Levin, Z. Vager, D. Za-
jfman, L. Knoll, M. Lange, D. Schwalm, R. Wester,
A. Wolf, I. F. Schneider, and A. Suzor-Weiner, Phys.
Rev. A 60, 3769 (1999).

[46] E. Y. Sidky and I. Ben-Itzhak, Phys. Rev. A 60, 3586
(1999).

[47] A. M. Sayler, P. Q. Wang, K. D. Carnes, B. D. Esry, and
I. Ben-Itzhak, Phys. Rev. A 75, 063420 (2007).

[48] A. Hishikawa, S. Liu, A. Iwasaki, and K. Yamanouchi,
J. Chem. Phys. 114, 9856 (2001).

[49] J. McKenna, F. Anis, B. Gaire, N. G. Johnson,
M. Zohrabi, K. D. Carnes, B. D. Esry, and I. Ben-Itzhak,
Phys. Rev. Lett. 103, 103006 (2009).

[50] B. Jochim, R. Erdwien, Y. Malakar, T. Severt, B. Berry,
P. Feizollah, J. Rajput, B. Kaderiya, W. L. Pearson,
K. D. Carnes, A. Rudenko, and I. Ben-Itzhak, New J.
Phys. 19, 103006 (2017).

[51] The KER resolution in our experimental setup scales

with
√
KER [35]. We estimate the KER resolution in

the present measurement by scaling from a previous
measurement of dissociation of vibrationally-cold CO2+

[34], wherein the instrumental broadening dominated the
width of the KER peak.

[52] We estimate the fundamental beam leakage to be on
the order of 1%. Under these circumstances, the low-
energy edge of the KER spectrum could be due to the
one-photon 774-nm transitions previously discussed. The
high-energy portion of the KER spectrum, on the other
hand, could be due to two-photon transitions involv-
ing absorption of one photon of the fundamental beam
followed by absorption of one photon of the second-
harmonic beam.

[53] A. Talebpour, S. Larochelle, and S. L. Chin, J. Phys. B
30, 1927 (1997).

[54] C. Guo and K. Wright, Phys. Rev. A 71, 021404 (2005).
[55] C. Guo, J. Phys. B 38, L323 (2005).
[56] J. Wu, H. Zeng, and C. Guo, J. Phys. B 39, 3849 (2006).



Chapter 5

Adaptive femtosecond control

5.1 Scope

This chapter focuses on studies using shaped femtosecond laser pulses to control molecular

dynamics through the use of a closed-loop feedback scheme that involves an evolutionary

algorithm. The work highlighted in this chapter was a collaborative effort with Eric Wells

from Augustana University, who is the driving force for this research direction.

5.2 Introduction

As highlighted in Chapter 1, ultrashort, intense laser pulses are compelling tools for probing

molecular processes. The use of optimally-tailored laser pulses to control molecular dynam-

ics, a method first proposed by Richard S. Judson and Herschel Rabitz [115], has been an

active field of research over the past few decades [9]. In this approach, a genetic algorithm

(GA) [116] guides the search for an optimal laser pulse to perform a given control objective,

for instance, the cleavage of a certain molecular bond. This approach can be taken with-

out prior knowledge of the underlying dynamics and has hence been described as “solving

Schrödinger’s equation exactly in real time” [115].
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Figure 5.2.1: Schematic of the adaptive closed-loop control method. The experimental

images correspond to two different fragment species whose relative ratio may be controlled

using this method.

The idea of a closed-loop control scheme, inspired by evolutionary principles [9, 115, 117],

is illustrated in Fig. 5.2.1. Generally speaking, the experiment begins with a seed “genera-

tion,” consisting of randomly-shaped laser pulses with random “genomes.” The shaped laser

pulses interact with the target molecules in an experimental apparatus and are scored with

a “fitness” value based on their performance of the control objective. The fitness values

are relayed to the GA, and the pulses with the highest fitness values in every generation

survive to “mate” and produce the next generation of pulses. The process repeats itself for

subsequent generations until the GA converges and “learns” the optimal solution.

This type of feedback scheme has been employed for controlling the dynamics of a vari-

ety of systems, including diatomics, simple polyatomics, relatively large organic molecules,

biomolecules, and clusters [9]. These efforts have involved different pulse shaping methods,

including phase and/or amplitude shaping and polarization shaping [118, 119]. The ro-

bustness of this adaptive feedback approach has been demonstrated by the markedly better

fitness values of optimally-shaped pulses compared to that of FTL pulses [9].
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5.3 Our closed-loop control experiments

In our specific case, an acousto-optic pulse dispersive filter (AOPDF) pulse shaper (Fastlite

Dazzler) [120, 121] is used to perform phase-only shaping of the pulses. The bandwidth of

the laser is divided into sixteen sections, and the phases or “genes” are applied to these

sections. The pulses are transported to either a time-of-flight or VMI spectrometer, which

provide measured feedback for the GA. Typically, the control objective to be enhanced

(or suppressed) is a ratio of fragment or fragment-pair yields. The latter allows for more

specificity in optimizing a fragmentation channel. We have utilized this type of approach in

several previous studies, e.g., Refs. [96, 122]. Fig. 5.3.1 illustrates the convergence of the

genomes for a typical run.

Figure 5.3.1: Genomes at the beginning and end of a GA run. The genomes of the laser

pulses in the seed generation are random, while those of generation 40, the final generation,

have converged.

5.4 Connection to ion beam studies

As the resulting pulses from closed-loop pulse shaping experiments can be quite complex,

interpretation is often difficult [117]. Therefore, a strong synergy connects these adaptive
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control experiments to basic experiments probing specific questions, such as those we perform

on ion beam targets. While closed-loop control experiments pinpoint where understanding

of the underlying dynamics is needed, basic experiments carry equal importance, as they

provide insight into the dynamics that might underlie control.

5.5 Adaptive strong-field control of vibrational popu-

lation in NO2+

This section contains a paper published in The Journal of Chemical Physics [123] demon-

strating the use of a closed-loop scheme to control the ratio of non-dissociative to dissociative

double ionization of NO molecules, i.e., the NO2+/(N+ + O+) ratio. Significant enhance-

ment and suppression of this ratio are achieved relative to the results of an FTL pulse. The

mechanism underlying this control is thought to be selective population of the vibrational

states of NO2+. More specifically, pulses that maximize the NO2+/(N+ + O+) ratio pre-

dominantly populate the lower vibrational levels of NO2+, whereas pulses that minimize the

ratio tend to populate the higher-lying vibrational levels that more readily dissociate.

The following paper is reproduced from O. Voznyuk, B. Jochim et al. J. Chem. Phys.

151, 124310 (2019), with the permission of AIP publishing.
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ABSTRACT
An adaptive closed-loop system employing coincidence time-of-flight feedback is used to determine the optimal pulse shapes for manipulating
the branching ratio of NO dications following double ionization by an intense laser pulse. Selection between the long-lived NO2+ and the
dissociative N+ + O+ final states requires control of the vibrational population distribution in the transient NO2+. The ability to both suppress
and enhance NO2+ relative to N+ + O+ is observed, with the effectiveness of shaped pulses surpassing near Fourier transform-limited pulses
by about an order of magnitude in each direction, depending on the pulse energy. The control is subsequently investigated using velocity map
imaging, identifying plausible dissociation pathways leading to N+ + O+. Combining the information about the N+ + O+ dissociation with a
well-defined control objective supports the conclusion that the primary control mechanism involves selectively populating long-lived NO2+

vibrational states.
https://doi.org/10.1063/1.5115504., s

I. INTRODUCTION

In adaptive femtosecond control experiments,1–3 measurement-
based feedback is used in conjunction with a learning algorithm
to tailor an ultrafast laser pulse to optimize a particular process.
While adaptive femtosecond control has been widely applied,4–19

controlling the photofragmentation and rearrangement of molecules
in the gas phase has been an area that has received particular atten-
tion.3,20–33 Nearly all of these experiments describe an ability to
influence the fragmentation patterns of the target molecules, but
only a smaller subset report progress toward understanding the
mechanisms underlying the control.34–47 Given the complexity of
the intense laser-molecule interaction and the nearly infinite vari-
ety of laser pulses that can be produced by modern pulse shaping
devices,48–50 it is not surprising that unraveling the physical process
behind the control is often difficult.

In many of these molecular fragmentation experiments, the
feedback signal is derived from fragment ion yields acquired via

time-of-flight (TOF) mass spectrometry. The advantages of this
method are clear; the data acquisition is relatively straightforward,
and when a current mode is employed (as opposed to counting indi-
vidual ions), the yields may be obtained quickly, which is generally a
requirement for effective feedback in adaptive control experiments.
These single fragment yields, however, are uncorrelated, and so it
becomes difficult to separate various final products. A somewhat
simplistic example of this problem is illustrated by a hypothetical
molecule AB, for which the A+ + B+ channel cannot generally be
separated from the A+ + B channel since both contribute to the A+

yield.
In addition, a large intensity range is present in the focal vol-

ume. The range of contributing intensities can be reduced by oper-
ating near the appearance intensity of a process, but this is often
incompatible with the experimental desire for timely feedback in
closed-loop control. Subsequent interpretation of the results can
then become convoluted due to the ambiguities in the intensity and
photofragment channel. More specific control objectives can focus

J. Chem. Phys. 151, 124310 (2019); doi: 10.1063/1.5115504 151, 124310-1
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FIG. 1. (a) The lowest lying dou-
blet potential energy curves for NO2+,
adapted from Ref. 53. The energies at
the separate atom limit are −128.65 a.u.
for the X 2Σ+ and A 2Π states and
−128.52 a.u. for the B 2Σ+ state. The
shaded box marks the region of verti-
cal Franck-Condon (FC) transitions from
neutral NO. (b) Franck-Condon popula-
tions for the X 2Σ+ state of NO2+ assum-
ing field-free NO→ NO2+ vertical ioniza-
tion.

the search process on a more limited set of pathways and inten-
sity range and therefore inform efforts to understand the resulting
solution produced by the learning algorithm.

We have developed a coincidence time-of-flight feedback
(CTOF) technique51 to provide more specific feedback for closed
loop control. In our initial experiment with this CTOF feedback,
we enhanced or suppressed the ratio of CO2+ to C+ + O+ following
strong-field double ionization of CO molecules. This was particu-
larly interesting in CO2+, since only the v = 0 and v = 1 states of the
3Π ground state and the v = 0 state of the lowest 1Σ+ state live long
enough to be detected as CO2+ in our experimental setup, while all
the higher vibrational states rapidly decay to C+ + O+. Thus, the abil-
ity to unambiguously select between CO2+ and C+ + O+ represented
control of vibrational population.

As shown in Fig. 1, NO2+ is somewhat similar to CO2+ in that
higher vibrational levels (v > 12) of the X 2Σ+ ground electronic state
dissociate within 18 ns due to spin-orbit coupling with the A 2Π
state. The v ≥ 8 vibrational states of the A 2Π excited electronic state
decay by tunneling with a lifetime less than or equal to ∼45 ns.52 In
addition, these two states are easily coupled by one-photon transi-
tions, leading to dissociation, while the B 2Σ+ state is well separated
from the X 2Σ+ and A 2Π states. Experimentally, the N+ + O+ and
NO2+ channels offer similar feedback as the initial CO experiment,51

but the increased complexity of the relevant potential energy curves
provides an additional interpretation challenge.

With this increased complexity in mind, we have employed
velocity map imaging54–58 (VMI) to examine the differences in the
three-dimensional momentum images produced by unshaped and
optimized laser pulses. In diatomic molecules, the angle-resolved
kinetic energy release (Ek) data can be used in conjunction with a
Floquet approach59–61 to understand which dissociation pathways
are enhanced by the optimized pulses. Our first efforts using this
combination of VMI measurements and Floquet analysis resulted

in an improved understanding of control experiments with CO
molecules.62

In this article, we discuss the results from adaptive fem-
tosecond control experiments using CTOF feedback to control
the vibrational population of the transient NO2+ molecular ion.
We are able to either increase or decrease the NO2+/(N+ + O+)
ratio by approximately an order of magnitude, primarily through
suppression or enhancement of the NO2+ yield. The results are
then analyzed with the aid of VMI measurements of the dis-
sociating N+ and O+ photofragments, as well as kinetic energy
release distributions evaluated from coincidence time-of-flight
measurements.

II. EXPERIMENTAL METHOD
Our experimental setup consists of an ultrafast laser sys-

tem equipped with an acousto-optic programmable dispersive fil-
ter (AOPDF)49 pulse shaping device and a high resolution time-
of-flight mass spectrometer, linked by a control computer running
the genetic algorithm (GA) that uses the feedback signals to deter-
mine the optimal pulse shapes. This is illustrated in Fig. 2(a). The
laser pulses are provided by a Ti:sapphire laser system with a cen-
ter wavelength of 788 nm, a pulse energy of approximately 1 mJ,
and a repetition rate of 2.0 kHz. The near-Fourier transform-limited
(FTL) pulse duration is approximately 40 fs (FWHM in intensity)
following passage through the AOPDF, multipass amplifier, and
transport optics to the vacuum chamber. In these measurements,
the AOPDF was only used to control the spectral phase, and there-
fore, the pulse energy remains constant as the pulse characteris-
tics are changed (note that the pulse intensity changes as pulse
duration is modified). Laser pulse characteristics were measured
using second harmonic generation frequency-resolved optical gating
(SHG FROG).50,63

J. Chem. Phys. 151, 124310 (2019); doi: 10.1063/1.5115504 151, 124310-2
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FIG. 2. (a) A schematic of the CTOF
closed-loop control scheme. The NO2+

ions were measured along with coin-
cident N+ + O+ events using a high-
resolution TOF spectrometer.51 The
boxes on the TOF spectra conceptually
represent the gates on the ions of inter-
est. (b) Once the optimal pulses were
identified, the interaction between the
pulses and NO was probed with veloc-
ity map imaging in a different spec-
trometer.58,62,64 The laser pulses were
focused into the CTOF and VMI spec-
trometers by identical f = 75 mm spher-
ical mirrors. By matching the incoming
laser beam diameters, the focal con-
ditions were similar in both measure-
ments. (c) Momentum distributions of
N+ (left) and O+ (right) photofragments
obtained via velocity map imaging. The
laser polarization direction is in the y-
direction in both panels. The data pre-
sented are for measurements using FTL
laser pulses at 0.04 mJ/pulse or approx-
imately 5 × 1014 W/cm2. While VMI pro-
vides angular information, it lacks the
coincidence condition that identifies the
N+ + O+ channel.

The laser beam was focused by an f = 75 mm spherical mirror
to a point in the extraction region of a two-stage Wiley-McLaren65

time-of-flight (TOF) spectrometer. In most of these experiments, the
pulse energy was attenuated to between 0.02 and 0.06 mJ, although
some data were recorded at higher pulse energy. This translates to
a peak intensity of about 3–8 × 1014 W/cm2 for a FTL pulse and a
beam waist of ∼10 μm. The TOF spectrometer is located in an ultra-
high vacuum chamber that had a base pressure of about 5 × 10−10

Torr. Typical target pressures for the experiment were in the low
10−8 Torr range and were adjusted using a precision leak valve to
control the counting rate. The laser beam was linearly polarized with
the polarization parallel to the TOF spectrometer axis. Ions were
detected by a microchannel plate (MCP) detector.66 Importantly,
the spectrometer did not use a small aperture along the polariza-
tion (TOF) axis as is often the case in laser-initiated TOF measure-
ments (for example, in one of our previous experiments67), therefore
avoiding discrimination in the angular distribution of the resulting
ions.

As described more fully in a previous publication,51 the signals
from the MCP are processed on-the-fly to determine the NO2+ and
coincident N+ + O+ rates that are used to determine the fitness value
for the control objective. A photodiode monitors the laser pulses and
that timing signal is converted to a NIM-standard pulse via a con-
stant fraction discriminator and delayed until shortly before the N+

arrival time on the MCP. This delayed photodiode signal starts three
time-to-amplitude converters (TAC). The MCP signals are ampli-
fied, processed by a constant fraction discriminator, and used as the

stop signals on each of the TACs. Each TAC is used in single-channel
analyzer mode, producing an output only in cases in which the ion
signal falls within a specified time window appropriate for N+, NO2+

and O+ events. The O+ TAC is gated by the condition that the N+

TAC has produced an output signal, thus producing a signal for N+

+ O+ coincidence events. The rates from the NO2+ and the gated O+

TAC outputs are converted to an analog signal, averaged over some
time constant (typically about 5–10 s), and sent to the control com-
puter. These rates are used to evaluate the “fitness” of the GA control
objective: NO2+/(N+ + O+) or (N+ + O+)/NO2+.

Our GA implements tournament selection, two-point crossover,
elitism, and a moderate 1% mutation rate per gene.43,51,58 Typically,
40–50 individuals populate each generation, and the algorithm ran
for 20–40 generations, depending on the convergence rate and the
laser stability. A constant, approximately equal to 10% of the denom-
inator channel of the control objective obtained with a FTL pulse, is
used to prevent high fitness values when no denominator signal is
present.

Once the closed-loop adaptive control measurement has opti-
mized the pulse shape corresponding to a particular control objec-
tive, the result is examined using two other techniques. First, the
TOF spectrum is recorded using a time-to-digital converter in full
multihit mode, thus correlating all the “stop” signals associated with
a single “start” signal from the photodiode that monitors the laser
pulse. This allows more precise measurements of the true coinci-
dence rate since random coincidences (N+ and O+ pairs that do not
arise from the same molecule) and lost fragments (ion-pairs in which
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FIG. 3. One- and two-dimensional rep-
resentations of coincidence-time-of-flight
data of NO2+ dissociation. Panel (a)
shows the coincidence yield (log scale)
as a function of the TOF of the first
and second fragments. The magenta box
identifies N+ + O+ coincidences. Panels
(b) and (c) show the yield vs TOF of
the first and second fragments, respec-
tively, integrated over the yield of the
other fragment. Panel (d) shows the yield
vs time-of-flight for all fragments. The
shaded area in (d) indicates the region
from which the NO2+ yield is determined.
Panels (a)–(c) have their time resolu-
tion compressed by a factor of ten to
control the size of the two-dimensional
spectrum, while panel (d) shows higher
1 ns/channel time resolution. The data
presented were obtained with FTL laser
pulses at 0.04 mJ/pulse or approximately
5 × 1014 W/cm2. The lack of events in
the center of the coincidence stripe indi-
cates a strong preference for the ions to
be ejected along the polarization (TOF)
direction. By rotating and projecting the
events within the diagonal box shown
in panel (a), the P(Ek ) distribution for
the coincidence events may be evalu-
ated from the time-difference between
the ion-pairs.68,69

one ion is lost due to detection efficiencies less than one) can be sub-
tracted.68 A typical coincidence time-of-flight (CTOF) plot is shown
in Fig. 3. The corrected N+ + O+ yield and the NO2+ yield from the
same measurement, shown in Fig. 3, were used to derive the value
of the control objective reported in Sec. III. As described later, the
CTOF data can also be used to deduce the fragment dissociation
energy.

Figure 3 shows a moderate number of purely random coinci-
dences, such as N+ + NO2+. Experimentally, controlling these ran-
dom coincidence rates is the most difficult part of the measurement,
since the adaptive control loop requires a relatively high rate for
feedback. Too high of a target gas pressure, however, can increase the
random coincidence rate to a level that will produce spurious feed-
back. Balancing the overall ion production rate is important and in
some cases can limit the effective dynamic range of the experiment.
This can be partially avoided by starting the experiment at a higher

gas pressure until the fitness values begin to “take off” and then
stopping the experiment and reducing the gas pressure. The GA is
then restarted from the preceding generation.

The second part of the postoptimization analysis is to obtain
the momentum distribution, and therefore the Ek and angular dis-
tribution, of the dissociating fragments using VMI. Specifically, the
N+ and O+ fragments produced by the optimally shaped and FTL
laser pulses were measured using a VMI spectrometer.58,62,64 While
the VMI spectrometer is different from the Wiley-McLaren TOF
spectrometer, the laser focusing optic is identical (f = 75 mm), and
care is taken to reproduce the laser beam profile as closely as pos-
sible to the conditions of the CTOF measurement. To verify that
this was achieved, we checked that the details of the TOF spectrum
obtained using the VMI spectrometer, such as the ratio of the various
ions, were the same as expected from earlier measurements with the
TOF spectrometer. The TOF spectra could not be exactly matched,
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however, due to the differences in the TOF resolution between
the two spectrometers and the different laser polarization direction
relative to the TOF axis used in the two setups.

The raw two-dimensional VMI data are inverted to recover a
slice through the center of the three-dimensional momentum dis-
tribution using a modified “onion-peeling” or “back-projection”
algorithm as described by Rallis et al.58 Several other methods70–72

of performing the inverse-Abel transformation were also tested to
ensure that any relevant features were not due to numerical artifacts
associated with the inversion process.

The probability of dissociation as a function of kinetic energy
release, P(Ek), can also be evaluated from CTOF data68,69 by using
the difference in arrival times of the coincident N+ and O+ frag-
ments, although the angular distribution cannot be measured as
directly as with VMI. The two methods are complimentary, since the
CTOF-generated P(Ek) distribution can be correlated with N+ + O+

coincidences, while the VMI-derived P(Ek) distribution measures all
N+ or, separately, all O+ ions, including those from different charge
states of the intermediate NOq+ ions.

For our two-stage Wiley-McLaren65 time-of-flight (TOF) spec-
trometer, the kinetic energy release from dissociative ioniza-
tion is

Ek =
(V2 − V1)

2

8md2 q2Δt2, (1)

where V2 and V1 are the voltages on the extraction and acceleration
meshes, respectively, d is the distance between the meshes, m and q
are the mass and charge of the ion, and Δt is the time between the
forward and backward traveling ions.68 The associated probability of
dissociation as a function of Ek is

FIG. 4. The probability of dissociation, P(Ek ), as a function of Ek for FTL pulses
(black) and pulses that minimize the NO2+/(N+ + O+) ratio (blue) at 0.04 mJ/pulse.
The probabilities are obtained using two different methods. The symbols are a
result of analysis of the CTOF data shown in Fig. 3 (as described in the text),
while the solid lines represent the VMI data. Specifically, the solid lines are pro-
jections of the density plots shown in Figs. 7(a) and 7(b). The CTOF-derived
probability unambiguously identifies the N+ + O+ coincidence channel, while the
VMI-derived data have higher KER resolution but are recorded for all N+ ions, i.e.,
including channels such as N+ + O. Since the CTOF-data in Fig. 3 fall almost exclu-
sively along the polarization direction, the VMI-derived data are restricted to |cos θ|
> 0.95 for comparison.

P(Ek) = [t21(Ek, 0○) − t21(Ek, 180○)]
dt21

dEk
dY
dt21

, (2)

where t21(Ek, 0○) and t21(Ek, 180○) (i.e., θ = 0○ and 180○) associ-
ated with the short-TOF fragment having initial velocity toward and
away-from the recoil detector, respectively, are the maximum and
minimum time differences, respectively. dY/dt21 is the numerical
time derivative of the large time-difference side of the spectrum. The
P(Ek) distributions obtained with both VMI and CTOF methods are
shown in Fig. 4, which reveals that the KER of the N+ + O+ channel
falls within the 5–9 eV range.

In summary, the experimental procedure consists of two steps:
(1) The optimization step in which the learning algorithm searches
for a pulse shape guided by CTOF feedback and (2) the subsequent
analysis step, in which multihit TOF spectra, VMI data, and SHG-
FROG pulse measurements are recorded using the optimized laser
pulses that are obtained in the first step.

III. RESULTS AND DISCUSSION
The NO2+/(N+ + O+) ratio changes with the pulse intensity,

as shown in Fig. 5, for FTL pulses of about 40 fs FWHM in dura-
tion. As the intensity increases, the ratio of nondissociative to disso-
ciative double ionization decreases, dropping from 4.0 at 2 × 1014

W/cm2 to 0.23 at 7 × 1015 W/cm2. The fact that the NO2+/(N+

+ O+) ratio decreases as the intensity increases can be attributed to
the fact that highly excited vibrational states of NO2+ (v ≥ 12 for the
electronic ground state) rapidly dissociate, and these states, includ-
ing excited electronic states, are more readily populated at higher
intensities. For this reason, the main control experiments were con-
ducted at intensities between 5 and 8 × 1014 W/cm2 for which the
NO2+/(N+ + O+) ratio was near unity and simple intensity changes
(i.e., “trivial control”3) might not have a dramatic impact on this
ratio.

We did, however, examine the effectiveness of the control at
higher pulse energies, in light of several suggestions in the literature
that the behavior of NO might evolve as the intensity increases.53,73

In these higher energy experiments, the NO2+/(N+ + O+) ratio
could be enhanced by a factor of 3.9 over the result with a FTL
pulse. Attempts to minimize the same ratio were quantitatively

FIG. 5. The NO2+/(N+ + O+) ratio for 40 fs FWHM near-Fourier transform limited
(FTL) pulses as a function of pulse energy. The corresponding intensity is shown
on the upper axis. The error bars represent the statistical uncertainty including “lost
fragment” and random coincidence corrections.
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TABLE I. The measured NO2+/(N+ + O+) ratio acquired with different pulse energies.
The different columns represent the values obtained with FTL pulses as well as pulses
optimized to maximize or minimize this ratio.

Pulse energy (mJ) FTL ratio Maximize ratio Minimize ratio

0.015 4.0 ± 0.2
0.03 2.0 ± 0.1
0.04 1.50 ± 0.04 2.8 ± 0.9 0.80 ± 0.05
0.06 1.10 ± 0.05 13.8 ± 2.1 0.90 ± 0.03
0.06 6.0 ± 0.9 0.77 ± 0.04
0.12 1.0 ± 0.1
0.52 0.23 ± 0.05 0.9 ± 0.2 0.0001 ± 0.0002
0.51 0.23 ± 0.10 0.7 ± 0.2 0.0005 ± 0.0004

more successful, with essentially all the NO2+ yield eliminated. The
control results for all measured pulse energies are summarized in
Table I.

The ability to decrease the NO2+/(N+ + O+) ratio with higher
energy pulses is unsurprising, since all that is required is that the
NO2+ yield be reduced. As the pulse energy increases, the laser-
molecule interaction becomes more nonperturbative in character.
As a result, there are many ways21,74,75 the lower-lying NO2+ X 2Σ+

vibrational population can be excited to dissociative levels, including
nonresonant dynamic Stark shifts.76,77 A signature that strong-field
dynamics, such as the nonresonant dynamic Stark shifts, are dom-
inant is the depletion of the ground state,78 which we observe as a
NO2+ yield that is consistent with zero.

On the surface, it would seem more surprising that the
NO2+/(N+ + O+) ratio could be enhanced at these higher intensities.
Some of this enhancement, however, can be explained by the range
of intensities in the focal volume. While the N+ + O+ coincidence
condition selects a certain intensity range from within the focal vol-
ume, the NO2+ yield need not arise from the same focal volume as
the N+ + O+ ion-pairs. Thus, at peak intensities where the dissocia-
tive double ionization dominates, the NO2+ can still be produced by
slightly lower intensity portions of the focal volume.

Another feature of the higher pulse energy experiments is the
significant complexity of the optimized pulses, for both maximiz-
ing and minimizing NO2+/(N+ + O+). While it may be possible to
unravel the mechanisms that occur in these complex pulse shapes at
higher intensities,26,27,37,44,79,80 attempting to understand the control
mechanisms at lower pulse energies seems a more promising starting
point. At pulse energies around 0.04–0.06 mJ, the NO2+/(N+ + O+)
value is around one for the FTL pulses and neither the NO2+ nor N+

+ O+ channels are near an appearance intensity threshold. This min-
imizes the possibility of control due to simple intensity changes. As
shown in Table I, using pulse energies of 0.04 and 0.06 mJ to max-
imize the NO2+/(N+ + O+) ratio results in an increase by as much
as 12.5 times the values obtained with a FTL pulse. Minimizing the
same ratio results in a decrease of approximately 1.9 times the FTL
value.

Figures 6(a) and 6(b) show the time-of-flight spectra for two
specific trials we examine in detail. Optimizing the pulse shape to
minimize the NO2+/(N+ + O+) ratio, as shown in Fig. 6(b), results
in a TOF spectrum that appears very similar to the TOF spectrum

FIG. 6. Time-of-flight spectra of all ions in the relevant time window measured in
association with (a) 0.06 mJ/pulse and (b) 0.04 mJ/pulse laser pulses. The narrow
peak around 8150 ns is associated with NO2+ and is highlighted in each inset. The
N+ and O+ fragments appear as “forward” (short TOF) and “backward” (long TOF)
peaks. The highest energy N+ (backward) and O+ (forward) fragments overlap
the NO2+ peak but should have little effect on our conclusions. In panel (a), the
yield from pulses optimized to maximize the NO2+/(N+ + O+) ratio (red line) are
compared to those measured with FTL pulses of the same energy (black line).
Panel (b) is similar, but for the pulses optimized to minimize the same ratio (blue
line). The number of counts are normalized to the number of laser shots in both
panels.

obtained with an FTL pulse at the same energy, save for a reduc-
tion in the NO2+ yield shown in the inset. Closed-loop optimiza-
tion with the aim of maximizing the NO2+/(N+ + O+) ratio, on the
other hand, seems to enhance the amount of NO2+ and also slightly
decrease the amount of dissociative double ionization, i.e., N+ + O+.
We note that the data shown in Fig. 6 include all ions, similar to
the time-of-flight data shown in Fig. 3(d), and thus, the value of
the NO2+/(N+ + O+) ratio cannot be directly evaluated from this
plot.

Before examining the changes that occur when the optimized
pulses are used, it is worthwhile to examine the results acquired with
the FTL pulses. Figure 7 shows the N+ and O+ VMI data, corre-
sponding to the FTL-TOF spectra shown in Fig. 6(b), as a func-
tion of Ek and the cosine of the angle between the N+ fragment
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FIG. 7. The yield of N+ (a) and O+

(b) photofragments as a function of
Ek and cos θ, where θ is the angle
between the N+ fragment velocity and
the laser polarization direction. These
plots are obtained by transforming the
VMI data shown in Fig. 2(c). Panel (a)
shows N+ fragments produced using FTL
pulses at 0.04 mJ/pulse or approximately
5 × 1014 W/cm2, while panel (b) shows
O+ fragments at the same pulse con-
ditions. The dotted lines at 6.8 eV in
each panel represent the peak Ek value,
and the angular distributions along those
lines are shown in Fig. 9.

velocity and the laser polarization axis, cos θ. The same data are pre-
sented in Fig. 2(c) as a momentum plot, but the representation in
Fig. 7 is often more useful for interpretation. Figure 4 shows P(Ek) of
the N+ + O+ ion-pair events unambiguously identified by the CTOF
method. This P(Ek) spectrum has two maxima, at 6.3 eV and at
8.7 eV. The VMI data (Fig. 7) have higher Ek resolution, but are not
restricted to N+ + O+ ion-pair events. Since the CTOF data shown
in Fig. 3(a) indicate that the N+ + O+ ion-pairs are strongly aligned
with the laser polarization direction, we can select the aligned por-
tion of the Ek − cos θ plots (Fig. 7) in order to compare the CTOF-
and VMI-based measurements of P(Ek). Slices from Figs. 7(a) and
7(b) with |cos θ| > 0.98 show the yield in a 5–9 eV region, as illus-
trated in Fig. 8, which is similar to the region of large P(Ek) in Fig. 4.
The most likely Ek value from these VMI-derived measurements is
at about 6.8 eV. The P(Ek) distributions derived from the aligned

FIG. 8. The yield of N+ (violet) and O+ (orange) as a function of Ek for |cos θ|
≥ 0.98. The peaks around 13 eV are due to NO3+ (or higher charge state) disso-
ciation. CTOF measurements identify the 5–9 eV region as the location of the N+

+ O+ ion-pairs. The approximate peak of the VMI data at 6.8 eV is indicated by an
arrow, while the vertical lines label the locations of the 6.3 eV and 8.7 eV peaks in
the P(Ek ) distribution shown in Fig. 4.

N+ and O+ fragments (shown in Fig. 8) have different features. Fur-
thermore, these details also differ from the P(Ek) distribution deter-
mined from the N+ + O+ ion-pair distribution shown in Fig. 4. The
different P(Ek) distributions indicate that the VMI measurement is
probably dominated by dissociative single ionization leading to N+

+ O or N + O+, since N+ + O+ ion-pairs produced from the dissoci-
ation of NO2+ would have the same momentum for the N+ and O+

fragments.
The angular distribution of the features in the P(Ek) distribu-

tions, illustrated in Fig. 9, confirms that the N+ + O+ ion-pairs are
not the dominant contributor to the VMI Ek − cos θ data shown
in Fig. 7. When excited with a linearly polarized laser pulse, elec-
tric dipole transitions between the initial and final states with the
same angular momentum, ΔΛ = 0, are expected to have a cos2n θ
angular distribution (where n is the number of photons), while for a
ΔΛ = 1 transition, the angular distribution should follow a sin2n θ
distribution.60,61,81 A transition accessing an intermediate state so
as to make a parallel transition (ΔΛ = 0) followed by a perpendic-
ular transition (ΔΛ = 1) or vice versa should be fit by a function
of the form cos2n θ sin2m θ. The angular distributions for both the
N+ and O+ fragments with Ek between 6.75 and 6.85 eV, shown in
Figs. 9(c) and 9(d), seem to contain multiple components. Exam-
ining the angular distributions for Ek between 6.25 and 6.35 eV
and between 8.65 and 8.75 eV, corresponding to the peaks in the
CTOF-Ek data obtained with the FTL pulse (see Fig. 4) and shown in
Figs. 9(a) and 9(b) and Figs. 9(e) and 9(f), yields the same conclusion.
For all three Ek regions, the main parallel component of the angular
distribution is much broader in the N+ case, fitting to cos6 θ, while
the narrower O+ distribution is best fit with cos16 θ at Ek between
6.75 and 6.85 eV and cos18 θ in the other two cases. Thus, even for
fragments ejected nearly along the laser polarization, the angular dis-
tributions associated with the N+, O+, and N+ + O+ ion-pairs (see
Fig. 3) are quite different.

Since the VMI-derived data contain a significant amount of
N+ + O and N + O+ fragments in addition to the N+ + O+ chan-
nel of interest, can we use the CTOF-derived data to better under-
stand the multiple ionization process that leads to NO2+? Mul-
tiple ionization of diatomic molecules has been studied in many
experiments, and there are several possible routes for the transition
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FIG. 9. The normalized yield of N+ (left
column) and O+ (right column) as a func-
tion of cos θ. The slices through the data
shown in Fig. 7 are made at three loca-
tions: (6.25 ≤ Ek ≤ 6.35), the first peak in
the P(Ek ) distribution from Fig. 4 [panels
(a) and (b)], (6.75 ≤ Ek ≤ 6.85), the peak
of the VMI yield as indicated by the line
in Fig. 7 [panels (c) and (d)], and (8.65
≤ Ek ≤ 8.75), the second peak in the
P(Ek ) distribution from Fig. 4 [panels (e)
and (f)]. The fits shown are of the form
A cos2n θ + B sin2m θ + C cos2k θ sin2 l θ
for the N+ fragments and A cos2n θ
+ C cos2k θ sin2 l θ for the O+ fragments.

from neutral NO to NO+ and ultimately NO2+: Both direct ion-
ization82,83 and electron rescattering83–87 (also called nonsequential
or recollision ionization) occur near the equilibrium internuclear
distance, Re, since the nuclei do not have much time to respond
to the laser field in either case. The recolliding electron can carry
considerable energy, up to 3.17Up, where Up is the pondermotive
energy,84 potentially leading to electronic excitation of the parent
ion as well as multiple ionization.88 Various Coulomb explosion89–96

and enhanced ionization mechanisms96–109 provide a link between
Ek and the internuclear distance at which ionization occurs (often
called the critical internuclear distance, Rc). These models, however,
work best for molecules that have dissociative states with purely
repulsive potential energy curves and are not easily applied to the
metastable potential energy curves of NO2+, which are illustrated in
Fig. 1.

A simple application of the Coulomb explosion model,
Ek = 1/Re, gives an Ek value that is larger than the measured, while
applications of the enhanced ionization models109 lead to lower than

the observed Ek values at very large Rc. While it is not surprising
that these models do not work well for NO, the upper and lower
limits they supply for Ek suggest some sort of intermediate behavior
with the ionization occurring between Re and Rc. One such possibil-
ity would be a stairstep ionization process110 in which the molecule
stretches before each sequential ionization step.

Previous experimental studies of laser-induced ionization and
dissociation of neutral NO leading to N+ + O+ fragments73,111–116

have generally not employed coincidence measurements. Most of
these studies suggest that the N+ and O+ fragments are produced
indirectly, either by first dissociating NO and ionizing one or more
fragments111 or by population of another intermediate state of NO+

or NO2+. Furthermore, the measured P(Ek) of the N+ + O and
N + O+ dissociation channels of NO+ (see Fig. 8) is consistent with
ionization at Re < R < Rc.

The angular distributions of the ionization process can
also help clarify the underlying dynamics. Given the duration
of the pulses used in these experiments, both geometrical and
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dynamic molecular alignment must be considered.117–122 Molecular
Ammosov-Delone-Krainov (MO-ADK) theory,123 which employs
the principle of geometrical alignment, predicts that the angu-
lar distribution should reflect the symmetry of the most loosely
bound electron of the molecule. For neutral NO, the HOMO has
πg symmetry, and thus, MO-ADK would suggest that the maxi-
mum ionization rate occurs at about 40○ away from the polariza-
tion axis. As Voss and co-workers have shown, at higher inten-
sities (near 1 × 1015 W/cm2), this effect becomes smaller due to
dynamic alignment,124 including postpulse alignment.121 While the
intensity here is not as high, the ionization potential of NO is low
(9.264 eV), and therefore, the initial ionization leading to NO2+ may
be more peaked along the polarization direction than the MO-ADK
prediction.

Intense laser interactions with beams of NO cations110 and
dications53 produce angular distributions of fragments that can help
clarify the current results from neutral NO targets. In the ion-beam
experiments, the distributions of NO+ and NO2+ ions in the laser
focus are known to be isotropic.53,110 In the NO2+ beam measure-
ment, the subsequent laser-induced dissociation leads to perpendic-
ular transitions at intensities comparable to the current experiment.
Thus, we can conclude that the laser-induced NO → NO2+ process
does not produce an isotropic distribution of NO2+ ions, since these
perpendicular transitions are not dominant in the current experi-
ment, as shown in Figs. 3(a), 7, and 9. Stated another way, we know
that NO2+ tends to dissociate more easily when it is perpendicular
to the laser pulse,53 but we do not observe that angular behavior
in our data. Instead, we see more ion-pairs emitted along the laser
polarization. Thus, we infer that the initial NO → NO2+ ioniza-
tion is not isotropic and is more probable for molecules that have
cos θ = ±1.

In general, the angular distribution we observe in Fig. 7 resem-
bles the observations of Gaire et al.110 for single ionization of a
NO+ beam leading to N+ + O+ ion-pairs. In both that work110

and in the current experiment, the angular distribution is pre-
dominantly aligned along the laser polarization but is wider than
expected for a purely parallel transition. The presence of both per-
pendicular and parallel ionization routes suggests at least some
contribution from stepwise processes in which the transition from
NO → NO+ and the subsequent NO+

→ NO2+ step can both influ-
ence the angular distributions even before the final NO2+

→N+ + O+

dissociation.
Since the minimum of the X 2Σ+ electronic state of NO2+ is

1.6 eV lower in energy than the minimum of the A 2Π state, we
can assume that the initial ionization preferentially populates the
X 2Σ+ electronic state, even though the Franck-Condon overlap
between the neutral NO ground state and the NO2+ X 2Σ+ state
is similar to the Franck-Condon overlap between the neutral NO
and the NO2+ A 2Π state (see Fig. 1). This assumption does not
mean that we can exclude population of other states through more
complex mechanisms, for example, stepping through the mono-
cation states and stretching before ionization of the second elec-
tron. Under the assumption that the X 2Σ+ is preferentially pop-
ulated, we can exclude a number of possible routes to dissociative
double-ionization based on the observed angular distribution of the
N+ + O+ ion-pairs shown in Fig. 3. While the observed P(Ek)
is consistent with what is expected for several one-photon
NO2+ X 2Σ+

→ A 2Π transitions, such as

X 2Σ+
(v = 4)→ A 2Π(v = 7) (Ek ≈ 6.5 eV),

X 2Σ+
(v = 6)→ A 2Π(vcont) (Ek ≈ 6.9 eV),

X 2Σ+
(v = 7)→ A 2Π(vcont) (Ek ≈ 7.3 eV).

X 2Σ+
→ A 2Π transitions have ΔΛ = 1, and therefore, the breakup

should be perpendicular to the laser polarization,60,61,81 or at least
show a cos2n θ sin2m θ distribution if the initial NO → NO2+ X 2Σ+

ionization step is aligned along the laser polarization. The X 2Σ+

→ B 2Σ+ are ΔΛ = 0 transitions that can result in similar Ek val-
ues, which are consistent with the current measurements, but this
requires either two or three more photons than the one-photon
X 2Σ+

→ A 2Π transitions and, in some cases, needs to start in a
higher vibrational level of the X 2Σ+ state.

Energetically, the lower 6.3 or 6.8 eV peak in the measured Ek
distribution would be consistent with a near-vertical transition from
the neutral ground state to the NO2+ ground state followed by three-
photon X 2Σ+ (v = vi)→X 2Σ+ (v = vf ) vibrational excitation leading
to dissociation, where vi and vf are the initial and final vibrational
states, respectively. In other words, the leading portion of the pulse
removes the electrons, without stretching the molecule much, and
the role of any additional photons is to shift the vibrational popula-
tion from a bound state to a dissociative state via a permanent dipole
transition. Calculations of the field-free Franck-Condon overlap fac-
tors, displayed in Fig. 1(b), show that direct vertical transitions to
NO2+ X 2Σ+ from the neutral NO ground state predominantly pop-
ulate the v = 0 through v = 5 levels of NO2+ (peaked at v = 1),
consistent with the observed Ek and X 2Σ+

→ X 2Σ+ transitions.
Jochim et al.53 have shown that X 2Σ+

→ X 2Σ+ permanent dipole
transitions leading to vibrational excitation and dissociation into
N+ + O+ are more likely than competing channels over the range
of Ek values discussed here.

The secondary peak at Ek = 8.7 eV in the P(Ek) distribution
(shown in Fig. 4) supports the interpretation presented in the pre-
vious paragraph, since permanent dipole transitions dominate over
X 2Σ+

→ B 2Σ+ transitions leading to N+ + O+ fragments with Ek
> 8 eV.53 Besides the calculations53 showing the dominance of the
X 2Σ+

→ X 2Σ+ over the X 2Σ+
→ B 2Σ+ transitions due to the

smaller number of required photons and the relative magnitudes of
the couplings between these states, resonance-enhanced multipho-
ton ionization may further bolster this pathway relative to direct
nonresonant multiphoton ionization.103,105

Thus, given the prevalence of the X 2Σ+
→ X 2Σ+ transi-

tions over the X 2Σ+
→ B 2Σ+ transitions and a photofragment

angular distribution that seems to make one-photon NO2+ X 2Σ+

→ A 2Π transitions unlikely, we believe that the FTL-driven dis-
sociative double ionization process likely involves ionization to a
low-lying vibrational state of NO2+ followed by X 2Σ+

→ X 2Σ+

vibrational excitation leading to dissociation aligned with the laser
polarization with the observed Ek values.

What role, then, does the optimized pulse shape play in enhanc-
ing or suppressing the NO2+/(N+ + O+) ratio? Examining the sup-
pression case first, we note that the optimized TOF spectrum, shown
by the blue line of Fig. 6(b), is nearly identical to the TOF spectrum
obtained with the FTL pulse (black line), except for the region of the
NO2+ events. The optimized pulse seems to keep the TOF yield of
the photofragment distributions largely unchanged while reducing
the yield of the nondissociative NO2+ ions. This is supported by the
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FIG. 10. The yield of N+ (a) and O+ (b)
as a function of Ek and cos θ. (a) shows
N+ fragments produced using pulses that
minimize the NO2+/(N+ + O+) ratio at
0.04 mJ/pulse (∼5 × 1014 W/cm2). (b)
shows O+ fragments produced by the
same optimized pulse. Both distributions
are nearly identical to those shown in
Fig. 7.

Ek − cos θ distributions of the N+ and O+ ions produced with opti-
mized pulses shown in Fig. 10, which also appear nearly identical to
the FTL-generated Ek − cos θ distributions shown in Fig. 7.

The measured SHG FROG traces of the optimized pulse that
minimized the NO2+/(N+ + O+) ratio are shown in Fig. 11. This pulse
has a FWHM of 65 fs, or about 60% wider than the FTL pulse. While
the spectral intensity shows some modulation, neither the spectral
nor temporal phases show much variation over the main intensity of
the pulse. Thus, the optimized pulse seems to be somewhat longer in
duration than a FTL pulse but does not appear to have many other
significant features.

Since there are no significant changes to the photofragment
distributions between the optimized and FTL pulse, the control by
the optimized pulse can be interpreted as moving NO2+ population
to higher vibrational states by allowing the molecule more time to
stretch in the field before the last transition occurs. As shown by the
Franck-Condon region in Fig. 1, when R increases, the probability of
accessing higher vibrational levels of the X 2Σ+ state increases. Sup-
port for this interpretation is provided in Fig. 4, which shows that
the optimized pulses increase the number of N+ + O+ coincidence
events at around Ek = 7 eV. If the penultimate step in the process
drives the population to a higher X 2Σ+ vibrational level than the

FIG. 11. Measured SHG FROG63 trace
(a) of the laser pulse optimized to min-
imize the NO2+/(N+ + O+) ratio at 0.04
mJ/pulse. The linear color scale is nor-
malized, so the peak signal is 1.0. (b)
The associated temporal intensity (thick
purple) and phase (thin cyan) of the laser
pulse. The FWHM of the pulse in inten-
sity is 65 fs. (c) The spectral intensity
(thick purple) and phase (thin cyan) of
the laser pulse. The measured phase
values are not meaningful at low inten-
sities.
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FTL pulse, then the final step could land the same population in
the dissociative region, with Ek consistent with the values that are
enhanced in Fig. 4. In this explanation, the dissociation into N+ + O+

channels moves through the same pathways as when the FTL pulse
is present, thereby explaining why the data in Figs. 7 and 10 are
nearly identical, but the small shift in vibrational population depletes
the bound NO2+ population, reducing the overall NO2+/(N+ + O+)
ratio.

While this explanation seems fairly simple, lengthening the
pulse to minimize the NO2+/(N+ + O+) ratio is the opposite of the
“trivial” control behavior that would be predicted from the results
shown in Fig. 5. Roughly extrapolating from Fig. 5, lengthening the
pulse by 60% reduces the intensity of the 0.04 mJ/pulse to 3 × 1014

W/cm2, which approximately doubles the NO2+/(N+ + O+) ratio.
The longer pulse duration, then, is able to reduce the population
of long-lived NO2+ even though the lower intensity should increase
that same population. This indicates that the pulse duration effect
on the vibrational population might be quite significant. On the
other hand, the search algorithm had freedom to modulate the phase
and extend the pulse duration further but did not choose this path,
which may indicate that limiting the intensity eventually starts to
increase the NO2+/(N+ + O+) ratio again. All three optimization tri-
als in this pulse energy range (0.04 mJ/pulse and 0.06 mJ/pulse, see
Table I) resulted in pulse characteristics similar to the pulse shown in
Fig. 11.

As Table I details, the NO2+/(N+ + O+) ratio has also been
increased by as much as a factor of 12.5 times over the value acquired
with the FTL pulse using CTOF-based feedback. The comparison of
the TOF spectra obtained with the 0.06 mJ/pulse FTL (∼8 × 1014

W/cm2) and optimized laser pulses is shown in Fig. 6(a). As noted

previously, the two distinguishing features of this TOF measurement
are the enhancement of the NO2+ yield and the smaller, but still
notable, suppression of the N+ and O+ fragments, especially those
with lower Ek.

The FROG trace of the optimized pulse that maximizes the
NO2+/(N+ + O+) ratio is shown in Fig. 12. Unlike the pulse that min-
imizes the NO2+/(N+ + O+) ratio, the present pulse has an interesting
structure in both the temporal and spectral domains. The main fea-
ture seems to be the two-pulse structure in the time domain. These
two pulses are separated by about 151 fs. The FWHM of the indi-
vidual peaks (88 and 69 fs) is similar to the width of the pulse that
manipulated the vibrational population in the trials that minimized
the NO2+/(N+ + O+) ratio. Thus, looking for a similar shift in vibra-
tional population here seems reasonable, although we are now seek-
ing to enhance, rather than suppress, the population of long-lived
NO2+ states.

Some further information may be provided by the P(Ek) distri-
bution evaluated from the CTOF data, shown in Fig. 13 for the pulse
that maximizes the NO2+/(N+ + O+) ratio and the FTL pulse at the
same energy. The P(Ek) values for the optimized pulse are lower than
the FTL pulse up until Ek ≈ 6.5 eV, which is consistent with the dif-
ferences in the fragment yield observed in Fig. 6(a). This reduction
of lower-Ek N+ + O+ fragments may indicate that the population has
shifted to bound NO2+ vibrational levels.

The Ek − cos θ distributions obtained by VMI measurements
of N+ or O+ fragments for the laser pulses that maximized the
NO2+/(N+ + O+) ratio are shown in Fig. 14. These photofrag-
ments are strongly peaked along the laser polarization, as shown in
Fig. 15. While the bulk of the O+ photofragment Ek − cos θ distri-
butions [Figs. 14(b) and 14(d)] are unchanged by the switch from

FIG. 12. Measured SHG FROG63 trace
(a) of the laser pulse optimized to max-
imize the NO2+/(N+ + O+) ratio at 0.06
mJ/pulse. The linear color scale is nor-
malized, so the peak signal is 1.0. (b)
The associated temporal intensity (thick
purple) and phase (thin cyan) of the laser
pulse. The centers of the two pulses are
separated by 151 fs, with the earlier (left)
pulse having 88 fs FWHM and the later
(right) pulse having 69 fs FWHM. (c)
The spectral intensity (thick purple) and
phase (thin cyan) of the laser pulse.
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FIG. 13. The probability of dissociation, P(Ek ), as a function of Ek for FTL pulses
(black) and for pulses that maximize the NO2+/(N+ + O+) ratio (red) at 0.06
mJ/pulse. The P(Ek ) distribution is derived from the CTOF data similar to that
shown in Fig. 3 as described in the text. At lower Ek , the optimized pulse seems
less likely to produce N+ + O+ ion pairs, in agreement with the TOF data shown in
Fig. 6(a).

the FTL to the optimized pulses and have almost identical angu-
lar distributions in Fig. 15(b), there are some differences between
the N+ photofragment Ek − cos θ distributions shown in Figs. 14(a)
and 14(c). The optimized pulse tends to produce N+ fragments

with slightly lower Ek values than the FTL pulse. This is the opposite
of the observation made from the CTOF-derived Ek data in Fig. 13,
which showed that the FTL pulses were more likely to produce N+

+ O+ ion pairs for Ek ≤ 6.5 eV. Thus, the population of aligned N+

photofragments near Ek = 6 eV evaluated from the VMI data must
not originate from NO2+, but instead come from a different parent
ion, such as NO+ dissociating into N+ + O. The possibility of NO3+

dissociating into (N+ + O2+) with Ek ∼ 6 eV is less likely since triple
ionization requires increased laser intensity, and the resulting disso-
ciation is expected to lead to larger Ek. For NO3+

→ (N+ + O2+),
Ek = 2/Re ≫ 6 eV within the approximation of the Coulomb
explosion model.

For the trials minimizing the NO2+/(N+ + O+) ratio, we devel-
oped the hypothesis that the increase in pulse duration (shown in
Fig. 11) compared to the FTL pulse allowed higher vibrational states
of NO2+ to be populated. Consistency would mean that the similar-
in-duration first pulse in the sequence shown in the FROG trace of
Fig. 12 must have much the same effect as the longer duration pulse
that minimizes the NO2+/(N+ + O+) ratio even though the aim of
this trial is to maximize the NO2+/(N+ + O+) ratio. One difference
between the pulses optimized for minimization and maximization of
the ratio, however, is that the maximizing pulse should have lower
intensity than the minimization pulse measured in Fig. 11 since the
pulse energy in Fig. 12 is split between two subpulses. An explana-
tion for the utility of pulse characteristics of the maximization trial is
that the first pulse populates higher vibrational states of NO+ than a

FIG. 14. Yields of N+ and O+ fragments
as a function of Ek and cos θ. (a) N+ frag-
ments produced by the laser pulses opti-
mized to maximize the NO2+/(N+ + O+)
ratio at 0.06 mJ/pulse shown in Fig. 12.
(b) O+ fragments produced by the same
laser pulse. (c) N+ fragments produced
by the FTL laser pulses at 0.06 mJ/pulse,
equivalent to ∼8 × 1014 W/cm2. (d) O+

fragments produced by the same FTL
laser pulses. The dotted lines in each
panel at Ek = 6.7 eV represent cuts
used to produce the angular distributions
shown in Fig. 15.
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FIG. 15. (a) Angular distributions of N+ photofragments, integrated over (6.65 eV ≤ Ek ≤ 6.75 eV), produced by pulses optimized to maximize the NO2+/(N+ + O+) ratio at
0.06 mJ/pulse (violet) and by FTL pulses of the same energy (olive), equivalent to ∼8 × 1014 W/cm2. (b) Angular distributions of O+ photofragments, also integrated over
(6.65 eV ≤ Ek ≤ 6.75 eV), produced by pulses optimized to maximize the NO2+/(N+ + O+) ratio at 0.06 mJ/pulse (orange) and by the FTL pulses of the same energy (blue).
The slice around Ek = 6.7 eV chosen to examine the angular distributions matches the peak of the measured P(Ek ) distribution shown in Fig. 13. As in Fig. 9, the O+ angular
distributions are more strongly peaked than the N+ fragments.

corresponding FTL pulse, leading to dissociation of the NO+ cation
by the secondary pulse rather than a second sequential ionization
step. These dissociation channels, however, would be quite differ-
ent than the Ek ∼ 1–2 eV NO+

→ N+ + O dissociations observed
by Gaire et al.110 for shorter pulses. The Ek − cos θ distribution
in Fig. 14(a) indicates the presence of N+ + O fragments [absent
from the CTOF-derived P(Ek) distribution shown in Fig. 13], which
are fairly strongly peaked along the laser polarization direction [see
Fig. 15(a)].

To fit this single-ionization followed by dissociation under-
standing of the double-pulse structure of Fig. 12, we should be able
to identify parallel transitions between a bound vibrational state
of NO+ and a dissociative state of NO+ leading to N+ fragments
with Ek ∼ 6 eV. Two potential transitions that match these crite-
ria are displayed in Fig. 16, which shows (at least in the field-free
picture) that eight photon, ΔΛ = 0 transitions from the v = 8 state
of the NO+ X 1Σ+ ground electronic state would lead to the B 1Σ+

state and dissociate with Ek ∼ 6 eV. A similar seven photon tran-
sition from v = 13 also leads to the B 1Σ+ state and has nearly the
same Ek.

These transitions leading to dissociation of NO+ could explain
some of the “missing” N+ + O+ ion pairs in Fig. 13. With a more
intense pulse, the pathway leading to bound vibrational states of
the NO2+ ground electronic state and subsequent dissociation via
X 2Σ+

→ X 2Σ+ permanent dipole transitions would be open. In
lowering the overall pulse intensity by forming a double-pulse struc-
ture, the maximization pulse avoids production of N+ + O+ ion
pairs by enhancing a competing transition to NO+

→ N+ + O.
Since the adaptive search uses coincidence-based feedback, the
NO+

→ N+ + O dissociation does not contribute to the fitness cal-
culation, while the avoided N+ + O+ coincidence events would oth-
erwise diminish the NO2+/(N+ + O+) ratio. This outcome would
also explain why the N+ Ek − cos θ distributions are different for
the optimized and FTL pulses in Figs. 14(a) and 14(c), while the O+

fragment distributions shown in Figs. 14(b) and 14(d) are more sim-
ilar to each other, since the N + O+ states are not involved in this
scheme.

An additional attribute of the delayed second pulse shown in
Fig. 12 is that the 150 fs delay between the first and second pulses
gives the NO+ vibrational wave packets time to evolve toward their
equilibrium distance. Ionization near the NO+ equilibrium would
tend to populate lower vibrational levels of NO2+, accounting for
the increase in the nondissociative double ionization observed in the
TOF spectra for this trial, shown in the inset of Fig. 6(a). The mul-
tiple pulse structure shown in Fig. 12 is one of the common features
of the pulses that maximize the NO2+/(N+ + O+) ratio. As shown
in Fig. 17, the other NO2+/(N+ + O+) optimization trials at simi-
lar pulse energies had multiple pulses and a similar overall trend to
the phase, although the details of both differ from each other and
from Fig. 12. Still, the explanation developed for the most effective

FIG. 16. Potential energy curves125 for the NO+ X 1Σ+ (black line) and B 1Σ+

(purple line) states. The v = 8 and v = 13 vibrational levels126 of the X 1Σ+ state
are shown. The energies at the separate atom limits126 are −128.79 a.u. for the
NO+ X 1Σ+ state and−128.76 a.u. for the B 1Σ+ state. The dissociative B 1Σ+ state
can be reached via eight 790 nm photons from the v = 8 state or seven photons
from the v = 13 state of X 1Σ+, both resulting in an Ek of 6 eV.
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FIG. 17. The temporal intensity (thick purple) and phase (thin cyan) of the addi-
tional laser pulses that optimized NO2+/(N+ + O+) at pulse energies below 0.5 mJ.
The temporal separation between the peaks of the different pulses is indicated in
the figure. (a) The pulse that yielded NO2+/(N+ + O+) = 2.8 ± 0.9 at 0.04 mJ. (b)
The pulse that resulted in NO2+/(N+ + O+) = 6.0 ± 0.9 at 0.06 mJ.

0.06 mJ pulse can reasonably be applied to the other optimized
0.06 mJ and 0.04 mJ pulses that are reported in Table I.

The efforts to use closed-loop coincidence feedback to both
maximize and minimize the NO2+/(N+ + O+) ratio at intensities
around 1014 W/cm2 were successful, with all trials resulting in some
enhancement or suppression of the ratio with the best exceeding
a factor of 10. The VMI-based analysis yields additional informa-
tion. First, the difference in the uncorrelated VMI measurements of
the N+ and O+ fragments indicate that simply trying to use one of
these fragments as a proxy for the N+ + O+ coincidence yield in the
optimization feedback would not lead to the desired outcome, since
there are clearly other channels, such as N+ + O, present in the VMI
data. This is true even in the same range of Ek where the N+ + O+

coincidences appear, so separation based on fragment energy would
be difficult. The angular information derived from the VMI data
assists in separating the various dissociation channels. Second, most
of the control seems to be associated with an increase or decrease
in the NO2+ yield, rather than significant changes in the number
of N+ + O+ dissociative double-ionization events. From an analy-
sis perspective, this is unfortunate, since VMI measurements on the
nondissociative NO2+ just reveal a thermal distribution of ions. Still,
the fragment VMI information, along with the CTOF-based P(Ek)
distributions, provides enough clues about the fragment behavior to
allow us to indirectly surmise some plausible routes to the observed
control. This analysis is helped by the nature of the pulse shapes,
which are not extremely complex.

IV. SUMMARY AND OUTLOOK
Adaptive strong field control that uses coincidence-time-of-

flight feedback has been successfully employed to control the ratio of
nondissociative to dissociative double ionization NO2+/(N+ + O+) of
NO molecules. The use of the CTOF feedback allowed the separation

of the N+ + O+ ion pairs from the N+ + O or N + O+ dissociative sin-
gle ionization products. The NO2+/(N+ + O+) ratio was increased or
decreased by about an order of magnitude at pulse energies between
0.04 and 0.06 mJ or around 1014 W/cm2 for FTL pulses at our focus-
ing conditions. Without the use of the CTOF feedback, it is unlikely
that the optimization would have been possible due to the large mag-
nitude of the dissociative single ionization channels and the range of
intensities present in the laser focal volume.

The work by Rabitz and co-workers demonstrating the robust-
ness of feedback-based optimization,127–130 even in the face of exper-
imental constraints, coupled with the experimental efforts that
demonstrate how laser-induced Stark shifts can activate many uni-
molecular reaction pathways,21,74–78 has led to an understanding that
strong-field closed-loop control results cannot easily be “reverse-
engineered” to gain knowledge of the control mechanism.27,40 In this
article, we show that when the laser intensity is not too high and
the feedback is well-defined, CTOF and VMI analysis of the result-
ing photofragments identifies a plausible control mechanism that
links the optimized pulse to the measured ion characteristics. More
detailed theoretical efforts are required to confirm the mechanistic
analysis presented here.

At higher energy (∼0.5 mJ), the pulse complexity increases
significantly, and determining the underlying molecular dynamics
clearly becomes more difficult, although the control is at least as
successful as at lower intensities.

In both intensity regimes, the role of focal volume averaging is
limited by the CTOF technique, since the N+ + O+ coincidences are
required to originate from the same charge state as the nondisso-
ciative NO2+ ions. The focal volume effect is not completely elim-
inated, however, since the dissociative and nondissociative NO2+

states have different energies, resulting in some ambiguities in the
interpretation. That said, this work does not employ the sort of
highly sophisticated, correlated, multihit electron-ion momentum
imaging methods such as COLTRIMS/reaction microscopes131 or
advanced VMI methods.132–135 Those techniques could potentially
provide more differential information that might illuminate impor-
tant dynamics and further restrict uncertainty due to focal volume
averaging. This would be particularity interesting if highly differen-
tial experimental signals could be incorporated into the closed-loop
control as feedback.
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Chapter 6

Summary and outlook

To close, we have investigated laser-induced fragmentation of an assortment of molecular

ions, striving to further our knowledge of molecular dynamics in ultrafast, intense laser

fields. Each molecule studied advances this goal, serving as a testing ground for probing

different dynamics. Here, we briefly summarize the results presented in this dissertation and

comment on future directions to be pursued.

The case of NO2+ dissociation reminds us of the importance of focal-volume averaging,

which can lead to the dominance of processes involving low total photon numbers under

certain conditions in strong-field experiments. Studying the dissociation of this molecule

has also allowed us to obtain direct experimental evidence of the key role of multiphoton

permanent-dipole transitions, which are often ignored in the interpretation of strong-field

experiments. These findings, which have been further confirmed by theory, are particularly

relevant given the growing importance of permanent-dipole transitions at long wavelengths,

currently a burgeoning topic of interest within strong-field physics. Moreover, the careful

consideration of permanent-dipole transitions is important in advancing our understanding

towards more complex molecules, which will in many cases have permanent dipole moments.

Our foray into polyatomic molecules beyond simple triatomics has also been a valuable

effort thus far. The examination of dissociation without ionization through the use of ion

beam targets is complementary to studies starting from neutral molecules. As our approach
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allows isolation of C2H
q
2 isomerization to a single charge state, it holds promise in circum-

venting some of the ambiguity of current strong-field C2H2 isomerization studies. We have

also explored C2H
q
2 in different configurations, observing the acetylene-like and vinylidene-

like fragmentation branching ratios to be extremely dependent upon the initial configuration.

We hope that this work will stimulate future theoretical endeavors to shed light on these

intriguing results. Interesting experiments along these lines also remain. For instance, a

pump-probe study of C2H
−
2 with fine delay steps and guidance from theory regarding the

laser pulse parameters could allow tracking of the isomerization of neutral C2H2 following

photodetachment. Such experimental ventures will likely be within reach once we manage

to bunch the ion beam and thus increase its target density. Another topic that we hope to

delve into is hydrogen elimination from simple hydrocarbon ions, which will be facilitated

by a two-detector system for measuring fragment pairs with large mass ratios.

These investigations are made possible by our powerful coincidence 3D momentum imag-

ing technique. The KER and angular distributions it provides offer invaluable insight in

disentangling the often complicated dynamics incited by strong laser fields. Furthermore, we

are continually extending our imaging methods, increasing the number of systems and types

of dynamics that we can study. These developments include the analysis of neutral–neutral

channels and a method to image the dissociation of metastable molecules in flight to the

detector. Implementation of these methods will likely enable more studies in the future.

Our collaborative work in pulse shaping continues to enrich us with a broader perspective,

and the interplay between these efforts and our ion beam work has been profitable. For

instance, findings from our NO+ and NO2+ ion beam studies have helped to inform some

of the conclusions about plausible pathways in the closed-loop control experiments on NO

molecules.

Collectively, this thesis work has explored and made progress towards answering several

questions in intense, ultrafast laser-induced molecular dynamics. As in any scientific pursuit,

with each gain in insight, new doors for future efforts have opened.
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Appendix A

Procedure for selection of a specific

fragmentation channel

This appendix details the analysis procedure for coincidence three-dimensional (3-D) mo-

mentum imaging briefly outlined in Section 2.4. We utilize an example dissociation channel,

C2H
+
2 → CH+ + CH, to illustrate each of the key steps.

A.1 Pre-selection of the data

To start the analysis, we select the measured x, y, and t values in the region of the channel of

interest. This “pre-selection” is most easily done using the coincidence time-of-flight (CTOF)

map, which is a density plot of the yield as a function of the true time-of-flight of the second

hit, t2, and the true time-of-flight of the first hit, t1. Due to momentum conservation,

each two-body fragmentation channel appears as a diagonal line on this map, as shown in

Fig. A.1.1(a). Demonstrated in Fig. A.1.1(b), we rotate the CTOF spectrum so that the

channel of interest is horizontal. This way, pre-selection is easier, as it is more straightforward

to define a rectangular gate along the axes. It is important to use a generously-wide gate for

pre-selection, as illustrated by the black box in Fig. A.1.1(b), as one does not want to bias

the data or exclude counts belonging to the channel of interest. It is acceptable for parts of
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other channels to lie in this pre-selection gate because those contributions will be eliminated

later in the analysis by imposing momentum conservation.

Figure A.1.1: (a) Sample coincidence time-of-flight (CTOF) spectrum of dissociation
channels of C2H

+
2 and (b) a pre-selection gate (in black) for the CH++CH channel on the

rotated CTOF spectrum. Note that this gate is generously sized, even including portions of
the other channels.

A.2 Setting analysis parameters using symmetry

Having pre-selected the data, one can move on to the next stage of the analysis, setting

the parameters for imaging. Sample parameters include the laser polarization direction, the

imaging field strengths Es and Ed (refer back to Fig. 2.3.1), and x0, y0, and z0 (i.e., the

interaction point). The values of Es and Ed are well known, whereas the polarization direc-

tion is known approximately. In contrast, the average values x0, y0, and z0 (see Section 2.4)

must be obtained in analysis, as we do not know them a priori. To determine x0, y0, and

z0 , we exploit known symmetries of the fragmentation process in a strong laser field. For

measurements conducted using long, linearly-polarized laser pulses, one expects the center-

of-mass (CM) frame fragment momentum distributions to have cylindrical symmetry about

the laser polarization. For long enough pulses, we also expect a forward-backward symmetry

along the laser field. For these momenta, we therefore also expect reflection symmetry about

zero in the x, y, and z directions. These symmetries are used as a guide for obtaining x0,
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y0, and z0. Figure A.2.1 illustrates this procedure for the x direction. The red trace is

the distribution of p1x, the x-direction momentum of the first fragment. The blue trace is

the reflection of this distribution about zero. Because we expect the p1x distribution to be

symmetric about zero, the two traces should lie on top of each other. The parameter x0 is

adjusted until this condition is satisfied, a process we call “symmetrization” of the data. For

the sample data in Fig. A.2.1, the optimal x0 value is 0 mm. One should note, however, that

the optimal x0, y0, and z0 values can vary somewhat from measurement to measurement,

depending on the tuning of the laser-ion beam crossing. This same procedure is performed

for the y and z momenta.

Figure A.2.1: Momentum symmetrization in the x direction for the CH+ + CH channel.
Each panel shows the p1x distribution (red) and its reflection about zero (blue) for a different
x0 choice. As one can see, x0 = 0 mm is the optimal choice.

A.3 Selecting true events of interest based on the center-

of-mass momenta

Once the momentum distributions have been symmetrized, we turn our attention to the

momenta of the CM, pCMx, pCMy, and pCMz. Momentum-conserving events will lead to

CM momentum distributions that are narrow spikes, like the pCMx distribution shown in

Fig. A.3.1(b). The data is selected based on conditions placed on the pCMx, pCMy, and

pCMz distributions. Explicitly, of the pre-selected data, only those within some range of

pCM are selected, while data not meeting these criteria are rejected. The orange curve in
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Fig. A.3.1(b) shows the pCMx distribution after implementing pCM conditions in all three

dimensions. This procedure imposes momentum conservation.

Figure A.3.1: Selecting data using the momentum of the center of mass (CM). (a) The
CTOF map after pre-selection. (b) The pCMx distribution for the CH+ + CH channel before
(purple) and after (orange) the pCMx, pCMy, and pCMz momentum conservation conditions
are applied. (c) The CTOF map after symmetrization and application of the pCM conditions.

As demonstrated by comparison of Figs. A.3.1(a) and (c), application of the pCM con-

ditions significantly reduces the background and contributions of other channels that pre-

selection included. Therefore, a “clean” CTOF stripe for CH+ + CH emerges, as shown in

Fig. A.3.1(c).

After selecting data based on the CM momenta, one should revisit the fragment momen-

tum distributions discussed in the previous section to verify that they still have reflection

symmetry about zero. If not, the x0, y0, and z0 values may need to be slightly adjusted

(and the pCM conditions revisited after that). Note that as the described pCM data selection

procedure is subject to the judgment of the person performing the analysis, it is typically

one of the dominant sources of error. To estimate this source of error, several pCM tolerances

are tested.

Instead of placing conditions on each of the CM momentum components, one could com-

pute the magnitude pCMr =
√
p2CMx + p2CMy + p2CMz and use its distribution for selecting

data. As the spread in each of the pCM components may be different, however, in many cases,

this approach is not as effective at suppressing background as using all three components.

After performing the procedures described above, information like the kinetic energy release

(KER) and angular distributions may be readily retrieved from the fragment momenta.
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Appendix B

Neutral–neutral channel identification

simulations

In this appendix, we detail simulations to examine the efficiency of neutral–neutral channel

identification using the center of mass (CM) momenta.

Simulated datasets are generated for both the CH + CH and C +CH2 channels. Both have

an isotropic angular distribution, similar to the experiment, and a gaussian kinetic energy

release (KER) distribution. The centroid of the KER is varied (discussed below), while its

full width at half maximum (FWHM) is fixed at 2.36 eV. A sample input distribution of

yield as a function of KER and cos θ for the CH + CH channel is shown in Fig. B.0.1(a).

Figure B.0.1: (a) Input distribution of CH + CH yield as a function of KER and cos θ.
(b) Position information computed from the input in (a). (c) Computed CTOF spectrum of
the simulated data for CH + CH and C + CH2.
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From the input KER and angular distributions, we compute the momenta of both frag-

ments. We also simulate input distributions for the CM motion, v0x, v0y, and v0z, which

determine the widths and centroids of the pCMx, pCMy, and pCMz distributions. The x, y

and t values may then be back-calculated from the momenta. This simulated x, y, and t

data is used to test our identification algorithm, which is outlined in Sec. 2.5. As mentioned

in that section, it is difficult to identify events with small t21 (t21 ≡ t2− t1), as in this region,

the coincidence time-of-flight (CTOF) stripes overlap, as shown in Fig. B.0.1(c). We test

simulated events with t21 <10 ns, marked on this CTOF map. As demonstrated by the green

line marking t21=75 ns in Fig. B.0.1(c), for larger t21, identification of the different channels

is straightforward based on the CTOF slopes (detailed in Sec. 2.5).

Our identification algorithm is based upon use of pCMr ≡
√
p2CMx + p2CMy to identify the

events. There are three possible channel assignments: (1) CH + CH, (2) C + CH2 (i.e., the

C fragment arrives to the detector first), and (3) CH2 + C (i.e., the CH2 fragment arrives

to the detector first). Thus, for each simulated event, pCMr is calculated three times, once

for each channel assignment. The assignment that leads to a value of pCMr closest to the

centroid of the true pCMr distribution is taken to be the channel assignment. Then, as we

know the true “identity” of each simulated event, that channel identity is checked against

the assignment, and the fraction of correct identifications is computed.

Two factors that affect the performance of the identification algorithm are the spread in

the CM velocity, specifically v0x and v0y, and the KER. These factors influence the degree to

which the pCMr distributions overlap, as well as the image size on the detector. The range of

KER used in the simulations roughly matches that measured in the experiment. We tested

three different widths for v0x and v0y. We also varied the KER centroid for each width.

Note that v0x and v0y were assumed to have the same width, which is typically true in our

experiments.

The results of the simulations are shown in Fig. B.0.2. As can be seen, the higher the

KER, the better the channel assignment performs. This makes sense, as our algorithm

relies on the position separation of the fragments, which increases with KER. Also, narrower

spreads in v0x and v0y lead to more accurate channel assignment. Therefore, especially in
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Figure B.0.2: Percentage of correct neutral–neutral channel identifications for the CH + CH
and C + CH2 channels as a function of KER. These efficiency estimates were performed for
different v0x and v0y spreads, shown by the different symbols. The FWHM values of the v0x
and v0y distributions are indicated.

cases with very close fragment mass ratios, such as the present case of the CH + CH and

C + CH2 channels (i.e., 13:13 versus 14:12), it is critical to have a well-collimated ion beam

to be able to identify the events correctly.

The v0x and v0y widths in our experiment were about 2×10−4 a.u. (blue symbols in

Fig. B.0.2). Given that the measured KER for the C + CH2 and CH + CH channels spans

from about 1–4 eV, even for small t21, where separation is difficult, our algorithm still allows

correct identification better than about 70% of the time on average.

An alternative approach is to avoid the uncertainty in identification caused by small t21

altogether. This is the method we use to evaluate the C + CH2 and CH + CH yields,

considering events with t21 >75 ns, as marked on the CTOF map in Fig. B.0.1(c). One

must note, however, that limiting t21 is equivalent to a cut in the angular distribution. As

the KER and fragment masses are similar in our case, selection based on t21 corresponds to

approximately the same range of cos θ for both channels (|cos θ| & 0.48). In cases where a

more detailed comparison is of interest, however, one should select events directly using the

cos θ distributions.

On a final note, this algorithm clearly works well in certain cases and not in others, but
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prudent choice of experimental conditions can help. As already mentioned, collimation of

the ion beam is crucial. The beam energy is another key consideration, as it influences the

image size on the detector. Additionally, piecewise approaches [43, 56] may be appropriate.

For example, if the angular distribution of a particular channel peaks at cos θ= 0, it may

be advantageous to perform measurements both with the laser polarization parallel to and

perpendicular to the plane of the detector.
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Appendix C

Simulations for imaging dissociation

in flight

In Section 2.7, we presented a technique for imaging the dissociation in flight to the detector

of metastable molecules and measuring their lifetimes. In this appendix, we discuss the

use of simulations to identify important sources of error in this approach. Specifically,

we investigate the impact of uncertainty in the time-of-flight on our lifetime retrieval. In

Appendix D of the paper in Section 2.7, one source of time-of-flight uncertainty, namely the

number truncation by the time-to-digital converter (TDC), is explored. Here we discuss two

additional sources of error, specifically uncertainty in the zero point of the true time of flight

(see the next section) and finite experimental resolution.

The input data for the simulations discussed in this appendix, shown in Fig. C.0.1, are

for C2D
2+
4 →C2D

+
3 + D+ dissociation. The KER distribution is a gaussian centered at 4 eV

with a full width at half maximum (FWHM) of 1 eV, similar to the KER distribution in

the experiment. Also, to match the measurement, the angular distribution is assumed to

be isotropic, i.e., uniform in cos θ, where θ is the angle between the velocity of the light

fragment and the laser polarization. Furthermore, the distribution of survival times N(td)

is a single exponential decay, i.e., N(td) = N0e
−td/τ , where the lifetime τ is 1100 ns.
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Figure C.0.1: Input data for simulations related to imaging dissociation in flight. (a) N(td)
distribution (b) KER distribution (c) Isotropic angular distribution.

C.1 Uncertainty in true time of flight

As detailed in Ref. [39], a time-of-flight value recorded by our TDC has a delay due to the

electronics used and therefore must be corrected to its true value, i.e., the time between

the laser-molecule interaction and the fragment’s arrival at the detector. We designate the

recorded time of flight as TOF and the true time of flight as t. The correction term linking

these two is t0, where t = TOF− t0. Here, t0 is chosen such that t = 0 is the time the laser

pulse interacts with the target molecule. Furthermore, the difference between the obtained t0

and its actual value is denoted as δt0. We perform simulations to determine how δt0 impacts

the recovered lifetimes. To do so, the simulated input data mentioned above are inserted

into the dissociation-in-flight equations of motion for two-body fragmentation, Eqs. (4) in

the paper in Section 2.7, repeated here for convenience:

1− t2dm = 2

(
tdm +

v′jz
vm

)
(tjm − tdm) + ηj(tjm − tdm)2 [j = 1, 2] (C.1.1)

2∑

j=1

mjv
′
jz = 0. (C.1.2)

In the above equations, as defined in the aforementioned manuscript, tdm ≡ td/tm, i.e.,

the ratio of the survival time of the metastable dication, td, to the time of flight of intact

dications, tm. Similarly, tjm is the true time of flight of the jth fragment divided by tm. The

z-component (longitudinal) dissociation velocity of the jth fragment is v′jz, and the fragment’s
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mass is mj. The final velocity of an intact metastable dication is vm = amtm, where am is

its acceleration. The ratio of the acceleration of the jth fragment to that of the metastable

dication, aj/am, is represented by ηj. Eqs. C.1.1 and C.1.2 are combined and rearranged

into quadratic equations that can be solved for t1 and t2:

0 = η1t
2
1 + 2

(
(1− η1)td +

v′1ztm
vm

)
t1 + (η1 − 1)t2d −

2v′1ztdtm
vm

− t2m (C.1.3)

0 = η2t
2
2 + 2

(
(1− η2)td −

βv′1ztm
vm

)
t2 + (η2 − 1)t2d +

2βv′1ztdtm
vm

− t2m. (C.1.4)

Note that β is the mass ratio of the light fragment to the heavy fragment, m1/m2. In solving

the quadratic formula, we choose the positive root because it is the root that makes physical

sense.

Figure C.1.1: Effect of inaccuracy in t0 determination on the retrieved lifetime for disso-
ciation in flight. Each panel indicates the degree of this inaccuracy, the fraction of real td
solutions, and the retrieved lifetime τ . Recall that the input lifetime is 1100 ns.
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Next, t1 and t2 are shifted from the true values by some amount δt0. The new time-of-

flight values of the fragments and the metastable dication, t′1 = t1 − δt0, t′2 = t2 − δt0, and

t′m = tm − δt0, are then used to compute a new td distribution, which is compared to the

input distribution.

The results of these simulations are shown in Fig. C.1.1. When the t values are too

low (positive δt0), some of the td solutions become complex, with the fraction of complex

solutions increasing as δt0 grows. Thus, a large number of complex solutions can be indicative

that the obtained t0 is too high. Moreover, the retrieved lifetime deteriorates rapidly, and

as one can clearly see in Fig. C.1.1(c), the range of the N(td) distribution suitable for fitting

narrows. When δt0 is negative, on the other hand, all the td solutions are real. Moreover, the

effect that δt0 < 0 has on the retrieved lifetime is far less dramatic compared to the δt0 > 0

case, as one can see in Fig. C.1.1(d)-(f). Therefore, if there are doubts about the accuracy

of t0, it is best to err on the side of lower t0.

C.2 Uncertainty due to finite experimental resolution

Another source of error is finite experimental resolution. To examine this effect, we use

the same simulated data (τ = 1100 ns) as the previous section, again solving Eqs. C.1.3

and C.1.4 for t1 and t2. We then add a gaussian distribution to these t values to simulate

the experimental time resolution (i.e., jitter). One such sample experimental resolution

distribution with a width of 0.5 ns (σ) is shown in Fig. C.2.1.

Figure C.2.1: Sample distribution of a gaussian with σ= 0.5 ns added to t values to test
the influence of finite experimental resolution.
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The results of these simulations for a few representative experimental resolutions are

shown in Fig. C.2.2. As can be seen, with poorer resolution (larger σ), the retrieved life-

time deviates from that of the input N(td) distribution and has a larger uncertainty. More

significantly, the range of the N(td) distribution that can be fitted to for lifetime retrieval

shrinks, and the fraction of complex td solutions becomes significant.

Finally, the number truncation simulations highlighted in the paper in Section 2.7 led to

results similar to those exploring the effect of finite experimental resolution. When consider-

ing these sources of error and the previously-discussed error linked to δt0, the fit range and

fraction of complex td solutions can serve as a guide for the quality of our approach.

Figure C.2.2: Effect of finite experimental resolution on the retrieved lifetime for dissoci-
ation in flight, shown for a few sample values of experimental resolution.
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