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#### Abstract

Semi-Markov decision processes (SMDPs) are continuoustime Markov decision processes where the residence-time on states is governed by generic distributions on the positive real line. In this paper we consider the problem of comparing two SMDPs with respect to their time-dependent behaviour. We propose a hemimetric between processes, which we call simulation distance, measuring the least acceleration factor by which a process needs to speed up its actions in order to behave at least as fast as another process. We show that this distance can be computed in time $\mathcal{O}\left(n^{2}(f(l)+k)+m n^{7}\right)$, where $n$ is the number of states, $m$ the number of actions, $k$ the number of atomic propositions, and $f(l)$ the complexity of comparing the residence-time between states. The theoretical relevance and applicability of this distance is further argued by showing that (i) it is suitable for compositional reasoning with respect to CSP-like parallel composition and (ii) has a logical characterisation in terms of a simple Markovian logic.


## 1 Introduction

Semi-Markov decision processes (SMDPs) are Markovian stochastic decision processes modelling the firing time of transitions via real-valued random variables describing the residence-time on states. Semi-Markov decision processes provide a more permissive model than continuous-time Markov decision processes, since they allow as residence-time distributions any generic distribution on the positive real line, rather than only exponential ones. The generality offered by SMDPs has been found useful in modelling several real-case scenarios. Successful examples include power plants [19] and power supply units [20], to name a few.

When considering such real-time stochastic processes, non-functional requirements are important, particularly requirements like response time and throughput, which depend on the timing behaviour of the process. We therefore wish to understand and be able to compare the timing behaviour of different processes.

To cope with the need for comparing the timing behaviour of different systems, in this paper we propose and study a quantitative extension of the simulation relation by Baier et al. [2], called $\varepsilon$-simulation, which puts the focus on the timing aspect of processes. The intuition is that a process $s_{2} \varepsilon$-simulates another

[^0]process $s_{1}$ if after accelerating the actions of $s_{2}$ by a factor $\varepsilon>0$ it reacts to the inputs from the external environment as $s_{1}$ with at least the same speed.

This type of quantitative reasoning is not new in the literature, and it dates back to the seminal work of Jou and Smolka [14, 9], who proposed the concept of probabilistic $\varepsilon$-bisimulation. This line of work has lead to much work on probabilistic bisimulation distances [5, 7, 8]. While our work is conceptually similar to the bisimulation distances, it is technically very different. This is because bisimulation distances are constructed from a coalgebraic view as fixed points of operators. However, for the kind of timed systems that we are investigating, the coalgebraic perspective is much less understood. Moreover, since our distance generalises a preorder relation and not a congruence as the other distances do, it is not symmetric, which brings in new technical challenges

Following the work of Jou and Smolka, our notion of $\varepsilon$-simulation naturally induces a distance between processes: For any pair of states $s_{1}$ and $s_{2}$, we define their simulation distance as the least acceleration factor needed by $s_{2}$ to speed up its actions in order to behave at least as fast as $s_{1}$. This definition does not provide a distance in the usual sense, but rather a multiplicative hemimetric, i.e. an asymmetric notion of distance satisfying a multiplicative version of the triangle inequality. Such a notion is not new, as it is extensively applied in the context of differential privacy to measure information leakage of systems (see e.g. $[1,4]$ ).

The theoretical relevance and applicability of the simulation distance is argued by means of the following results, which are the main technical contributions of the paper:

1. We provide an algorithm for computing the simulation distance between arbitrary states of an SMDP running in time $\mathcal{O}\left(n^{2}(f(l)+k)+m n^{7}\right)$, where $n$ is the number of states, $m$ the number of actions, $k$ the number of atomic propositions, and $f(l)$ the complexity of comparing the residence time distributions on states.
2. We show that under some mild conditions on how residence-time distributions are combined in the parallel composition of two states, CSP-like parallel composition of SMDPs is non-expansive with respect to our hemimetric. This shows that the simulation distance is suitable for compositional reasoning.
3. We provide a logical characterisation of the distance in terms of a simple Markovian logic, stating that the distance from $s_{1}$ to $s_{2}$ is less than or equal to $\varepsilon$ if and only if $s_{2}$ satisfies the $\varepsilon$-perturbation of any logical property that $s_{1}$ satisfies. Moreover, we prove that $\varepsilon$-simulation preserves the $\varepsilon$-perturbation of time-bounded reachability properties.

A full version of the paper containing all the technical proofs can be found at [18].

Notation and Preliminaries. Let $\mathbb{N}$ denote the natural numbers, $\mathbb{Q}_{\geq 0}$ the non-negative rational numbers, $\mathbb{R}_{\geq 0}$ the non-negative real numbers, and $\mathbb{R}_{>0}$ the strictly positive ones. Given a set $X$, we will denote by $\mathcal{D}(X)$ the set of all probability measures on $X$. If $\mu \in \mathcal{D}\left(\mathbb{R}_{\geq 0}\right)$, then the cumulative distribution
function (CDF) will be denoted by $F_{\mu}$ and is given by $F_{\mu}(t)=\mu([0, t])$. For $x \in \mathbb{R}_{\geq 0}$, we will write $\delta_{x}$ for the Dirac measure at $x$, which is defined by $\delta_{x}(E)=1$ if $x \in E$ and $\delta_{x}(E)=0$ otherwise. For any $\theta \in \mathbb{R}_{>0}$, we will write $\operatorname{Exp}[\theta]$ for the CDF of an exponential distribution with rate $\theta$, and for $a, b \in \mathbb{R}_{\geq 0}$ such that $a<b$, we will write Unif $[a, b]$ for the CDF of a uniform distribution.

We will use the convention that $\infty+x=\infty$ for $x \in \mathbb{R}_{\geq 0}$ and $\infty \cdot y=\infty$ for $y \in \mathbb{R}_{>0}$. A function $d: X \times X \rightarrow \mathbb{R}_{\geq 0} \cup\{\infty\}$ is called a hemimetric if it satisfies $d(x, x)=0$ and the triangle inequality $d(x, z) \leq d(x, y)+d(y, z)$. It is called a pseudometric if it is also symmetric, i.e. $d(x, y)=d(y, x)$, and it is called a metric if it is symmetric and furthermore $d(x, y)=0$ if and only if $x=y$.

## 2 Semi-Markov Decision Processes

In this section, we introduce semi-Markov decision processes, which are continu-ous-time reactive probabilistic systems. A semi-Markov decision process has residence time on states governed by generic distributions on the positive real line and reacts to inputs from an external environment by making a probabilistic transition to a next state.

Hereafter, we consider a non-empty finite set of input actions $A$, and a nonempty, finite set of atomic propositions $A P$.

Definition 1. A semi-Markov decision process (SMDP) is given by a tuple $M=(S, \tau, \rho, L)$ where

- $S$ is a non-empty, countable set of states,
$-\tau: S \times A \rightarrow \mathcal{D}(S)$ is the transition function,
$-\rho: S \rightarrow \mathcal{D}\left(\mathbb{R}_{\geq 0}\right)$ is the residence-time function, and
- $L: S \rightarrow 2^{A P}$ is the labelling function.

The operational behaviour of an SMDP is as follows. The SMDP at a given state $s \in S$, after receiving an input $a \in A$, goes to state $s^{\prime} \in S$ within time $t$ with probability $\tau(s, a)\left(s^{\prime}\right) \cdot \rho(s)([0, t])$. An SMDP is said to be finite if it has a finite set of states. For $s \in S$, we will write $F_{s}$ for the CDF of $\rho(s)$, i.e. $F_{s}(t)=\rho(s)([0, t])$.

Continuous-time Markov decision processes are a special case of SMDPs in which all residence-time functions are exponentially distributed, and discretetime Markov decision processes are a special case of SMDPs where the residencetime distribution in each state is the Dirac measure at 0 , representing the fact that transitions are taken instantaneously.

In defining simulation and bisimulation for SMDPs, we will use ingredients from the definition of simulation and bisimulation for Markov decision processes [21] and simulation and bisimulation for continuous-time Markov chains [3]. However, since we are also generalising to arbitrary distributions on time rather than just exponential distributions, the condition on rates for exponential distributions must be replaced with a more general condition on the distributions. There is a rich literature on so-called stochastic orders [22], which impose an ordering
on random variables. We will consider here the most commonly used of these, known as the usual stochastic order.

Definition 2. For an $S M D P M=(S, \tau, \rho, L)$, a relation $R \subseteq S \times S$ is a simulation (resp. bisimulation) on $M$ if for all $\left(s_{1}, s_{2}\right) \in R$ we have

1. $L\left(s_{1}\right)=L\left(s_{2}\right)$,
2. $F_{s_{2}}(t) \geq F_{s_{1}}(t)$ (resp. $\left.F_{s_{2}}(t)=F_{s_{1}}(t)\right)$ for all $t \in \mathbb{R}_{\geq 0}$, and
3. for all $a \in A$ there exists $a$ weight function or coupling $\Delta_{a}: S \times S \rightarrow[0,1]$ between $\tau\left(s_{1}, a\right)$ and $\tau\left(s_{2}, a\right)$ such that
(a) $\Delta_{a}\left(s, s^{\prime}\right)>0$ implies $\left(s, s^{\prime}\right) \in R$,
(b) $\tau\left(s_{1}, a\right)(s)=\sum_{s^{\prime} \in S} \Delta_{a}\left(s, s^{\prime}\right)$ for all $s \in S$, and
(c) $\tau\left(s_{2}, a\right)\left(s^{\prime}\right)=\sum_{s \in S} \Delta_{a}\left(s, s^{\prime}\right)$ for all $s^{\prime} \in S$.

We say that $s_{2}$ simulates (resp. is bisimilar to) $s_{1}$, written $s_{1} \preceq s_{2}$ (resp. $s_{1} \sim s_{2}$ ), if there is a simulation (resp. bisimulation) relation containing $\left(s_{1}, s_{2}\right)$.

It is easy to show that the similarity relation $\preceq$ is the largest simulation relation, and analogously that the bisimilarity relation $\sim$ is the largest bisimulation relation. The coupling ensures that the simulation relation is preserved by successor states. Intuitively, $s_{1}$ simulates $s_{2}$ if the CDF of $\rho\left(s_{2}\right)$ is pointwise greater than or equal to the CDF of $\rho\left(s_{1}\right)$, and the transition probability distribution of $s_{1}$ can be matched by the transition probability function $s_{2}$ by means of a coupling, in such a way that if two successor states $s_{1}^{\prime}$ and $s_{2}^{\prime}$ have a non-zero coupling, then $s_{1}^{\prime}$ again simulates $s_{2}^{\prime}$. For bisimulation, we instead require that the CDFs behave exactly the same in each step.

Given a set $C \subseteq S$ and a relation $R \subseteq S \times S$, let

$$
R(C)=\left\{s^{\prime} \in S \mid\left(s, s^{\prime}\right) \in R \text { for some } s \in C\right\}
$$

be the $R$-closure of $C$. If $R$ is a preorder, $R(C)$ is the upward closure of $C$.
The following result, which is a trivial generalisation of [25, Lemma 4.2.4], gives a different but equivalent definition of simulation which is sometimes useful.

Proposition 1. For finite $S, R \subseteq S \times S$ is a simulation relation if and only if for any $\left(s_{1}, s_{2}\right) \in R$ the first two conditions for simulation are satisfied and

$$
\tau\left(s_{1}, a\right)(C) \leq \tau\left(s_{2}, a\right)(R(C)), \text { for all } C \subseteq S
$$

The following generalises [3, Proposition $25(3)]$ to the case of SMDPs.
Proposition 2. $\preceq \cap \preceq^{-1}=\sim$.
The above is analogous to a result stating that bisimulation and simulation equivalence coincide for deterministic labelled transition systems [2]. In our case, Proposition 2 holds because reactive systems are inherently deterministic.

## 3 Comparing the Speed of Residence-Time Distributions

For comparing the random variables describing the residence time on states, the similarity relation uses the usual stochastic order: if $s_{1} \preceq s_{2}$ then, for all $t \in \mathbb{R}_{\geq 0}, F_{s_{1}}(t) \leq F_{s_{2}}(t)$. In words, if $s_{2}$ simulates $s_{1}$, it is more likely that $s_{2}$ will take a transition before $s_{1}$, that is, $s_{2}$ is stochastically faster than $s_{1}$ in reacting to an input.

In this section, we propose a different way of comparing residence-time distributions. The idea is to get quantitative information about how much a distribution should be accelerated to become at least as fast as another distribution.

Definition 3. Let $F$ and $G$ be CDFs and $\varepsilon \in \mathbb{R}_{>0}$. We say that $F$ is $\varepsilon$-faster than $G$, written $F \sqsubseteq_{\varepsilon} G$, if for all $t$ we have $F(\varepsilon \cdot t) \geq G(t)$.

Consider two states $s_{1}$ and $s_{2}$, having residence time governed by the distributions $F_{s_{1}}$ and $F_{s_{2}}$, respectively, and assume that $F_{s_{1}} \sqsubseteq_{\varepsilon} F_{s_{2}}$ holds. If $0<\varepsilon \leq 1$, then this means that $s_{1}$ is stochastically faster than $s_{2}$, even if the residence time in $s_{1}$ is slowed down by a factor $\varepsilon$. If instead we have $\varepsilon>1$, then $s_{1}$ is stochastically slower than $s_{2}$, but if we accelerate its residence-time distribution by a factor $\varepsilon$, then it becomes stochastically faster than $s_{2}$.

In the rest of the section we will argue that $\sqsubseteq_{\varepsilon}$ is a good notion for gathering quantitative information about the speed of residence-time distributions on states. We will do this by comparing the most common distributions used in the literature for modelling residence time on states on stochastic systems: Dirac distributions, exponential distributions, and uniform distributions.

The Dirac measure at zero is the fastest measure, in the following sense.
Proposition 3. Let $F$ be any $C D F$. The following holds for any $\varepsilon \in \mathbb{R}_{>0}$.

1. $\operatorname{Dirac}[0] \sqsubseteq_{\varepsilon} F$.
2. If $F \neq \operatorname{Dirac}[0]$, then $F \not \mathbb{Z}_{\varepsilon} \operatorname{Dirac}[0]$.

For comparing exponential distributions, it is simple to show that it is enough to accelerate by the ratio between the two rates. The same is true for uniform distributions, except we also need to consider whether the uniform distributions start at 0 , since if a uniform distribution starts at 0 , then we can only hope to make another uniform distribution faster than it if this other uniform distribution also starts at 0 .

## Proposition 4.

1. $\operatorname{Exp}\left[\theta_{1}\right] \sqsubseteq_{\varepsilon} \operatorname{Exp}\left[\theta_{2}\right]$, where $\varepsilon=\frac{\theta_{2}}{\theta_{1}}$.
2. If $c=0$ and $a>0$, then Unif $[a, b] \not \mathbb{Z}_{\varepsilon} \operatorname{Unif}[c, d]$ for any $\varepsilon \in \mathbb{R}_{>0}$.
3. If $c=0$ and $a=0$, then Unif $[a, b] \sqsubseteq_{\varepsilon}$ Unif $[c, d]$, where $\varepsilon=\frac{b}{d}$.
4. If $c>0$, then Unif $[a, b] \sqsubseteq_{\varepsilon} \operatorname{Unif}[c, d]$, where $\varepsilon=\max \left\{\frac{a}{c}, \frac{b}{d}\right\}$.

In all cases, the given $\varepsilon$ is the least such that the $\varepsilon$-faster than relation holds.

Moreover, an exponential distribution can never be made faster than a uniform distribution, since uniform distributions become 1 eventually, whereas exponential distributions tend asymptotically to 1 but never reach it. Furthermore, whether or not a uniform distribution can be made faster than an exponential distribution depends on its value at 0 .

## Proposition 5.

1. $\operatorname{Exp}[\theta] \not \mathbb{E}_{\varepsilon}$ Unif $[a, b]$ for all $\varepsilon \in \mathbb{R}_{>0}$.
2. If $a>0$, then Unif $[a, b] \not \mathbb{Z}_{\varepsilon} \operatorname{Exp}[\theta]$ for all $\varepsilon \in \mathbb{R}_{>0}$.
3. If $a=0$, then Unif $[a, b] \sqsubseteq_{\varepsilon} \operatorname{Exp}[\theta]$, where $\varepsilon=\theta \cdot b$. Furthermore, this is the least $\varepsilon$ such that the $\varepsilon$-faster-than relation holds.

The $\varepsilon$-faster-than relation enjoys a kind of monotonicity property, which is simply a consequence of the fact that CDFs are increasing.

Lemma 1. Let $\varepsilon \leq \varepsilon^{\prime}$ and assume that $F \sqsubseteq_{\varepsilon} G$. Then $F \sqsubseteq_{\varepsilon^{\prime}} G$.
The probability distribution of the sum of two independent random variables is the convolution of their individual distributions. The general formula for the convolution of two measures $\mu$ and $\nu$ on the real line is given by

$$
(\mu * \nu)(E)=\int_{0}^{\infty} \nu(E-x) \mu(\mathrm{d} x)
$$

Notably, the $\varepsilon$-faster-than relation is a congruence with respect to convolution of measures.

Proposition 6. If $F_{\mu_{1}} \sqsubseteq_{\varepsilon} F_{\mu_{2}}$ and $F_{\nu_{1}} \sqsubseteq_{\varepsilon} F_{\nu_{2}}$, then $F_{\left(\mu_{1} * \nu_{1}\right)} \sqsubseteq_{\varepsilon} F_{\left(\mu_{2} * \nu_{2}\right)}$.
In Sect. 7.1 we will see that the above property is essential for the preservation of reachability properties. Intuitively, this is because convolution corresponds to sequential composition of the residence-time behaviour.

There are other possible ways to compare the relative speed of residencetime distributions quantitatively. In the following we explore some alternative definitions of the notion of the $\varepsilon$-faster-than relation, and argue that none of them are preferable to the one given in Definition 3. Given two CDFs $F$ and $G$, we consider the following three alternative definitions of $F \sqsubseteq_{\varepsilon} G$ :

1. for all $t, F(t) \cdot \varepsilon \geq G(t)$,
2. for all $t, F(t)+\varepsilon \geq G(t)$, and
3. for all $t, F(\varepsilon+t) \geq G(t)$.

If $\sqsubseteq_{\varepsilon}$ is defined as in (1), then we see that Unif $[a, b] \not \mathbb{Z}_{\varepsilon} U n i f[c, d]$, for any $\varepsilon \in \mathbb{R}_{>0}$ whenever $c<a$. This is because Unif $[a, b](a) \cdot \varepsilon=0<\operatorname{Unif}[c, d](a)$. Hence we lose the properties of Proposition 4.

If $\sqsubseteq_{\varepsilon}$ is defined as in (2), we trivially get that whenever $\varepsilon \geq 1, F \sqsubseteq_{\varepsilon} G$, for any two CDFs $F$ and $G$. Hence (2) is only interesting for $0 \leq \varepsilon<1$. However, even in this case we would still lose the properties of Proposition 4. Indeed,
whenever $a \geq d$, Unif $[a, b] \not \mathbb{Z}_{\varepsilon} U n i f[c, d]$, for any $0 \leq \varepsilon<1$. This follows because Unif $[a, b](a)+\varepsilon=\varepsilon<1=\operatorname{Unif}[c, d](a)$.

Lastly, if $\sqsubseteq_{\varepsilon}$ is defined as in (3), then it would not be a congruence with respect to convolution of distributions, i.e., Proposition 6 would not hold. For a counterexample, take $F_{\mu_{1}}=\operatorname{Unif}[2,4], F_{\mu_{2}}=\operatorname{Unif}[1,3], F_{\nu_{1}}=\operatorname{Unif}[3,4]$, and $F_{\nu_{2}}=U n i f[2,4]$. Then $F_{\mu_{1}} \sqsubseteq_{1} F_{\mu_{2}}$ and $F_{\nu_{1}} \sqsubseteq_{1} F_{\nu_{2}}$, but $F_{\left(\mu_{1} * \mu_{2}\right)} \not \mathbb{L}_{1} F_{\left(\nu_{1} * \nu_{2}\right)}$.

## 4 A Hemimetric for Semi-Markov Decision Processes

In this section, we are going to extend the definition of simulation relation between SMDPs to the quantitative setting. We will see that this relation naturally induces a notion of distance between SMDPs, describing the least acceleration factor required globally on the residence-time distributions to make a given SMDP as fast as another one.

Definition 4. Let $\varepsilon \in \mathbb{R}_{>0}$. For an $\operatorname{SMDP} M=(S, \tau, \rho, L)$, a relation $R \subseteq$ $S \times S$ is a $\varepsilon$-simulation relation on $M$ if for all $\left(s_{1}, s_{2}\right) \in R$ we have that the first and third condition for simulation are satisfied, and $F_{s_{2}} \sqsubseteq_{\varepsilon} F_{s_{1}}$. We say that $s_{2} \varepsilon$-simulates $s_{1}$, written $s_{1} \preceq_{\varepsilon} s_{2}$, if there is a $\varepsilon$-simulation relation $R$ such that $\left(s_{1}, s_{2}\right) \in R$.

Example 1. Let $A=\{a\}$ and consider the $\operatorname{SMDP} M=(S, \tau, \rho, L)$ given by $S=\left\{s_{1}, s_{2}\right\}, \tau\left(s_{1}, a\right)\left(s_{1}\right)=1=\tau\left(s_{2}, a\right)\left(s_{2}\right), F_{s_{1}}=\operatorname{Exp}[4], F_{s_{2}}=\operatorname{Exp}[2]$, and $L\left(s_{1}\right)=L\left(s_{2}\right)$. By Proposition 4 we see that $s_{1} \preceq_{2} s_{2}$ and $s_{2} \preceq_{\frac{1}{2}} s_{1}$.

It is easy to show that the $\varepsilon$-similarity relation $\preceq_{\varepsilon}$ is the largest simulation relation, and with the previous section in mind, one immediately sees that $\preceq_{1}$ coincides with $\preceq$. Moreover, the following holds.

Proposition 7. For any $\varepsilon \leq 1$, if $s_{1} \preceq_{\varepsilon} s_{2}$, then $s_{1} \preceq s_{2}$.
If $\varepsilon>1$, the above implication does not hold. For an easy counterexample consider $s_{1}$ and $s_{2}$ from Example 1 where $s_{1} \preceq_{2} s_{2}$ but $s_{1} \npreceq s_{2}$.

For $\varepsilon>1$, we can obtain a result similar to Proposition 7 only if we "accelerate" the overall behaviour of $s_{2}$. Formally, for a given $\operatorname{SMDP} M=(S, \tau, \rho, L)$, we define the $\operatorname{SMDP} M_{\varepsilon}=\left(S_{\varepsilon}, \tau_{\varepsilon}, \rho_{\varepsilon}, L_{\varepsilon}\right)$ as follows:

$$
\begin{array}{rlrl}
S_{\varepsilon} & =S \cup\left\{(s)_{\varepsilon} \mid s \in S\right\}, & \tau_{\varepsilon}(s, a)\left(s^{\prime}\right) & =\tau(s, a)\left(s^{\prime}\right), \\
L_{\varepsilon}(s) & =L(s), & \tau_{\varepsilon}(s, a)\left(\left(s^{\prime}\right)_{\varepsilon}\right) & =0 \\
L_{\varepsilon}\left((s)_{\varepsilon}\right) & =L(s), & \tau_{\varepsilon}\left((s)_{\varepsilon}, a\right)\left(s^{\prime}\right) & =0 \\
\rho_{\varepsilon}(s)([0, t]) & =\rho(s)([0, t]), & \tau_{\varepsilon}\left((s)_{\varepsilon}, a\right)\left(\left(s^{\prime}\right)_{\varepsilon}\right) & =\tau(s, a)\left(s^{\prime}\right) . \\
\rho_{\varepsilon}\left((s)_{\varepsilon}\right)([0, t]) & =\rho(s)([0, \varepsilon \cdot t]), &
\end{array}
$$

Intuitively, the states $s \in S$ in $M_{\varepsilon}$ are identical copies of those in $M$, whereas the states $(s)_{\varepsilon}$ react to each input $a \in A$ functionally identically to $s$ but faster,
since the residence-time on the states are all equally accelerated by a factor $\varepsilon$, thus $(s)_{\varepsilon} \preceq_{\varepsilon} s$. For this reason $(s)_{\varepsilon}$ is called the $\varepsilon$-acceleration of $s$.

Given the definition of accelerated state, Proposition 7 can be generalised to arbitrary values of $\varepsilon \in \mathbb{R}_{>0}$ in the following way.

Proposition 8. For any $\varepsilon \in \mathbb{R}_{>0}, s_{1} \preceq_{\varepsilon} s_{2}$ if and only if $s_{1} \preceq\left(s_{2}\right)_{\varepsilon}$.
The relevance of the above statement is twofold: it clarifies the relation between $\preceq_{\varepsilon}$ and $\preceq$, and also provides a way to modify the behaviour of a state $s_{2}$ of an SMDP in order to simulate a state $s_{1}$ whenever $s_{1} \preceq_{\varepsilon} s_{2}$ holds.

Having this characterisation of similarity in terms of acceleration of processes one can think about the following problem: given two states, $s_{1}$ and $s_{2}$ such that $s_{1} \npreceq s_{2}$, what is the least $\varepsilon \geq 1$ (if it exists) such that $s_{1} \preceq\left(s_{2}\right)_{\varepsilon}$ holds? We can answer this question by means of the following distance.

Definition 5. The simulation distance $d: S \times S \rightarrow[1, \infty]$ between two states $s_{1}$ and $s_{2}$ is given by

$$
d\left(s_{1}, s_{2}\right)=\inf \left\{\varepsilon \geq 1 \mid s_{1} \preceq_{\varepsilon} s_{2}\right\}
$$

As usual, if there is no $\varepsilon \geq 1$ such that $s_{1} \preceq_{\varepsilon} s_{2}$, then $d\left(s_{1}, s_{2}\right)=\infty$, because $\inf \emptyset=\infty$. It is clear from the definition that $s_{1} \preceq s_{2}$ if and only if $d\left(s_{1}, s_{2}\right)=1$.

Note that the definition above does not give a distance in the usual sense, for two reasons: $d$ is not symmetric and it does not satisfy the triangle inequality. One can show instead that $d$ satisfies a multiplicative version of the triangle inequality, namely, that for all $s_{1}, s_{2}, s_{3} \in S, d\left(s_{1}, s_{3}\right) \leq d\left(s_{1}, s_{2}\right) \cdot d\left(s_{2}, s_{3}\right)$. This is a direct consequence of the following properties of $\preceq_{\varepsilon}$. The first property states that $\preceq_{\varepsilon}$ is monotonic with respect to increasing values of $\varepsilon$.

Lemma 2. If $s_{1} \preceq_{\varepsilon} s_{2}$ and $\varepsilon \leq \varepsilon^{\prime}$, then $s_{1} \preceq_{\varepsilon^{\prime}} s_{2}$.

The second property is a quantitative generalisation of transitivity from which the multiplicative inequality discussed above follows.

Lemma 3. If $s_{1} \preceq_{\varepsilon} s_{2}$ and $s_{2} \preceq_{\varepsilon^{\prime}} s_{3}$, then $s_{1} \preceq_{\varepsilon \cdot \varepsilon^{\prime}} s_{3}$.
Typically, one still uses the term distance for such multiplicative distances, because by applying the logarithm one does obtain a hemimetric.

Theorem 1. $\log d\left(s_{1}, s_{2}\right)$ is a hemimetric.

Example 2. Consider again the SMDP from Example 1. We can now see that $d\left(s_{1}, s_{2}\right)=2$ and $d\left(s_{2}, s_{1}\right)=\frac{1}{2}$. This also shows that our distance is not symmetric, and hence not a pseudometric.

## 5 Computing the Simulation Distance

In this section we provide an algorithm to compute the simulation distance given in Definition 5 for finite SMDPs. The algorithm is shown to run in polynomial time for the distributions we have considered so far.

The following technical lemma will provide a sound basis for the correctness of the algorithm. Given two CDFs $F$ and $G$, let

$$
c(F, G)=\inf \left\{\varepsilon \geq 1 \mid F \sqsubseteq_{\varepsilon} G\right\}
$$

denote the least acceleration factor needed by $F$ to be faster than $G$.
Lemma 4. For an $S M D P M$, define the $\operatorname{set} \mathcal{C}(M)=\left\{c\left(F_{s^{\prime}}, F_{s}\right) \mid s, s^{\prime} \in S\right\}$. If $d\left(s_{1}, s_{2}\right) \neq \infty$, then
$-s_{1} \preceq_{c} s_{2}$, for some $c \in \mathcal{C}(M)$ and
$-d\left(s_{1}, s_{2}\right)=\min \left\{c \in \mathcal{C}(M) \mid s_{1} \preceq_{c} s_{2}\right\}$.
Lemma 4 provides a strategy for computing the simulation distance between any two states $s_{1}$ and $s_{2}$ of a given SMDP $M$ as follows. First, one constructs the set $\mathcal{C}(M)$. If $s_{1} \preceq_{c} s_{2}$ does not hold for any $c \in \mathcal{C}(M)$, then the distance must be infinite; otherwise, it is the smallest $c \in \mathcal{C}(M)$ for which $s_{1} \preceq_{c} s_{2}$ holds.

In order for this strategy to work, we need two ingredients: first, we should be able to compute the set $\mathcal{C}(M)$ and second, for any $c \in \mathcal{C}(M)$, we need an algorithm for checking whether $s_{1} \preceq_{c} s_{2}$.

Recall that SMDPs allow for arbitrary residence-time distributions on states. Therefore, it is not guaranteed that for any SMDP $M$ the set $\mathcal{C}(M)$ can be computed. With the following definition we identify the class of SMDPs for which this can be done.

Definition 6. A class $\mathcal{C}$ of $C D F s$ is effective if for any $F, G \in \mathcal{C}, c(F, G)$ is computable. An SMDP $M$ is effective if $\left\{F_{s} \mid s \in S\right\}$ is an effective class.

In particular, for any pair of states $s, s^{\prime}$ of an effective SMDP $M$, we can decide whether $F_{s^{\prime}} \sqsubseteq_{\varepsilon} F_{s}$ by simply checking whether $\varepsilon \geq c\left(F_{s^{\prime}}, F_{s}\right)$. We will denote by $f(l)$ the complexity of computing $c\left(F_{s^{\prime}}, F_{s}\right)$ for two arbitrary $s, s^{\prime} \in S$ as a function of the length $l$ of the representation of the residence-time distributions of $M$.

Let $\mathcal{C}_{\Lambda}$ denote the class consisting of the Dirac distribution at 0 as well as uniform and exponential distributions with rational parameters. By Propositions 35 we immediately see that $\mathcal{C}_{\Lambda}$ is an effective class, and in fact it can be computed using only simple operations such as multiplication, division, and taking maximum. Hence $f(l)$ has constant complexity ${ }^{1}$ whenever $M$ takes residence-time distributions from $\mathcal{C}_{\Lambda}$.

Next we consider how to decide $s_{1} \preceq_{\varepsilon} s_{2}$ for a given rational $\varepsilon \geq 1$. A decision procedure can be obtained by adapting to our setting the algorithm by

[^1]Baier et al. [2] for deciding the simulation preorder between probabilistic labelled transition systems. The algorithm from [2] uses a partition refinement approach to compute the largest simulation relation and runs in time $\mathcal{O}\left(m n^{7} / \log n\right)$ for reactive systems, where $m=|A|$ is the number of actions, and $n=|S|$ is the number of states. Given $\varepsilon \geq 1$, we can proceed correspondingly to compute $\varepsilon$ similarity: we start from the relation $R=S \times S$ and update it by removing all the pairs $\left(s, s^{\prime}\right)$ of states not satisfying the conditions of Definition 4. This process is repeated on the resulting updated relation until no more pairs of states are removed. The resulting relation is the largest $\varepsilon$-simulation. Hence, checking $s_{1} \preceq_{\varepsilon} s_{2}$ corresponds to determining whether the pair $\left(s_{1}, s_{2}\right)$ is contained in the relation returned by the above algorithm.

Theorem 2. Let $M$ be a finite and effective $S M D P$. Given $s_{1}, s_{2} \in S$ and $\varepsilon \geq 1$, deciding whether $s_{1} \preceq_{\varepsilon} s_{2}$ can be done in time $\mathcal{O}\left(n^{2}(f(l)+k)+\left(m n^{7}\right) / \log n\right)$, where $k=|A P|$ is the number of atomic propositions.

The algorithm for computing the simulation distance is given in Algorithm 1. The algorithm starts by ordering the elements of $\mathcal{C}(M)$ as $c_{1}, \ldots, c_{n}$ while removing $\infty$ from the list. Then it searches for the the smallest $c_{i}$ such that $s_{1} \preceq c_{i} s_{2}$ holds. This is done by means of a bisection method. If $s_{1} \preceq_{c_{1}} s_{2}$ holds, then $c_{1}$ is the smallest element such that this holds, so we return it. If $s_{1} \preceq_{c_{n}} s_{2}$ does not hold, then, by Lemma $2, s_{1} \preceq_{c_{i}} s_{2}$ does not hold for any $1 \leq i \leq n$, so we return $\infty$. If none of the above apply, at this point of the algorithm (line 4) we have that $s_{1} \varliminf_{c_{1}} s_{2}$ and $s_{1} \preceq_{c_{n}} s_{2}$.

We use the variables $i$ and $j$, respectively, as the left and right endpoints of the bisection interval. The bisection interval keeps track of those elements $c_{n}$ for which we still do not know whether $s_{1} \preceq_{c_{n}} s_{2}$. At the beginning, $i=1$ and $j=n$. At line $7, h=\left\lceil\frac{j-i}{2}\right\rceil$ is used as the decrement factor for the length of the bisection interval at each step. Since $h>0$, the bisection interval decreases in size for each iteration. If $s_{1} \preceq_{c_{j-h}} s_{2}$ holds, then $j-h$ is the current smallest element in $\mathcal{C}(M)$ for which this holds, hence $j-h$ will become the new right endpoint of the interval; otherwise $i+h$ is the new left endpoint. The bisection method stops when the endpoints meet or cross each other, at which point we know that $s_{1} \npreceq c_{n} s_{2}$ for all $n<j$ and $s_{1} \preceq_{c_{n}} s_{2}$ for all $n \geq j$, and hence we return $c_{j}$.

Computing the set $\mathcal{C}(M)$ at line 1 has complexity $n^{2} f(l)$, and sorting it can be done in time $\mathcal{O}(n \log n)$ using mergesort. By Theorem 2, and since we have already computed $\mathcal{C}(M)$, each of the $\varepsilon$-simulation checks in lines 2,3 , and 8 can be done in time $\mathcal{O}\left(n^{2} k+\left(m n^{7}\right) / \log n\right)$, but the complexity $n^{2} k$ from comparing labels only needs to computed once. Since the bisection interval is halved each time, the while-loop is taken at most $\log n$ times. We therefore get an overall time complexity of $\mathcal{O}\left(n^{2}(f(l)+k)+m n^{7}\right)$.

Theorem 3. Let $M$ be a finite and effective $S M D P$. The simulation distance between any two states can be computed in time $\mathcal{O}\left(n^{2}(f(l)+k)+m n^{7}\right)$.

```
Order the elements of \(\mathcal{C}(M) \backslash\{\infty\}\) such that \(c_{1}<c_{2}<\cdots<c_{n}\);
if \(s_{1} \preceq_{c_{1}} s_{2}\) then return \(c_{1}\);
else if \(s_{1} \npreceq c_{n} s_{2}\) then return \(\infty\);
else
    \(i \leftarrow 1, j \leftarrow n ;\)
    while \(i<j\) do
        \(h \leftarrow\left\lceil\frac{j-i}{2}\right\rceil\);
        if \(s_{1} \preceq_{c_{j-h}} s_{2}\) then \(j \leftarrow j-h\);
        else \(i \leftarrow i+h\);
    end
    return \(c_{j}\);
end
```

Algorithm 1: Computing the simulation distance between $s_{1}$ and $s_{2}$.

## 6 Compositional Properties of the Simulation Distance

In this section we will prove that some natural notions of parallel composition on SMDPs are non-expansive with respect to the simulation distance.

First we define what it means to compose two SMDPs in parallel. As argued in [23], the style of synchronous CSP is the one that is most suitable for SMDPs, so this is the one we will adopt here.

Definition 7. A function $\star: \mathcal{D}\left(\mathbb{R}_{\geq 0}\right) \times \mathcal{D}\left(\mathbb{R}_{\geq 0}\right) \rightarrow \mathcal{D}\left(\mathbb{R}_{\geq 0}\right)$ is a residence-time composition function if is commutative.

Definition 8. Let $\star$ be a residence-time composition function. Then the $\star$-composition of $M_{1}=\left(S_{1}, \tau_{1}, \rho_{1}, L_{1}\right)$ and $M_{2}=\left(S_{2}, \tau_{2}, \rho_{2}, L_{2}\right)$, denoted $M_{1} \|_{\star} M_{2}=$ $(S, \tau, \rho, L)$, is given as follows, for arbitrary $s_{1}, s_{1}^{\prime} \in S_{1}, s_{2}, s_{2}^{\prime} \in S_{2}$, and $a \in A$.

```
1. \(S=S_{1} \times S_{2}\),
2. \(\tau\left(\left(s_{1}, s_{2}\right), a\right)\left(\left(s_{1}^{\prime}, s_{2}^{\prime}\right)\right)=\tau_{1}\left(s_{1}, a\right)\left(s_{1}^{\prime}\right) \cdot \tau_{2}\left(s_{2}, a\right)\left(s_{2}^{\prime}\right)\),
3. \(\rho\left(\left(s_{1}, s_{2}\right)\right)=\star\left(\rho_{1}\left(s_{1}\right), \rho_{2}\left(s_{2}\right)\right)\), and
4. \(L\left(s_{1} \|_{\star} s_{2}\right)=L\left(s_{1}\right) \cup L\left(s_{2}\right)\).
```

Given a composite system $M_{1} \|_{\star} M_{2}=(S, \tau, \rho, L)$, we write $s_{1} \|_{\star} s_{2}$ to mean $\left(s_{1}, s_{2}\right) \in S$. The residence-time composition function $\star$ allows us to accommodate many different ways of combining timing behaviour, including those found in the literature on process algebras. We recall here some of these.

Maximum composition: $F_{\star(\mu, \nu)}(t)=\max \left(F_{\mu}(t), F_{\nu}(t)\right)$.
For exponential distributions, $F_{\mu}=\operatorname{Exp}[\theta]$ and $F_{\nu}=\operatorname{Exp}\left[\theta^{\prime}\right]$, the following alternatives can be found.

Product rate composition: $F_{\star(\mu, \nu)}=\operatorname{Exp}\left[\theta \cdot \theta^{\prime}\right]$.
Minimum rate composition: $F_{\star(\mu, \nu)}=\operatorname{Exp}\left[\min \left\{\theta, \theta^{\prime}\right\}\right]$.
Maximum rate composition: $F_{\star(\mu, \nu)}=\operatorname{Exp}\left[\max \left\{\theta, \theta^{\prime}\right\}\right]$.

Maximum composition is used for interactive Markov chains [11], product rate composition is used in SPA [12], minimum rate composition is used in PEPA [13], and maximum rate composition is used in TIPP [10].

In order to have non-expansiveness for $\star$-composition of SMDPs, we will need to restrict to residence-time composition functions $\star$ that are monotonic.

Definition 9. A residence-time composition function $\star$ is monotonic if for all $\varepsilon \geq 1$ and $\mu, \nu, \eta \in \mathcal{D}\left(\mathbb{R}_{\geq 0}\right)$, it holds that $F_{\mu} \sqsubseteq_{\varepsilon} F_{\nu}$ implies $F_{\star(\mu, \eta)} \sqsubseteq_{\varepsilon} F_{\star(\nu, \eta)}$.

Requiring monotonicity is not a significant restriction, as many of the composition functions that are found in the literature are indeed monotonic.

Lemma 5. Maximum composition as well as product, minimum, and maximum rate composition are all monotonic.

Now we can prove that the $\star$-composition of finite SMDPs is non-expansive with respect to the simulation distance, provided that $\star$ is monotonic.

Theorem 4. For finite SMDPs and monotonic $\star$,

$$
d\left(s_{1}, s_{2}\right) \leq \varepsilon \quad \text { implies } \quad d\left(s_{1}\left\|_{\star} s_{3}, s_{2}\right\|_{\star} s_{3}\right) \leq \varepsilon
$$

We conclude this section by exploring the computational aspects of composition of SMDPs. In particular, we would like to be able to also compute the distance between composite systems.

By Lemma 4, we know that computing the simulation distance amounts to being able to compute the constants $c\left(F_{s}, F_{s^{\prime}}\right)$, for each pair of states $s, s^{\prime}$ of the SMDP. Hence we would like that, whenever two distributions $\mu$ and $\nu$ have effective CDFs then also their composition $\star(\mu, \nu)$ has an effective CDF. By Proposition 4 , it is easy to see that this holds for product, minimum, and maximum rate composition, since these compositions are still exponential distributions.

For maximum composition, the class $\mathcal{C}_{\Lambda}$ is unfortunately not closed under composition. However, the following result holds.

Proposition 9. Let $\star$ be maximum composition. For any $\mu, \nu, \eta \in \mathcal{C}_{\Lambda}$, the constants $c\left(F_{\mu}, F_{\star(\nu, \eta)}\right)$ and $c\left(F_{\star(\mu, \eta)}, F_{\nu}\right)$ are computable.

The above results tells us that if we are interested in computing the distance $d\left(s_{1}, s_{2} \|_{\star} s_{3}\right)$ or $d\left(s_{1} \|_{\star} s_{2}, s_{3}\right)$, when $\star$ is maximum composition, then we can indeed compute the constants $c$ that are needed for Algorithm 1 to work.

## 7 Logical Properties of the Simulation Distance

If the distance between two processes is small, then we would also expect that they satisfy almost the same properties. In order to make this idea precise, in this section we introduce and study a slight extension of Markovian logic [15], which we will call timed Markovian logic (TML). The syntax of TML is given by the following grammar, where $\alpha \in A P, p \in \mathbb{Q}_{\geq 0} \cap[0,1], t \in \mathbb{Q}_{\geq 0}$, and $a \in A$.

TML: $\quad \varphi::=\alpha|\neg \alpha| \ell_{p} t\left|m_{p} t\right| L_{p}^{a} \varphi\left|M_{p}^{a} \varphi\right| \varphi \wedge \varphi^{\prime} \mid \varphi \vee \varphi^{\prime}$
The semantics of TML is given by

$$
\begin{array}{llll}
s \models \alpha & \text { iff } \alpha \in L(s) & s \models \ell_{p} t & \text { iff } F_{s}(t) \geq p \\
s \models \neg \alpha \quad \text { iff } \alpha \notin L(s) & s \models m_{p} t \quad \text { iff } F_{s}(t) \leq p \\
s \models \varphi \wedge \varphi^{\prime} \text { iff } s \models \varphi \text { and } s \models \varphi^{\prime} & s \models L_{p}^{a} \varphi \text { iff } \tau(s, a)(\llbracket \varphi \rrbracket) \geq p \\
s \models \varphi \vee \varphi^{\prime} \text { iff } s \models \varphi \text { or } s \models \varphi^{\prime} & s \models M_{p}^{a} \varphi \text { iff } \tau(s, a)(\llbracket \varphi \rrbracket) \leq p
\end{array}
$$

where $\llbracket \varphi \rrbracket=\{s \in S \mid s \models \varphi\}$ is the set of states satisfying $\varphi$.
We also isolate the following two fragments of TML.

$$
\begin{gathered}
\mathrm{TML}^{\geq}: \quad \varphi::=\alpha|\neg \alpha| \ell_{p} t\left|L_{p}^{a} \varphi\right| \varphi \wedge \varphi^{\prime} \mid \varphi \vee \varphi^{\prime} \\
\mathrm{TML} \leq: \quad \varphi::=\alpha|\neg \alpha| m_{p} t\left|M_{p}^{a} \varphi\right| \varphi \wedge \varphi^{\prime} \mid \varphi \vee \varphi^{\prime}
\end{gathered}
$$

Intuitively, the formula $L_{p}^{a} \varphi$ says that the probability of taking an $a$-transition to where $\varphi$ holds is at least $p$, and $M_{p}^{a} \varphi$ says the probability is at most $p . \ell_{p} t$ and $m_{p} t$ are similar in spirit, but talk about the probability of firing a transition instead. Thus, $\ell_{p} t$ says that the probability of firing a transition before time $t$ is at least $p$, whereas $m_{p} t$ says that the probability is at most $p$.

For any $\varphi \in \mathrm{TML}$ and $\varepsilon \geq 1$ we denote the $\varepsilon$-perturbation of $\varphi$ by $(\varphi)_{\varepsilon}$ and define it inductively as

$$
\begin{array}{llll}
(\alpha)_{\varepsilon}=\alpha & \left(\ell_{p} t\right)_{\varepsilon}=\ell_{p} \varepsilon \cdot t & \left(L_{p}^{a} \varphi\right)_{\varepsilon}=L_{p}^{a}(\varphi)_{\varepsilon} & \left(\varphi \wedge \varphi^{\prime}\right)_{\varepsilon}=(\varphi)_{\varepsilon} \wedge\left(\varphi^{\prime}\right)_{\varepsilon} \\
(\neg \alpha)_{\varepsilon}=\neg \alpha & \left(m_{p} t\right)_{\varepsilon}=m_{p} \varepsilon \cdot t & \left(M_{p}^{a} \varphi\right)_{\varepsilon}=M_{p}^{a}(\varphi)_{\varepsilon} & \left(\varphi \vee \varphi^{\prime}\right)_{\varepsilon}=(\varphi)_{\varepsilon} \vee\left(\varphi^{\prime}\right)_{\varepsilon}
\end{array}
$$

By making use of the alternative characterisation for simulation given in Proposition 1 and drawing upon ideas from [6], we can now prove the following logical characterisation of the $\varepsilon$-simulation relation.
Theorem 5. Let $\varepsilon \in \mathbb{Q}_{\geq 0}$ with $\varepsilon \geq 1$. For any finite $S M D P$, the following holds.

$$
\begin{aligned}
& -s_{1} \preceq_{\varepsilon} s_{2} \quad \text { if and only if } \quad \forall \varphi \in \mathrm{TML} \geq . s_{1} \models \varphi \Longrightarrow s_{2} \models(\varphi)_{\varepsilon} . \\
& -s_{1} \preceq_{\varepsilon} s_{2} \quad \text { if and only if } \quad \forall \varphi \in \mathrm{TML} \leq . s_{2} \models \varphi \Longrightarrow s_{1} \models(\varphi)_{\varepsilon} .
\end{aligned}
$$

As a special case of Theorem 5, we have also shown that TML $\geq$ and $T M L \leq$ characterise simulation for SMDPs. Conceptually, Theorem 5 says that if $s_{1} \varepsilon$ simulates $s_{2}$, then $s_{2}$ satisfies the $\varepsilon$-perturbation of any property that $s_{2}$ satisfies for the $T M L \geq$ fragment of $T M L$, and vice versa for the $T M L \leq$ fragment.

By Lemma 4 and Theorem 5, we get the following corollary, connecting our simulation distance with the properties expressible in the logic TML.
Corollary 1. Let $\varepsilon \in \mathbb{Q}_{\geq 0}$ with $\varepsilon \geq 1$. For finite SMDPs the following holds.
$-d\left(s_{1}, s_{2}\right) \leq \varepsilon \quad$ if and only if $\quad \forall \varphi \in \mathrm{TML}^{\geq} . s_{1} \models \varphi \Longrightarrow s_{2} \models(\varphi)_{\varepsilon}$.
$-d\left(s_{1}, s_{2}\right) \leq \varepsilon \quad$ if and only if $\quad \forall \varphi \in \mathrm{TML}^{\leq} . s_{2} \models \varphi \Longrightarrow s_{1} \models(\varphi)_{\varepsilon}$.
By Proposition 2, we also get a logical characterisation of bisimulation for SMDPs in terms of TML, which is simpler than the one given in [17, 24].

Theorem 6. For any finite $S M D P$, it holds that

$$
s_{1} \sim s_{2} \quad \text { if and only if } \quad \forall \varphi \in \text { TML. } s_{1} \models \varphi \Longleftrightarrow s_{2} \models \varphi .
$$

### 7.1 Reachability Properties

We will now argue that the simulation distance behaves nicely also with respect to linear-time properties, by proving preservation of reachability properties up to perturbations.

The probability of reaching a given set of states in an SMDP depends on the choice of actions in each state. The non-determinism introduced by this choice is typically resolved by means of schedulers. Here we consider probabilistic schedulers $\sigma$ of type $S^{*} \rightarrow \mathcal{D}(A)$, telling us what the probability is of selecting an action $a \in A$ depending on the history of the states visited so far. Given a scheduler $\sigma$, we denote by $\mathbb{P}_{s}^{\sigma}\left(\diamond^{t} X\right)$ the probability, under the scheduler $\sigma$, that starting from the state $s$ the SMDP will eventually reach a state in $X \subseteq S$ within time $t \geq 0$ (for a rigorous definition of this probability see e.g. [17]).

Given our notion of $\varepsilon$-simulation, we can prove the following result.
Theorem 7. Let $\beta$ be a Boolean combination of atomic propositions. If we have $s_{1} \preceq_{\varepsilon} s_{2}$, then for any scheduler $\sigma$ there exists a scheduler $\sigma^{\prime}$ such that

$$
\mathbb{P}_{s_{1}}^{\sigma}\left(\diamond^{t} \llbracket \beta \rrbracket\right) \leq \mathbb{P}_{s_{2}}^{\sigma^{\prime}}\left(\diamond^{\varepsilon \cdot t} \llbracket \beta \rrbracket\right) \quad\left(\text { or equivalently, } \mathbb{P}_{s_{1}}^{\sigma}\left(\neg \diamond^{t} \llbracket \beta \rrbracket\right) \geq \mathbb{P}_{s_{2}}^{\sigma^{\prime}}\left(\neg \diamond^{\varepsilon \cdot t} \llbracket \beta \rrbracket\right)\right)
$$

Note that the above result might find useful applications for speeding up the computation time required by model checking tools to disprove certain types of reachability properties. For example, consider the atomic proposition bad, identifying all the states considered "not safe" in the SMDP. Usually, given a process $s$, one wants to verify that, under all possible schedulers $\sigma$, the probability $\mathbb{P}_{s}^{\sigma}\left(\neg^{t} \llbracket \mathrm{bad} \rrbracket\right)$ is above a certain threshold value $\delta \leq 1$, meaning that the SMDP is unlikely to end up in an unsafe configuration within a time horizon bounded by $t$. Then, to disprove this property one only needs to provide a scheduler $\sigma^{\prime}$ and a process $s^{\prime}$ such that $s^{\prime} \preceq_{\varepsilon} s$ and $\mathbb{P}_{s^{\prime}}^{\sigma^{\prime}}\left(\neg \checkmark^{\frac{t}{\varepsilon}} \llbracket \mathrm{bad} \rrbracket\right)<\delta$. Indeed, given that $s^{\prime} \preceq_{\varepsilon} s$, by Theorem 7

$$
\mathbb{P}_{s^{\prime}}^{\sigma^{\prime}}\left(\neg \nabla^{\frac{t}{\varepsilon}} \llbracket \mathrm{bad} \rrbracket\right)<\delta \stackrel{T h .7}{\Longrightarrow} \exists \sigma . \mathbb{P}_{s}^{\sigma}\left(\neg \diamond^{t} \llbracket \mathrm{bad} \rrbracket\right)<\delta
$$

Since $s$ simulates $s^{\prime}, s^{\prime}$ can be thought of as a simplified abstraction of $s$, which is usually a smaller process. Hence, finding a scheduler $\sigma^{\prime}$ for $s^{\prime}$ which gives a counterexample may be much simpler than finding one for $s$. Moreover, the above technique is robust to perturbations of $\varepsilon$.

## 8 Conclusions and Open Problems

We have proposed a quantitative extension of the notion of simulation relation on SMDPs, called $\varepsilon$-simulation, comparing the relative speed of different processes. This quantitative notion of simulation relation induces a multiplicative hemimetric, which we call simulation distance, measuring the least acceleration factor needed by a process to speed up its actions in order to behave at least as fast as another process.

We have given an efficient algorithm to compute the simulation distance and identified a class of distributions for which the algorithm works on finite SMDPs. Furthermore, we have shown that, under mild conditions on the composition of residence-time distributions on states, a generalised version of CSP-like parallel composition on SMDPs is non-expansive with respect to this distance, showing that our distance is suitable for compositional reasoning. Lastly, we have shown the connection between our distance and properties expressible in a timed extension of Markovian logic. Namely, we have shown that if the simulation distance between $s_{1}$ and $s_{2}$ is at most $\varepsilon$, then $s_{1}$ satisfies the $\varepsilon$-perturbation of any property that $s_{2}$ satisfies. This result also gives a novel logical characterisation of simulation and bisimulation for semi-Markov decision processes.

Instead of using the usual stochastic order to relate the timing behaviour of states as we have done, one could also consider many other kinds of stochastic orders, for example ones that compare the expected value of the distributions. This may be more natural for applications where one wants to consider an exponential distribution with a high enough rate to be faster than a uniform distribution.

We have shown that the timing distributions that are obtained when composing systems are compatible with the algorithm for computing the distance only in the case when composing systems either on the left or on the right. A more general result showing that this also happens when composing on both sides an arbitrary number of components seems difficult. Nonetheless, we are confident that such a result can be obtained for any concrete case involving common types of distributions used in the literature.

Since we have both a distance and a logical characterisation, it makes sense to ask whether the set of states satisfying a formula is a closed or an open set in the topology induced by the distance. If such a set is indeed closed, this means that the approximate reasoning at the limit is sound: if every state in a sequence satisfies a formula, then the limit of that sequence also satisfies the formula. Such an investigation has already been done for Markovian logic [16], and some of the ideas from there may carry over to our setting.
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