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Abstract

The non-invasive and, often, continuous measurement of the hemo-
dynamics of the body, and for the main purposes of this thesis, the
brain, is desired because both the instantaneous values and their
changes over time constantly adapt to the conditions affecting the
body and its environment. They are altered in pathological situa-
tions and in response to increased function. It is desirable for these
measurements to be continuous, reliable, minimally invasive, and rel-
atively inexpensive. In recent years, optical techniques that, by using
diffusing and deep-reaching (up to few centimeters) light at skin-safe
levels of intensity, combine the aforementioned characteristics, have
increasingly become used in clinical and research settings. However,
to date there is, on one side the need to expand the number and scope
of translational studies, and, on the other, to address shortcomings
like the contamination of signals from unwanted tissue volumes (par-
tial volume effects). A further important goal is to increase the depth
of penetration of light without affecting the non-invasive nature of
diffuse optics.

My PhD was aimed at several aspects of this problem; (i) the de-
velopment of new, more advanced methods, i.e. the time/pathlength
resolved, to improve the differentiation between superficial and deeper
tissues layers, (ii) the exploration of new application areas, i.e. to



characterize the microvascular status of bones, to study the functional
response of the baby brain, and (iii) to improve the quality control of
the systems , i.e. by introducing a long shelf-life dynamic phantom.

In conceptual order, first I introduce long shelf-life reference stan-
dards for diffuse correlation spectroscopy. Secondly, I describe the
use of an existing hybrid time domain and diffuse correlation spec-
troscopy system to monitor the changes that some pathological con-
ditions, in this case osteoporosis and human immunodeficiency virus
infection, may have on many aspects of the human bone tissue that
are currently not easy to measure (i.e. invasively assessed) by con-
ventional techniques. Thirdly, I describe the development of a novel
time domain optical technique that intimately combines, introducing
many previously unmet advancements, the two previously cited opti-
cal spectroscopy techniques. For the first time I was able to produce
a time domain device and protocol that can monitor the blood flow
in vivo in the head and muscles of healthy humans. Lastly, I describe
a device and method that I have used to monitor changes in blood
flow in healthy human infants of three to five months of age, for the
first time in this age bracket, as a marker of activation following visual
stimulation.

Overall, this work pushes the limit of the technology that makes use
of diffuse light to minimally invasively, continuously, and reliably mon-
itor endogenous markers of pathological and physiological processes in
the human body.



Resumen

La medicién no invasiva y, a menudo, continua de la hemodindmica
del cuerpo, y para los propodsitos principales de esta tesis, del cere-
bro, es conveniente porque tanto los valores instantdaneos como sus
variaciones en el tiempo se adaptan constantemente a las condiciones
que afectan el cuerpo humano y su entorno. Estas suelen alterarse en
situaciones patoldgicas o como respuesta a una mayor funcién. Es de-
seable que estas mediciones sean continuas, confiables, minimamente
invasivas y relativamente asequibles. En los tltimos anos, las técnicas
opticas que, mediante el uso de luz difusa para medir los tejidos en
profundidad (hasta unos pocos centimetros) mediante niveles de inten-
sidad que son seguros para la piel, combinan las caracteristicas arriba
mencionadas, se han utilizado cada vez méas tanto en entornos clinicos
como de investigacién. Sin embargo, al dia de hoy hay, por un lado,
la necesidad de ampliar el niimero y el ambito de los estudios transla-
cionales y, por el otro, de suplir a las deficiencias como por ejemplo
la contaminacién de volimenes de tejido no deseados (efectos de vol-
umen parcial). Otro objetivo importante es aumentar la profundidad
de penetracion de la luz sin afectar la naturaleza no invasiva de la
optica difusa.

Mi doctorado esta destinado a mejorar varios aspectos de este prob-
lema; (i) el desarrollo de nuevos métodos mas avanzados, es decir, el



método resuelto en el tiempo/trayectoria de los fotones, para mejo-
rar la diferenciacién entre los tejidos superficiales y profundos, (ii) la
exploracion de nuevas areas de aplicacién, es decir, para caracteri-
zar el estado microvascular de los huesos, para estudiar la respuesta
funcional del cerebro en los nifios, y (iii) para mejorar el control de cal-
idad de los sistemas, es decir, mediante la introducciéon de un phantom
dindmico de larga vida tutil.

En orden conceptual, primero voy a introducir estandares de refer-
encia de larga vida util para la espectroscopia de correlacion difusa
(DCS). En segundo lugar, voy a describir el uso de un sistema hibrido
espectroscopia tiempo-resuelta (TRS) con DCS ya existente para mon-
itorizar los cambios que algunas condiciones patolédgicas, en este caso la
osteoporosis y la infeccién por el virus de la inmunodeficiencia humana,
pueden comportar para muchos aspectos del tejido 6seo humano que
actualmente no se pueden medir con facilidad (es decir, se van eval-
uado de forma invasiva) mediante técnicas convencionales. En tercer
lugar, voy a describir el desarrollo de una novedosa técnica éptica en
el dominio temporal que combina intimamente, introduciendo muchos
avances previamente no cumplidos, TRS y DCS. Por primera vez pude
producir un dispositivo y un protocolo tiempo-resueltos para medir el
flujo de la sangre en la cabeza y en los musculos de seres humanos
sanos. Por ultimo, en esta tesis voy a describir un dispositivo y un
método que he usado para monitorear los cambios en el flujo sanguineo
como marcadores de activacion del cerebro debida a estimulos visivos
en bebés entre tres y cinco meses de edad.

En general, este trabajo amplia los limites de la tecnologia que hace
uso de la luz difusa para monitorizar, de forma minimamente invasiva,
continua y confiable los marcadores enddgenos de procesos patolégicos
y fisiologicos en el cuerpo humano.
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Chapter 1

Introduction

Said there’s gotta be some meaning to the purpose of life
I know there must be more than the struggle and strife

Cro-Mags, The Age of Quarrel. Profile Records, 1986

Visible light is an obvious tool to use in medical physics for diag-
nosis. In order to obtain information from deep tissues, a visible and
near-infrared radiation window (approximately ~650 to 950 nm) is to-
day at the focus of a renewed technological interest, due in part to an
increased understanding of the physical modeling of the photon propa-
gation in tissues. The leitmotif of the present work is the improvement
of diffuse optics as a quantitative technique for the non invasive contin-
uous monitoring of the physiology of oxygen metabolism in humans.
A particular focus is on the “window” that opens to non-invasively
measure the adult brain due to the fact that the scalp and skull are
relatively transparent to light in the wavelengths as was first reported
by Jodbsis in the 70s [9].
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From an historical perspective, transillumination, the inspection of
the body using a strong source of light at one side and detection (either
by eye or by a detector) on the other side, is documented since the
nineteenth-century. Some specific kinds of tumor, like some mammar-
ian cancers [1I, 2], or even in some cases the presence of hydrocephalus
in babies [3], could be (and as a matter of fact they are still) seen by
the naked eye as they generate a detectable contrast in the reddish
glow of a breast or a head sitting in the way between the observer
and an intense source of light. Image details, however, are quickly
lost: light gets randomly redirected (i.e. scattered) by microscopical
constituents (e.g. cells, organelles, and proteins). Scattering also en-
hances light dissipation by the optically active substances naturally
present in tissue, termed chromophores. Without scattering centers,
the human body would have the transparency of feebly colored glass
[4]. Nonetheless, some light does still reach through, carrying useful
information. In diffuse optical spectroscopy, for example, attenuation
at a certain wavelength of resonance of a chromophore is a marker
of its concentration and local environment [5]. In diffuse correlation
spectroscopy, the fluctuations of the interference pattern of multiply
scattered light can be examined to infer about the dynamics of light
scattering particles like red blood cells [6), [7].

It seems evident that the key for the transition from a qualitative to
a quantitative use of light to investigate deep inside the human body
resides in the availability of a more intimate knowledge of the process
of photon migration in turbid tissue. Perhaps the most impactful ad-
vancement in the field has been the understanding that light transport
in tissue at the length scale of several centimeters can be conveniently
modeled as a diffusive random process [8]. Another method for dealing
with scattering was to resort to time domain methods. Time-gating
techniques for example can exploit the fact that light photons that
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leave the transilluminated object at earlier time after its injection trav-
els a shorter and straighter path than the ones leaving later [9,10]. The
consequent correction of systematic errors that plagued the early days
of transillumination allowed for quantitative estimation of the optical
properties of tissue with light. Nowadays, quantitative diffuse optics
spectroscopy (DOS, also termed near infrared spectroscopy, NIRS) is
used in a wide range of applications, from the measurement of the
ripeness of fruit, to functional brain studies [I1], to the monitoring of
critically ill patients [12]. Time domain methods, which are getting
more and more accessible [13] in terms of price and ease of use, due to
advancements in source and detector technologies but also perhaps to
the better understanding of the underlying physics mechanisms, allow
the absolute characterization of the concentrations of tissue compo-
nents and, in some cases that I discuss, of their dynamics.

Diffuse correlation spectroscopy (DCS) is, if compared with NIRS,
a relatively new technique. Diffuse correlation spectroscopy makes
use of measurements of the autocorrelation of speckle intensity fluc-
tuations of coherent laser light that underwent multiple scattering in
the diffusive regime with moving light scatterers, which in the per-
fused tissue are mostly red blood cells, in the microvasculature [5].
It has been proven to be a reliable tool for the noninvasive assess-
ment of blood flow in the microvasculature [7]. Absolute values of the
blood flow index (BFi) have been found to correlate with many other
techniques that measure blood flow like xenon-enhanced computed
tomography (Xe-CT) and arterial spin labeling magnetic resonance
imaging (ASL-MRI) [14]. Measuring microvascular blood flow offers
complementary information with respect to NIRS that allows the com-
putation of metabolism through endogenous markers, continuously, in
fast (~1s) processes [14].
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Time resolved near infrared spectroscopy (TRS), also referred to as
time domain (TD) NIRS, measures the distribution of photon path
lengths in tissue in the diffusive regime [15]. In reflectance (i.e. back-
scattering) geometry, detected photon path lengths statistically corre-
late to the depth of penetration, and longer path lengths correspond
to photons that have travelled deeper inside the tissue[16]. The com-
bination of TRS and DCS modules can use the estimated local optical
properties for fitting the DCS data to obtain absolute blood flow index
and oxygenation values in a continuous way. This has been demon-
strated in several studies [17, 18], [19] 20].

The case for hybrid NIRS/DOS-DCS

As a continuous-wave technology that can not readily sort photons
by their path lengths, DCS suffers from partial volume effects and sys-
temic changes in the superficial tissue layers. Furthermore, in order to
accurately estimate absolute blood flow, DCS requires knowledge of
the absorption and scattering properties of the probed volume. The
latter can be tackled by hybrid systems that utilize an independent
FD or TD NIRS device to measure the absorption and scattering co-
efficients p, and g, in absolute way, or, at least, CW NIRS devices
that measure pu, changes.

However, the proposed and used hybrid solutions so far use separate
laser sources and detectors; the two techniques are made to work to-
gether by using optical filtering, with a consequent sub-optimal light
collection efficiency, or using time-multiplexing, which reduces the
sample rate. In addition to this, as described in [21], [I7], the two
techniques have different penetration depths and sampling volumes,
possibly resulting in partial volume effects that are difficult to correct
and that depend on the optical properties and structure of the tis-
sue being probed. The ultimate combination would consist in using
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pulsed sources, similar to those used in TRS, to measure a path length
resolved DCS signal.

Unfortunately, standard picosecond pulsed sources have too low co-
herence lengths to be used as DCS sources [22, 23, 24, 25]. In re-
flectance geometry, typical tissue optical properties result in distribu-
tions of the path lengths that are much wider (in the order of 10m).
When the coherence length /. is smaller or comparable to the span of
photon path lengths, the signal-to-noise ratio of DCS is expected to
decrease and the model relation used to explain the measured inten-
sity autocorrelation becomes non-trivial [26] 27]. The existence of a
finite time-bandwidth product acts as a physical limit on the coher-
ence length of pulsed sources [28] 29]. Some sort of compromise must
be made in order to use the same pulsed sources for TRS (short pulse
needed) and DCS (short bandwidth needed).

Time-domain DCS

As shown in the pioneer work by Yodh, Kaplan and Pine [30] in
the context of diffuse wave spectroscopy (DWS), by selecting a part
of (i.e. by time gating) the photons stream from which the autocor-
relation is generated based on their times-of-flight, one can make the
technique insensitive on the distribution of photon path lengths, di-
rectly recover the reduced scattering coefficient of the medium, and
ultimately separate the contribution of photons coming from shallow
and deep layers in tissue. Time-of-flight measurement for each photon
is only possible with narrow pulses sources and very precise timing
of the photon detection. The first experimental design that achieved
this, however, made use of the frequency up-conversion phenomenon
in nonlinear crystals [30], and therefore relied on high laser power
that can strongly interfere with the sample, limiting its applications
to non-biological media and making in vivo applications not possible.
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Recently there has been a renewed interest in time-of-flight resolved
DCS, as a group from Harvard’s Martinos Center managed to make
it feasible at relatively low source light levels [31]. However, the low
source power prevented in vivo human experiments from being carried
out with this system, and experimental reports were limited to small
animals. The advancements that I have introduced, which allowed
for the first time in vivo continuous measurement of blood flow and
optical properties in humans, is be discussed in depth in chapter [3|

Contributions Since this was first of all a collaborative work be-
tween ICFO and Politecnico di Milano, I feel it’s mandatory to insert
here a detailed description of my contribution. Among the results
presented in this chapter, I took care of the experimental design (the
retrieval and integration of the existing components, the choice of the
experimental parameters), the management and recruitment of human
subjects, most of the experimental work, the totality of the data analy-
sis here presented, and the dissemination (redaction of the manuscripts
for publication in peer reviewed journals and conference talks).

Functional DCS

Functional near infrared spectroscopy (fNIRS) is a relatively inex-
pensive technique aimed to detect localized brain metabolic activation
non-invasively and, most importantly, quietly and without the need for
confinement of the subject’s head. Neuronal metabolic activation in
the human cortex is in fact temporally correlated with hemodynamic
changes (neurovascular coupling) that, happening few millimeters or
centimeters below the scalp, can be probed by NIR diffuse light from
the skin surface. In adults, the mechanism of localized increase of
blood flow following neuronal activation is known as reactive hyper-
emia, and is well documented [32].
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While NIRS measures relative changes in oxy- ([HbO;]) and deoxy-
([Hb]) hemoglobin concentrations [I1], DCS can capture any alter-
ation in the blood flow in the cortex. It has a spatial resolution of
few millimetres and temporal resolution of about 1s or less. It is
argued that, for functional studies, cerebral blood flow (CBF) is a
marker with faster onset and greater contrast. Continuous wave DCS
is inherently more sensitive to the brain than other continuous wave
techniques [21]. Visual activation has been the object of study and is
widely used for validation of novel instruments and techniques, also
in awake infants [33 [34]. For these reasons, it is considered here as
the target physiological change to be measured by functional DCS.
In particular I have aimed to fDCS monitoring the reactive hyperemia
following visual stimulation in awake infants of about 4 months of age.
For this population, non-invasive diffuse optical assessment of CBF is
interesting because MRI cannot be used without sedation. Methods
and results are discussed in chapter [4

Contributions Since the work described in this chapter is the re-
sult of a collaboration between ICFO and the center for Brain and
Cognition at Pompeu Fabra University, Barcelona, Nuria Sebastian
Galles” group, I state that my contributions were the experiment de-
sign (the probe and the rest of the device were built by me starting
from off-the-shelf components), the redaction of the technical part
of the documents that were then successfully evaluated by the eth-
ical committee, the totality of data analysis, and the dissemination
(redaction of a poster presented at an international conference).
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Hybrid NIRS/DOS-DCS to detect bone patholo-
gies

As anticipated, NIRS/DOS can offer information on a variety of
tissues that goes beyond the quantification of the local concentrations
of oxy- and deoxy-hemoglobin ([HbO,] and [Hb], respectively): water,
lipid, collagen and other light absorber concentrations in tissue have
been quantified in many studies [5] [7, 35, 36}, 37, 38, 20}, 17, 39, 40, [41].
NIRS has also recently been applied to the systematic study of bone
density in humans [39, 41]. On the other side, DCS can provide infor-
mation on hemodynamics inside the tissue, e.g. microvascular blood
flow. Both are indeed portable, relatively inexpensive, non-invasive,
safe, continuous and fast proven clinical methods that use non-ionizing
radiation, and this constitutes a niche that no single medical technol-
ogy is able to fill at the moment: MRI, for example, is not portable,
fast or inexpensive. The combination of information on microvascular
tissue hemoglobin concentrations and blood flow obtained by non-
invasive diffuse optical methods can yield information about tissue
oxygen metabolism and contribute to early detection and therefore to
reduce morbidity and mortality of bone-affecting pathologies. In the
recent years, the first studies evaluating bone using NIR/DOS and
DCS have been published in humans [7,, [35], 37, 38, 201 39] 4T} [42] and
in animals [43], 44].

Therefore, as previous preliminary data suggests [37], NIR/DOS
and DCS can be useful as tools that are able to assess bone prop-
erties and, in particular, to provide complementary information to
the dual-energy X-ray absorptiometry scans, that to these days is the
gold-standard for the assessment of bone structural properties, but
lacks functional (i.e. hemodynamics) contrast. To this end, I have
conducted a study to evaluate bone tissue composition and microvas-
cular parameters using a hybrid NIRS/DOS-DCS approach in human
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immunodeficiency virus (HIV)-infected patients, affected or not by
osteoporosis. Subjects that are infected with HIV are in fact a pop-
ulation at high risk for bone pathologies like the loss of bone mineral
density and low-energy bone fractures [45, 46, 47, 48, [49]. T have
compared these results with those I obtained scanning HIV-negative
controls. Part of this data was previously presented in reference [39],
which further supports the effectiveness of the methodology in the
study of bones at multiple body locations. Here I have tested the
hypothesis that osteoporosis is a condition associated with a lower tis-
sue perfusion and altered tissue constituents concentrations that can
be therefore probed by hybrid near infrared diffuse correlation and
broadband time resolved spectroscopies non-invasively measuring a
bone prominence of the leg, the trochanter.

The methods and results of a comparative, case-control study on 53
subjects are discussed in chapter [5

Contributions My contributions to this collaborative work were
partially the experimental design, the design and manufacturing of
the probe, the data analysis and interpretation; I also participated in
the redaction of a published journal paper and I am redacting another
journal paper (in preparation) that is more closely related to what is
presented here.

Measurement standards for hybrid NIRS

In medicine, systems that reproduce the properties of a body dis-
trict, organ or tissue are called phantoms and they are most commonly
found in the realm of medical imaging. In medical optics, tissue phan-
toms are produced to replicate the optical properties of specific tissue
and are commonly used to assess instrument reliability, to compare
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imaging systems, and to train personnel. A phantom is generically
requested to be reproducible, easy to supply, possibly low cost, and to
have accurately determined and stable optical properties [50]. Phan-
tom engineering constitutes, by any means, one of the technological
challenges that a translational project has to face. Highest accuracy
diffuse optical measurement with hybrid TRS and DCS devices are
needed to this extent.

Methods and results of the experimental development of the first, to
the best of my knowledge, long lasting (~months) synthetic phantom
are reported and discussed in chapter [0

Contributions My contributions to the work presented in this chap-
ter, which stems from the Babylux project, were the design of the
phantom, the design and execution of the experiments, and the data
analysis.

Concluding remarks

In this thesis, I have expanded the number and scope of translational
studies carried out with diffuse optical and correlation spectroscopy,
and I have proposed a technical solution (the time/pathlength resolved
method) that is able to tackle three of its shortcomings: partial vol-
ume effects, limited depth of penetration, and how the former affect
estimation of absolute values of blood flow. The proposed solution is
still non-invasive in nature. I also have proposed an improved, long
shelf-life, phantom for quality assessment of diffuse correlation spec-
troscopy.
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Chapter 2

Theory

In this Chapter, I provide the basic information to appreciate the
crucial features of the propagation of photons in tissues. Therefore, it
only provides with the minimal information needed in order to under-
stand the limits and the relevant scales of the physical models that I
have used to analyze the data presented in this thesis. Furthermore, I
provide the basic equations and algorithms that are pertinent and that
are cited throughout this thesis work. In doing so, I'd like to allow the
readers to be able to follow the main research results and methods;
if desired, please go to the references therein and have a deeper dive
into the physics.

2.1 Photon migration in tissue

Scattering and absorption

Photon migration in tissue is conveniently modeled as a random
process. Light has a probability to interact with microscopic centers
spanning a great range of sizes, varying between roughly few A (e.g.
~64 A of hemoglobin) to tens of pm, which is the diameter of the large
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mammalian cells [51]. Interactions can result in a photon dissipating
its energy (absorption) or changing its direction of propagation (scat-
tering) [52]. Also, note that part of this thesis (see section[2.2) is based
on quasi-elastic scattering, but for the main purposes, the scattering
processes are considered elastic. Some phenomena like fluorescence,
polarization effects and others are not considered. Focusing on a single
photon path: the probability of interaction (scattering or absorption)
is proportional to the inverse of the number density of the centers (i.e.
the volume of tissue that on average contains a single center) divided
by the total cross-section of the two processes, thus defining a charac-
teristic length or mean free path, ¢, = 1/p;. Let us suppose that the
interaction events are independent and identically distributed.

If scattering and absorption are two independent processes, the
transport coefficient u; can be conveniently written as the sum of ab-
sorption (,) and scattering (ps) coefficients. A property that comes
very handy when modeling photon migration is that, in tissue, p, is
generally much lower than pg.

Very frequent elastic scattering in tissue has the effect of random-
izing the direction of propagation of light: photons quickly lose the
information on their direction of origin. For this reason imaging (i.e.
microscopy) opportunities are severely hindered already in samples of
few tens of micron thickness [52]. The exact thickness of tissue that
determines a complete randomization depends, other than scattering
coefficient pg, on the preferential direction of re-emission of the scat-
tered light; both are microscopical properties that vary greatly among
different tissues. The wider the mean scattering angle, the shorter
the distance that photons have to travel to start behaving as diffusers
in a three dimensional random walk. Another typical length called
transport mean free path (TMFP) can be introduced, denoted by ¢,
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which represents the mean propagation distance that has to be trav-
eled by a photon to become diffusive; the associated reduced scattering
coefficient can be defined as the inverse of the TMFP (¢;,),

, 1
Hs =7~ = (1 —9g)us, (2.1)
tr

where g is the average of the cosine of the angle of scattering (the angle
between the incident and scattered direction for each scattering event).
In tissue, in the NIR water window, g generally varies between ~0.6
and ~0.9, meaning preferentially forward-directed scattering [53].

Absorption spectroscopy

An important consequence of handling photon migration as a ran-
dom process is that tissue absorption depends linearly on the con-
centration of the chromophores in it contained. For each wavelength,
having defined an extinction coefficient ¢;(\) and being ¢; the (e.g.
molar, M) concentration of the i-th chromophore of interest, the ab-
sorption coefficient can be expressed as

pa(N) =Y cai(N e (2.2)

)

If the absorption coefficient can be measured at multiple wavelength,
eq. is converted in a system of equations that can be solved to
determine the concentrations c¢;, provided the extinction coefficient
spectrum €, ;(A) of each chromophore is known. In [54] the spectra of
oxygenated ([HbOg]) and deoxygenated ([Hb]) hemoglobin and other
chromophores responsible for light absorption in the NIR window (e.g.
fat and water) are available and some of them are plotted in fig.
for typical concentrations found in tissue.

An optimal choice of wavelengths for example used in oxy- and
deoxy-hemoglobin quantification has been shown to be a pair, one in
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Figure 2.1: Absorption properties of tissue computed using typical con-
centrations: total hemoglobin THC=[HbO2|+[Hb], 155 pM; tissue oxygen
saturation StO9=[MHvO2)ruc, 65%; fat, 30%; water, 50% (data from [54]).
The vertical dashed line represent the wavelength used for most of our
experiments (785 nm), which is near to the isobestic point for hemoglobin.

the range 660 to 760nm and one at 830nm [55] 56, 57]. It is worth
noting that in order to absolutely quantify concentration it is necessary
to have absolutely quantified absorption coefficients.

Scattering spectroscopy

The spectral shape of scattering carries information about the size of
the scatterers. An effective scatterer size can therefore be interpreted
from the data acquired with a broad band time resolved spectrometer.
For homogeneous, independently behaving spheres, the Mie theory can
be used to predict the angular distribution and the intensity of each
scattering event. Even though light scatterers in tissue are neither
spherical nor uniform in size, a wide range of experiments [51], [58], 37]
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show good agreement with the Mie prediction

i) = a (%) (23)

in the 600 to 1000 nm range. When eq. is compared to the exper-
iments, a and b are fitted as free parameters, and show a dependency,
respectively, on the scatterers concentration and on the Mie-equivalent
size of the scatterers. In a variety of tissue (abdomen, forehead, and
arm) b has been found varying between 0.47 and 1.79 [58] and in
the cancellous bone of the calcaneous, broad spectral fit of 6 subjects
ranged between 0.4 and 0.65 [37]. Scattering centers with spatial di-
mensions that are much smaller than the wavelength of light show
a faster decaying spectrum, towards the limit of Rayleigh scattering,
thus exhibiting a ~ A\~* dependency.

2.1.1 In vivo tissue spectroscopy

Near infrared spectroscopy (NIRS) is aimed to the quantitative as-
sessment of tissue composition by its interaction with light. Two ap-
proaches are here discussed: continuous wave (CW) and time domain
(TD). Continuoys wave NIRS makes use of a continuous light source
and a detection apparatus that can be photon counting or analogical,
as long as it is able to detect variations of intensity due to the changes
in optical properties of the sample. Source intensity can be modulated,
especially in multiple spatial channel systems, generally up to a few
kHz frequency. This allows to frequency-tag the detection channels for
time-interleaved operation and to exploit phase-locked signal amplifi-
cation techniques. In vivo, its application is limited to the assessment
of relative, small (linear) changes in time (¢) of chromophores concen-
trations Ac;, which are manifest as changes in optical density (OD),
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defined by the modified Beer Lambert law [5]:

AOD(\ t) = —log <%(;))) ~ aog—;j’t) ZA@ €ai(N) =

= DPF(p, it’;, fta, A ZACZEC” (2.4)

Its derivation requires assuming no changes in the scattering prop-
erties of the medium during the measurement, 900 /5,,=0, and small
changes in the OD so its expression can be truncated to the first order
term of a Taylor expansion with respect to the changes in the opti-
cal properties. The differential path length factor (DPF') depends on
. and on the source-detector separation (p), and it cannot be mea-
sured by the CW approach; is usually found tabulated for the tissue
of interest. Although multi-distance CW NIRS [59] can quantify ab-
solute optical properties in homogeneous samples, its accuracy is still
not adequate even for bulk measurements of oxygenation [60]. Time
domain NIRS, on the contrary, employs light source providing pulses
lasting a few tens of picoseconds and sub-nanosecond resolution pho-
ton counting detectors. By detecting temporal shape changes of the
injected pulses it can disentangle the contributions of scattering and
absorption, which can be absolutely quantified. It is also intrinsically
stable to changes in the overall intensity that are generated e.g. by
movement of the sample. It was shown that TD methods can readily
regress extracerebral systemic changes from deeper brain ones [61], 62],
a feature that CW techniques used in functional studies struggle to
achieve [63]. Frequency domain (FD) NIRS, another commonly used
approach, allows the independent determination of p, and p by mea-
suring the phase shift and attenuation of a very rapidly (~100 MHz
or above) intensity modulated source [15].
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Figure 2.2: Two common NIRS approaches for the quantitative study of
biological tissue properties. Compared to continuous wave, which measures
only the relative changes (attenuation) of a known source, time domain
methods, by measuring the temporal broadening of a known short (~100 ps)
pulse of light, allow disentangling u, from p/ contributions.

2.1.2 Diffusion approximation

A quantitative approach to tissue spectroscopy greatly benefits from
a convenient model of photon migration that can predict, and therefore
be compared to, the measured optical signals. An equation describing
radiative transport, the RTE, can be written for the radiance L (in
units of Wem™2sr™!) based on the balance of energy (the continuity
equation) inside a 3D volume element of tissue. However, with some
assumptions a much simpler equation can be used to describe photon
migration through a turbid medium [64]. This equation, termed the
diffusion equation (DE), combines a continuity equation with Fick’s
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first law of diffusion for photons, which introduces a photon diffusion
coefficient D = ¢;,v/3 (in units of cm?s™!). Tt is generally written
for the fluence rate ¢ (in units of Wem™2), which is the integral of
the radiance L for all solid angles. This formulation is an analogous
to the diffusion of heat in a metal and generally similar to those that
describe propagation of particles that are not driven by external forces
[65]. This much simplified and more tractable description of radiative
transport in turbid media has been tested extensively and found to
describe light transport phenomena in many cases of interest with an
accuracy that is comparable to the RTE [66].

Boundary conditions

Several analytical solutions of the DE are known, depending on the
boundary conditions of interest. In this work, the semi-infinite approx-
imation for the reflectance geometry is considered. In this geometry,
the turbid medium is modeled as a infinite slab on the spatial xy-
coordinates plane, having infinite thickness, and having a boundary
on the z = 0 plane, where the source of light (a pencil beam that is
perpendicular to the boundary) is located. The detector is also lo-
cated on the same boundary, defining a source-detector separation p.
Mathematically, the exact partial flux or the simpler extrapolated-zero
boundary conditions [67] can be used when there is a sharp difference
in the index of refraction across the z = 0 plane, n, = 1, /Ny In the
first case, the fluence rate ¢ is related to its gradient at the boundary

p=zn-Vo at the interface (2.5)

(with n the unit vector pointing outside the surface, i.e. negative z
direction) while in the second ¢ is Taylor expanded to the first order
around the interface

o) = oz =0+ 22 o ez =0 (2.6)

z=0



In both cases, z;, is called extrapolated boundary distance, and de-
pends on the transport length ¢, = 1/u) and the effective Fresnel
reflection coefficient R.s; [B]

Resp ~ —1.44n,2 +0.71n, ' + 0.668 + 6.36 - 10~°n,. (2.7)

as 1 n R
= 20, — I 2.8
b i Ry (2.8)

This last formulation (eq. [2.8)) is equivalent to considering two isotropic
light sources located one at z = {;, inside the medium and one out-
side at z = — (- + 22p); it is a reasonable approximation to the exact
boundary [67, [66]. The method of images can be applied to obtain the
analytical solutions of the DE in a variety of geometries [5].

A
Detector

Nout

Figure 2.3: Schematic of the semi-infinite geometry described in the text.
The separation between source and detector is p. Two image sources, one
inside and one outside the medium, are modeled at the xy position of the
source.
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A general property of the RTE and of DE is that, when a Green’s
function solutions G (solution of for a Dirac’s delta source in both
space and time), is known, solutions to more complex source con-
figuration can be obtained by convolution integrals [65] [5]. Another

useful property regarding the solution space is that if Lg(r, Q, t)
ta=0
is a Green’s function solution of the RTE for the non-absorbing case

(,ua:()), then
L(r, Q,t) = exp(—ptq vt) Lo(r, Q1)

is still a solution when a homogeneously absorbing medium of absorp-
tion coefficient p, is considered. It is postulated that this property are
still valid for the diffusion approximation of the RTE [6§].

Diffuse reflectance

An analytical expression for the light intensity recorded by a fiber
at a distance p from the source, on a semi-infinite medium with co-
efficients p, and pf, index of refraction n;, = n, having a bound-
ary at z = 0 with air (n,,=1) and for a radiant source of intensity
S(r,t) = Sed(r)d(t—10) that is small compared to the source-detector
distance p (e.g. a laser beam exiting from a fiber), was first obtained
by Patterson et al. [69] using a derivation for DE formulated for an
absorbing medium. This solution, termed reflectance function R(p,t),
can be introduced as the Green’s function solution of the DE in terms
of the square modulus of the photon flux

R(p,t) = |J(r =p,z= 07t>| =

2, .2
+ z
=Sy (47 D)3/ t—tg) % A ). 2.9
0 ( m ) Zb( 0) eXp 4D(t—t0) ( )
exp [—pq v(t — to)]

by using the polar symmetry of the considered geometry.
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Here it is noteworthy that the dependency on the absorption coef-
ficient appears simply as a multiplicative exponential factor

exp [_Ma U(t - tO)]

of the non-absorbing solution.

2.1.3 Time resolved spectroscopy

Frequency and time domain methods can be used to disentangle
and therefore separately measure the absorption and scattering prop-
erties of tissue. In time domain, time resolved spectroscopy (TRS), the
broadening of short (1 to 100 ps) laser pulses at a wavelength of interest
(for tissue spectroscopy, wavelength A is chosen in the NIR water win-
dow, 600 to 1200 nm) can be used to characterize a turbid medium and
precisely measure its absorption and scattering coefficients, provided
a model of light transport in the experimental geometry of interest is
known. Limited to diffusive semi-infinite turbid media, this is conve-
niently carried out by comparing the solution of the diffuse reflectance
R(t) (eq. [2.9)), convoluted with the instrument time response function
(IRF), with the distribution of times of flight (DTOF); the DTOF is
in fact the broadened profile of the laser pulse after it has traveled
trough the medium. Timing electronics (e.g. time correlated single
photon counters, TCSPC) and precise (i.e. low jitter) single photon
detector can be used to measure the delay between the detection of a
photon and its emission; the DTOF is therefore obtained when enough
photons are collected (in order to overcome photon counting Poisson
noise) and the histogram of their arrival time is computed [70]. In
reflectance geometry, if ~100 pm core fiber optics are used as source
and detector points, R(t) can be estimated as the Greeen’s function
solution of the DE for some relevant boundary conditions [69, [68].
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Linear method

With TRS, the error of the estimation of optical properties (namely
s and pl) is generally a few percent for typical measurement condi-
tions in tissues [I8] [71]. An even more accurate and precise estimation
of optical properties is particularly important for developing recipes
for reference standards (phantoms). To do so, a linear method has
been proposed [71]. It relies on two properties of the solution of the
RTE and DE.

First, if the difference between two experiments depends only on
the changes in the absorption coefficient Ap,, by invoking the scal-
ing property of DE and RTE the detected intensity (by instance, the
normalized reflectance R'(t)) changes with respect to the baseline nor-
malized R(t) only by the multiplication by a factor exp(—Apu, vt).
Experimentally, computing the natural logarithm ratio of the two re-
flectances yields

R(t; p1a) _ A
log <R’(t;,ua n A,ua)) = Apg, vt + log (A’ (2.10)

where A" and A are the count rates of the two measurements. Changes
in absorption can be therefore recovered by estimating the slope through
a linear fit of the logarithm of the ratio of a certain number of re-
flectance measurements with respect to time. I stress that the mea-
surements have to be carried out at the same distance p, with the same
instrument and therefore the same IRF, and on samples differing one
from each other only by the absorption coefficient. Even though these
assumptions are hard enough to make its application to living tissue
sound questionable (although often a requirement in some CW NIRS
formulations), it is an ideal condition when titrating the concentration
e.g. of ink in a phantom. Care must be taken in using inks and pig-
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ments that have a non-negligible albedo, as their concentration shall
contribute only to sample’s absorption and not to scattering.

Secondly, by looking at the form of the solution of the DE with
extrapolated boundary conditions (e.g. eq. , the only dependence
on the source-detector separation p resides in the exponential factor
exp (—r°/aD(t —t)). Therefore, by taking the natural logarithm of two
measured R(t; p) and R(t; p + Ap) one obtains

R(t; p) ~,3Ap1 A
log (R’(t;p+Ap)> = M7 + log T (2.11)

This time, the reduced scattering coefficient p, can be recovered from
a linear fitting between the variables 1/t and log(R/R’), for a certain
number of reflectance measured at different source detector separa-
tions.

Following the error analysis reported in [71], an error in the esti-
mated optical properties as low as 0.5% for absorption and 1.5% for
reduced scattering of a phantom preparation can be reached by this
method.

2.1.4 Depth of penetration of photons

Interestingly, unlike in the CW case, when time domain methods
are used the penetration depth of photons in a turbid medium in re-
flectance geometry does not depend neither on the source-detector
separation nor on the absorption coefficient [72], [16]. The penetration
depth increases as the photon time-of-flight increases. This seems
counter-intuitive, but can be proven matematically by modeling light
transport in reflectance geometry in a slab of depth d. In this case,
the probability a photon detected at a distance p and time-of-flight ¢
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has of reaching depth z, indicated as p(p,t, z), is proportional to the
reflectance measured if the slab thickness was infinite (semi-infinite
medium) minus the reflectance for a slab of thickness d = z. This ba-
sically corresponds to the fraction of reflectance photons that would
be lost due to the finite thickness of the medium. The exact expres-
sion for p(p,t,z) is given in [72] by computing the reflectance in a
turbid slab, and although the reflectance does depend on the optical
properties of the medium and on the source-detector separation, both
the time resolved probability p = p(t,z) and the mean path length
in tissue within a layer of thickness d at a depth z, (s)(t, z,d) do not
depend on then[]

The dependence on p, and p is evident in CW techniques; in the
steady state the optical properties and p determine the probability
distribution of time-of-flight at the detector. Longer separation for
example imply longer average times-of-flight, that in turn correspond
to higher depth of penetration of the photons. This fact has been
widely utilized in research. In their work for example Yu et al. ([73])
used increasing source detector separations in the range 0.5 to 3cm to
probe deeper into the more metabolically active and reactive muscle
tissue of the arm during a cuff occlusion. An extract is shown in figure

2.4

2.1.5 Depth of penetration enhancement by time-
of-flight gating

Late photons that convey to the detector information about deep tis-
sue are rare and hard to detect, i.e. signal-to-noise is poorer [13]. The

LAn implication of this is that the average maximum and mean penetration
depth ($maz) and (s) do depend on the time-of-flight only. For quantitative esti-
mation of these quantities, please refer to [16], fig.5 a) and b).
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input power of light cannot be raised above the maximum permissible
exposure limit for skin and, even so, the rapid decay of reflectance as
time-of-flight increases means that shallow-dwelling early photons are
preponderant and consume the dynamic range of the measurement if
they are not properly accounted for. The time-dependent, semi-infinite
medium solution in eq. is however a monotonous decreasing contin-
uous function with respect to the source-detector separation p, which
means that more photons are being detected at any time-of-flight as
p decreases. For this reason, a null-separation approach has been first
proposed [74] and then implemented [75]. Null separation time domain
approaches combine the advantages of having more photons available
at every time-of-flight and of having an increase spatial precision by
minimizing the partial volume effects, as photon migration is confined
to smaller volumes (see fig . On a technological point of view, the
overwhelming contribution of the small time-of-flight photons can be
neglected by using a fast gated detector synchronized with the pulse
emission time and turned on, at each pulse, at a delay correspond-
ing to the maximum time-of-flight of the early coming photons to be
rejected.

2.2 Speckle fluctuations and light scat-
terers dynamics

2.2.1 Diffusing wave spectroscopy

Quasi elastic light scattering, also known as dynamic light scattering
(DLS) or photon correlation spectroscopy, is a widespread technique
used among other things for particle size determination [76]. It uses
the single scattering theory to interpret the correlation of the intensity
of light scattered by small concentrations of scatterers. In 1987, Maret
and Wolf first introduced experimentally a way to study the Brown-
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ian dynamics of light scatterers in the multiple scattering regime [77],
highlighting a strong dependence on the experimental geometry of the
data. Photon diffusion theory was applied to the quantitative inter-
pretation of data [78] and the technique was termed diffusing wave
spectroscopy (DWS). In DWS, a model for the electric field autocor-
relation can be written as

a(r) = /0 " R(s) exp (—21i> ds (2.12)

To Lir

where 7 is the autocorrelation time and R(s) is the probability of
detecting a photon with path length s in the sample. An equivalent
expression can be found substituting the time-of-flight ¢ = s/v for
media in which n (and therefore v) is homogeneous. In eq. [2.12]
70 = (Dp ko) is the characteristic decay time of the autocorrelation
which depends on the Brownian diffusion coefficient Dg (in units of
cm?s71) of scatterersf and ko = 27n/\ is the wave number of light in
the medium. The exponential factor in eq. can be interpreted as
the contribution to the autocorrelation decay of a single path length,
and s/¢,. is the average number of randomized scattering along the
path. Two of the most remarkable improvements of DWS over DLS,
apart from working in multiple scattering regime, are the sensitivity to
movement of the scatterers over length scales much smaller than A, and
a much weaker dependence on the size dispersion of the light scattering
particles [79]. If long paths with high number of scattering, therefore
carrying the contribution of many scattering events, are considered,
each particle need to be displaced by only a small distance for the total
path length to change by a wavelength. On average, DWS is sensitive
to scattering displacements of the order of A (s/f;,)~ .

2This should not be confused with the photon diffusion coefficient D introduced
previously
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2.2.2 Diffuse correlation spectroscopy

In the first half of the 90s of the past century the seminal work
of Ackerson et al. [80], and the later contribution by Boas et al. [0],
introduced a mathematical way to describe the transport of the electric
field (E(r,t)) non-normalized autocorrelation in turbid media like the

tissue
Gi(r,7) = (E(r,t)- E*(r,t + 1)) (2.13)

where (-) denotes the expectation value or equivalently, by a exper-
imental point of view, the ensemble average over the realizations of
an experiment, 7 is the correlation lag time, and * denotes the com-
plex conjugate. Relying on the diffusion approximation for describing
photon transport, this equation was termed correlation diffusion equa-
tion (CDE), and solutions are known in the semi-infinite reflectance
geometry for extrapolated boundary conditions[5]

v [exp(—K(T)rl) _exp(=K(7)n)

Gi(p, 2z, 7) = (2.14)

47 D 1 Ty

with

K (r) = \/3uapt, + k3 1, (Ar2) 7
= \//02 + (2 = by )?
o =V P2+ (2 + 22 + by)?

(for a graphical representation of 71 and r;, please refer to fig. [2.3)).
The term (Ar?(7)) in K represents the mean square displacement of
the light scatterers during time 7 and has been found [81] to be best
approximated in perfused tissue by

(Ar*(1)) =6aDpT
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which namely corresponds to red blood cells that behave as Brownian
diffusers in the tissue, having a diffusion coefficient Dg, and interacting
with light with a probability a with respect all the other scatterers.
Despite being essentially the same thing, in terms of technology, as
DWS, one generally refers to it as diffuse correlation spectroscopy
(DCS) when it is applied to the study of living perfused tissue, due to
historical reasons.

In a typical DCS experiment, the normalized intensity autocorrela-
tion gy is computed from a stream of timed photon detection events
yielded by a photon counting device. A quantitative model for the
decay of the normalized electric field autocorrelation function g;(7),
derived from the photon diffusion approximation for a wide range of
commonly used experimental geometry, is fit to the data to recover a
blood flow index (BFi) as a free parameter. The model in equation
[2.14] can fit intensity correlation data only if the electric field E is
a Gaussian variable in time with zero mean, an assumption that has
been found to be true a posteriori for most biological tissue [5, [82].
It relies on the fact that a high number of scattering events along the
photon paths happen to be with mutually independent moving scat-
terers (i.e. the sample is ergodic). In this case the Siegert relation [27]

92(T) = 1+ B|G1(1)/G1(0)” (2.15)

allows fitting the measured (normalized) intensity autocorrelation go(7)
with the model presented in eq. [2.14l An estimation of the blood flow
index BFi=aDp is obtained as a best fit parameter.

Optical absorption and scattering coefficient (u, and g, respec-
tively) in eq. affect the estimation of the BFi value; they need
to be independently estimated by time domain or frequency domain
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spectroscopy (time resolved spectroscopy, TRS, and FD-NIRS, respec-
tively), otherwise only relative changes of BFi can be detected under
the assumption that the effects of changes in u, and p. are negligible
during the measurement.

The signal-to-noise ratio of DCS depends among other parameters
on the optical coherence length of the laser light and/or the num-
ber of independent electric field modes that are detected and resolved
[83]. The experimental parameter (5 is an experimental constant that
depends among other things on the number of detected modes and
on the coherence length of the laser [83]. In order to achieve optimal
SNR, state-of-the-art DCS instruments make use of a continuous wave
laser that has very narrow bandwidth and, therefore, long coherence
length. Namely, coherence length must be much longer than the max-
imum difference of the path length that the detected photons traverse
in the tissue [83].

Despite the fact that BFi has dimensions cm?s~! it has been found
to strongly correlate with other techniques that measure blood flow
in vivo in human tissue, as Xenon-enhanced computed tomography
(Xe-CT), positron emission tomography (PET) and arterial spin la-
beling magnetic resonance imaging (ASL-MRI) [14]. Recently it has
been proposed that by measuring the transit of intravenously injected
indocyanine green boluses in brain tissue, relative changes in DCS sig-

nal (rBFi) can be calibrated to obtain absolute cerebral blood flow
1841, 185].
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Figure 2.4: A schematic of a multi-layer tissue model and the simplified
presentation of diffuse light penetration in relation to the different source-
detector separations. The source-detector separations are 0.5, 1, 2 and
3 cm respectively. Grey shaded areas indicate schematically the simplified
presentation of the penetration (the light visitation probability) of diffuse
light in relation to the different source-detector separations, simulated via a
three-point green function method (please refer to the original publication
for the details). Clearly, the signals from the large separations of 2 cm and
3 cm derive mainly from the muscle tissue whereas signals from 0.5 cm and
1 cm are mainly from upper layers. (Adapted with permission from [73]).
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Figure 2.5: (a) Sensitivity profiles for 30mm (top) and for the
null-separation (bottom) in a homogeneous medium (p,=0.05cm™?,
pul=10cm~!, n=1.4) with an embedded simulated moving inclusion (ab-
sorption ua(i):0.2cm_1, scattering u;(i)zlocm_l and volume 1mm?).
Each line represents the contour edge of the contrast at 4% of the max-
imum, at a given time-of-flight (only data from ¢ in 0.5 to 4ns, in 0.5ns
steps, are shown for clarity). (b) Time-resolved reflectance curve for small
source-detector separations (0, 2, 4 and 6 mm) and for 30 mm in a homo-
geneous medium. (Adapted with permission from [74]).

44



Chapter 3

Time domain methods for
blood flow estimation

This study has been carried out in collaboration with Dr. Sanathana
Konugolu Venkata Sekar, Lorenzo Colombo, Dr. Alberto Dalla Mora,
Dr. Alessandro Torricelli, Dr. Davide contini, Dr. Antonio Pifferi, Dr.
Edoardo Martinenghi and Dr. Laura di Sieno from Politecnico di Mi-
lano (Milano, Italy) and was partially disseminated in peer-reviewed
publications in Ref. [86] and Ref. [87], plus one in press ([88]) and
in various conferences worldwide (ECBO 2017, Munich, Germany: in-
vited oral contribution [89]; OSA 2018, Fort Lauderdale, Florida, USA:
oral contribution [90]; ECBO 2019, Munich, Germany: oral contribu-
tion [91]).

The work presented in the last section has been made possible
thanks to the collaboration with Ernesto Vidal Rosas from ICFO
(Castelldefels, Spain).
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3.1 Introduction

The combination of TRS and DCS can use the estimated local op-
tical properties in the DCS fit to obtain absolute blood flow index
and oxygenation values. This has been demonstrated in several stud-
ies [17, I8 19, 20]. However, the proposed hybrid solutions so far
use separate laser sources and detectors; the two techniques are made
to work together by using optical filtering, with a consequent sub-
optimal light collection efficiency, or using time-multiplexing, which
reduces the sample rate. In addition to this, as described in [21], [17],
continuous wave DCS and TRS have different penetration depths and
sampling volumes, possibly resulting in partial volume effects that are
difficult to correct and that depend on the optical properties and struc-
ture of the tissue being probed. The ultimate combination would be
to utilize pulsed sources, similar to those used in TRS, to measure a
path length resolved DCS signal.

Unfortunately, standard picosecond pulsed sources used as TRS
sources have too low coherence lengths (.) to be used as DCS sources.
In reflectance geometry, typical tissue optical properties result in dis-
tributions of the path lengths that are much wider (in the order of
10m). When /. is smaller or comparable to the span of photon
path lengths, the signal-to-noise ratio is expected to decrease and the
Siegert relation that relates g; to the measured go has to be modified
[26].

Time-bandwidth product acts as a physical limit on the compro-
mises that can be accepted between short pulse duration and long /..
In the simple case of Gaussian temporal beam profile of FWHM At,
being Av the FWHM bandwidth, it can be stated that

AvAt <11 (3.1)
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with II a dimensionless constant called time-bandwidth product that
depends on the characteristics of the laser. A Gaussian transform-
limited (e.g. not chirped) pulse (IT = 0.44) of 10 ps has a bandwidth
of at least 4.4 GHz. As large bandwidth is inversely related to /., this
corresponds to a /. at 785 nm wavelength of at most 22 mm. Compro-
mises must be made in order to use the same pulsed sources for TRS
(short pulse needed) and DCS (short bandwidth needed).

Just recently pulsed light DCS has been demonstrated to be fea-
sible at relatively low source light levels [31]. In the cited work, a
custom made two stage pulsed laser (150ps pulse width, 150 MHz
repetition rate, 6.5 mW power) and a prototype red enhanced single-
photon avalanche photodiode (SPAD) were used in addition to a cus-
tom built time to digital converter (TDC) to select only portions of
the photons arriving at the detector based on their time-of-flight. By
selecting (gating) photons in a narrow (48 ps) window (gate) of arrival
times with respect to the laser pulse clock (time-of-flight), the span
of photon path length in a gate is reduced and some signal-to-noise
ratio of the intensity autocorrelation can be recovered, even if the co-
herence length of the pulsed source is limited by the time-bandwidth
product and by other factors. Signal-to-noise ratio is proportional to
the value of intensity autocorrelation at zero lag time, or 3, that is
in fact expected to increases when the gate width decreases. More
recently commercial sources and detectors have been used as reported
in [92].

As an experimental strategy, the use of a pulsed but yet sufficiently
coherent laser would allow using broader gates and this in turn increas-
ing the photon count rates at each gate; signal-to-noise ratio of the
estimated autocorrelation curves can therefore be increased, allowing
faster time resolution TD-DCS that until recently hindered important
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i vivo applications in humans.

Searching for a compromise between the pulse duration and coher-
ence length it should be taken into consideration that broad pulses,
other than degrading the capacity of accurately estimate the optical
properties as happens in TRS, limit in a sense the use of narrower
gates as they mix photons with different times-of-flight in a similar
fashion to when using high timing jitter detectors.

Another approach is to use interferometric techniques that can mea-
sure the scattered electric field autocorrelation function by sweeping
the source wavelength in time, as initiated by the work of Tualle et al.
[93, 94] and recently demonstrated in vivo on small animals in [95].
Although its apparent convenience, the practical in vivo translation is
complex.

In this chapter I describe how an experimental setup based on a
pulsed yet highly coherent active mode locked laser and a novel ac-
quisition scheme, based on broad, hundreds of picoseconds time-of-
flight gates, allowed for the first time in vivo human measurements
of cerebral hemodynamics and of fast-changing blood flow in a arm
cuff occlusion experiment with 1s resolution. Beside proving that
the TD-DCS technique allows to retrieve optical properties (u, and
L) and to enhance the depth sensitivity, I also show that blood flow
can be measured at very small, ideally null source-detector separa-
tions. I present this as a consequence of independence of path length
distribution from source-detector separation that is proper of time do-
main methods (see section [2.1.4]). Finally, I show how the discussed
technological improvements can be applied to speckle contrast optical
spectroscopy (SCOS), achieving time domain SCOS for the first time.
This latter technique has many potential advantages that I discuss
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thoroughly in the last section.

49



3.2 In viwo time domain diffuse correla-
tion spectroscopy

3.2.1 Improvements to the state-of-the-art

Previous state-of-the-art TD-DCS setup [30, [31] did not have suffi-
cient signal-to-noise-ratio for fast (seconds) acquisition of in vivo mea-
surements. Using a pulsed yet highly coherent active mode locked laser
as the light source it was possible to make use of broader (hundreds of
picoseconds to nanoseconds) time gates, allowing breaking the signal-
to-noise ratio barrier and demonstrating the usefulness of TD-DCS in
vivo in humans for the first time.

Three main benefits of the TD-DCS approach are foreseen, with
respect to CW-DCS, when applied in vivo are:

1. the simultaneous estimation of optical properties and blood flow
offers a more complete picture of the hemodynamic processes
investigated;

2. the selective use of deeper reaching photons signal, depth sen-
sitivity is achieved in a way that is less sensitive to the con-
founding heterogeneity of the probed tissue at a macroscopic
level as would happen in a CW multi source-detector separation
approach [96, [61];

3. the disentanglement of the separate contributions of i) the time-
of-flight distribution in tissue and ii) the flow of red blood cells
to the estimation of absolute BFi from the decay of g; curves is
achieved in a physically elegant way expressed by eq. [2.12]

I demonstrate these points first on phantoms and then on the head
and arm of healthy subjects when blood flow is (reversibly!) hindered
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by applying superficial pressure to the area being probed on the head
or by occlusion of afferent arteries by the inflation of a arm tourniquet.

3.2.2 Methods

Instrumentation

Figure [3.1] shows the experimental setup of the TD-DCS experi-
ments described in the present section. The instrumentation com-
prised the laser source, a detector with its associated timing electronics
and correlator, and the fibers used to guide light.

Ti:Sapphire !
laser Photodiode —__TesPe
[ Y A .
Optica| divider NIM § Software :
Attenuator (~35ps)| § correlator
Single
mode fiber SPAD =
Multi mode detector |—
Connections: fiber
— Optical (source) —| Correlator
) . SAMPLE Coarse Res.
—— Optical (detection)
TTL
— Electric (’“250p5)

Figure 3.1: The sketch of the experimental setup for the TD-DCS system
(adapted with permission from Ref. [86])

The laser source was a custom made [97, 98] active mode locked
titanium-sapphire laser (Ti:Sa) operated at 785 nm, pulse repetition
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frequency of 100 MHz, and a variable pulse width (FWHM) that for
the experiments described here was in the range between 100 to 350 ps,
depending on the carrier number and cavity offsets, which I estimated
from the FWHM of the system IRF. An acousto-optic modulator in the
laser cavity allowed phase locking of longitudinal modes, leading to a
high temporal coherence characteristic of the beam. Population inver-
sion was achieved by pumping the lasing crystal with a 5 W frequency
double continuous wave Nd:YAG laser. A small fraction of the Ti:Sa
beam (< 5%) was split off by a pellicle beam splitter and detected
by a photodiode (OCF-401, Becker & Hickl, Germany) that generated
an electronic synchronization signal (SYNC), periodic, and with the
same period of the laser pulse. A fast active comparator circuit (SYNC
divider), developed in house, removed one pulse every two or three,
depending on the experimental needs, thus decreasing the frequency of
the synchronization signal. At 100 MHz in fact the SYNC rate would
have been too high for the timing electronics (time-to-digital convert-
ers or time correlated single photon counters) or time-gated detectors
like the one used (see below). The rest of the light was attenuated
with a stack of three metallic variable attenuators, cleaned by pass-
ing through a ~3 mm wide adjustable size aperture iris, and launched
into a 3m length, 200 pm core diameter, step index fiber (WF200,
Ceramoptec, USA) by using a F280APC-780 fixed-focus collimator
(Thorlabs, USA). Prior to the measurement, the attenuator was set
to reduce the output light at the sample-facing tip of the multi mode
fiber below skin maximum permissible exposure (MPE) according to

ANSI 7136.1.

The light was collected at a variable distance depending on the ex-
periment by a single mode fiber (780HP, 4.4 pm core diameter, cutoff
wavelength 730 nm, Nufern, USA) and detected by a single photon
avalanche diode (SPAD, PDM model, Micro Photon Devices, Italy).
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The photon detection efficiency was estimated to be about 20% at
the wavelength of 780nm. The detector had two outputs: one was
a high detection timing precision, nuclear instrumentation module
(NIM) output, with nominal timing precision of 35 ps, while the other
was a coarser precision, transistor-transistor logic (TTL) output, with
few hundred of picoseconds timing precision.

A time correlated single photon counting (TCSPC) module (Pico
Harp 300, PicoQuant, Berlin, Germany) was connected to the NIM
output of the SPAD and to the timing electronics SYNC after it was
processed by the divider. The TCSPC card, however, could process
SYNC inputs up to a maximum frequency of 8 MHz. For this reason
only a pulse every three was accepted by the SYNC divider. The
TCSPC recorded on a file on a Windows computer a detection “time
stamp” for each photon that was detected. Each photon time of arrival
and delay with respect to the last SYNC signal could be extracted from
the time stamps. The timing resolution of this photon counting card
is 8 ps. I used a Windows 7 PC and the Picoquant instrument GUI
to carry out the acquisition in the T3 mode generating a .ptu file for
every experiment (8 in total).

An electronic 8-channel USB correlator (Flex-05, Correlator.com,
USA) was connected to the coarse (~250ps) precision TTL output
of the SPAD and used to independently compute ungated intensity
autocorrelation function to be stored in a control Windows PC. Dur-
ing some of the experiments, 1s resolution acquisition of the USB
correlator was manually synchronized with the PH-300 acquisition.

The overall IRF of a time domain spectrometer, as in TRS, can be
computed by producing the histogram of the times-of-flight directly
connecting the source and detector fibers [99]. As in TRS, a thin
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scattering layer, like for example paper [99] or polytetrafluoroethy-
lene tape (Teflon), was placed between source and detector multimode
fibers. The IRF was then acquired by facing the source and the de-
tector fibers directly in front of each other with a sub-millimeter thick
Teflon sheet in between and integrating for 30s. The full width at half
maximum (FWHM) of the IRF was about 100 ps.

Phantom preparation

A two layer liquid phantom container was built by separating two
water-tight compartments, identified as superficial (S) and deep (D).
They were separated by a 50 pm thick semi-transparent Mylar sheet
(RS components, Spain), a solution that has been previously proposed
when containment of some liquid phantom was needed [I00]. Another
Mylar sheet window separated the S compartment from the outside.
Optical investigation of both compartment was possible through it
(see fig. . The thickness 6 of S was varied with a precision mi-
crometer screw mechanism in order to reproduce different superficial
tissue thicknesses. Two different Lipofundin[] (B. Braun Melsungen
AG, Germany) based water solutions were mixed, one with 6.5% and
one with 13.5% (weight ratio) concentrations of Lipofundin. Since the
goal was to create a contrast in the diffusion dynamics of the scatter-
ers, [ added pure glycerol (Sigma Aldritch, USA) to the second, which
has the effect of decreasing the Brownian diffusion coefficient Dy of the
light scattering droplets in Lipofundin. Despite the decrease of the so-
lute /solvatant refractive index mismatch would bring down the g, the
higher concentration of Lipofundin exactly compensated for this effect
as it was described in [102]. The two phantoms were tested for hav-
ing the same optical properties by fitting their measured DTOF's with

'Lipofundin is an emulsion of fat droplets in water that is widely used as the
scattering part in water-based liquid phantoms for diffuse optics. It is an alterna-
tive of the better known Intralipid [I01].
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Figure 3.2: Sketch of the two-layer liquid phantom holder. § is the thickness
of the superficial layer S. This is a schematic representation therefore not
in scale. (Adapted with permission from Ref. [86])

the convolution of the IRF and the reflectance solution of the pho-
ton diffusion equation in reflectance geometry [68], 69]. I estimated
that having a 30% concentration of glycerol in the second phantom
determined a 40% lower Dpg. In a first step, both compartment were
filled by the pure Lipofundin/water solution (I call this condition dy-
namically homogeneous, or DH), and the height of S varied in §=5
and 10 mm. By replacing the content of the S compartment with the
Glycerol /Lipofundin /water solution, dynamically heterogeneous case
or DA was produced. In this case the height of S was varied to d=5,
10 and 15 mm. I carried out a measurement for each of the five config-
urations (two DH and three DA) by acquiring a total of about 4 x 10®
photons per measurement at 15 mm source-detector separation.
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In vivo experiments

A healthy human subject (male, 30 years old) with no history of
neurovascular diseases was recruited for the two protocols (head and
arm). The protocol was approved by the Ethical Committee of Politec-
nico di Milano and experiments were conducted in agreement with the
Declaration of Helsinki. The subject signed a written consent before
his participation.

Head The subject was instructed to lay on a bed, supine, and to
remain alert during the whole experiment. The location being probed
was a portion of the forehead, far from the midline and on a relatively
flat region. A 5 x 5 x 5cm black plastic fiber holder, which hosted
source and detector fibers and kept them 10 mm apart and pointing
perpendicularly on the skin was placed on this location. During the
first trial (control), the holder was secured to the head by encircling
both with a cotton mesh wrap. In the second trial, pressure was man-
ually applied by the experimenter by pushing the probe to the surface
of the head up to the maximum pressure the subject was comfortable
with. In this way I tried to reduce by compression the blood flow in
the tissue above the skull (scalp), as shown in [103] 104]. For each
pressure scenario (pressure and control), I acquired up to a target of
2 % 107 photons or 300s.

Arm The same source detector separation was used for measuring
the BFi on the arm before, during and after occluding the afferent
arteries by inflating a tourniquet of a manual sphygmomanometer at
180 mmHg, well above the subject’s systolic blood pressure. The black
plastic holder with the fibers of the head measurement was placed
above the brachioradialis muscle in the right arm and was secured
with a loose bandage. The tourniquet was placed right below the
shoulder joint of the same arm. The cuff occlusion started 245s after
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the start of the measurement and lasted 180s. In order to resolve
hemodynamic changes in time, after collecting 600s I divided the pe-
riod into smaller 1s parts that I analyzed separately. One of the USB
correlator channels was connected to the TTL output of the SPAD to
acquire ungated autocorrelations every second. It was started at the
same moment of the start of the TCSPC acquisition.

Data analysis

The time-of-flight (¢') of each detected photon was computed by
subtracting the time at which the IRF has a peak (), measured dur-
ing calibration, from the delay time that is available from each time
stamp. As a consequence of the introduction of a divider circuit, pho-
ton time delays could span three laser repetition periods (3 x 10ns).
To correct for this effect in the analysis I transformed the delay time
by applying a modulus operation with respect to the laser period. De-
lay time and laser period were rounded to the nearest 8 ps TCSPC
channel.

Gated autocorrelation was achieved by classifying the time tags ac-
cording to their time-of-flight. Limiting i.e. the autocorrelation or the
binned intensity computation analysis to a time-of-flight gate [t'y, 5]
means that only the time stamps with ¢’ that falls between the ex-
tremes of the gates should be considered. Both the intensity autocor-
relation and binned intensity were estimated by processing only the
photon arrival times ¢ stored in the time tags that belonged to a cer-
tain gate. Carrying out computations on a gate that extends between
—oo and oo is equivalent to carrying out a ungated CW-DCS analysis.

Intensity autocorrelation function go(7) was computed from the ar-
rival times ¢ by modifying the FoCuS-point correlator [105], which, in
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turn, is based on the relatively fast algorithm for photon autocorrela-
tion described in Wahl et al. [I06]. The notable modifications I carried
out were meant to control the spacing of the autocorrelation time de-
lay 7, to allow time-of-flight gating, and to control the time resolution
of the measurements. The binned intensity is computed by building
the histogram of the photon arrival times according to some selected
gate and resolution that are detailed in the following paragraph for
each experiment.

Pine et al. [30] first proposed in the context of diffusing wave spec-
troscopy that a model for the electric field autocorrelation function
measured in a gated, pulsed diffusing wave spectroscopy (DWS) ex-
periment, is given by the integral of the single photon path length au-
tocorrelation function, weighted by the probability of that path length
to be present among the detected photons. Assuming the Siegert re-
lation to be valid and the sample to be homogeneous in terms of its
refractive index n, which allows a linear relation between time-of-flight
t and path length s=c/nt’, a model for the intensity autocorrelation
is proposed:

2

¥y .
/ P(t") exp(—kt'T) dt’ (3.2)
t/

A

gg(T,l%) =147

In this equation, P(t') is the distribution of times-of-flight ¢’ in the
sample, [y, t5] is the time-of-flight gating interval, and the exponential
function is the electric field autocorrelation for a single path length in
tissue. Following the approach in [30] the probability distribution
P(t') is for these experimental conditions the diffuse reflectance R(#')
of eq. . The decay rate for a single time-of-flight k is

. 9 2
b= 2;/3% (%”) aDp (3.3)
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where Dp is the Brownian diffusion coefficient of the light scatterers
and « is 1 in phantoms, while it is usually fitted together with Dp
(aDp=BF1i) in vivo. With respect to path length s, k is used to
denote the autocorrelation decay (k = k ¢/n).

Fitting of the measured autocorrelations was carried out in Matlab
v2017b (Mathworks Inc, USA) with the fminsearch function using
as an objective function the square of the residuals between the data
(autocorrelation estimated by the software correlator) and the model.
I used different models, depending on the time-of-flight gate width:

e in case of broad gates, I fitted a numerical estimation of equation
3.2, with P(t') being the solution of the diffusion equation for
semi-infinite sample geometry and extrapolated boundary con-
ditions [68], 69], computed for the measured or known p,and g,
to the gated measured intensity autocorrelation data;

e for gates that are narrow with respect to the decay of P(t'),
as proposed initially by [31), B0], P(¢') can be assumed constant
and the integral dependence of equation drops. In this case,
exponential functions can be fitted to the autocorrelation of each
gate with respect to 7, obtaining kt; with t; = (; 5 —t; 4)/2 the
average time of the i-th small gate [t] 4, p]. A linear fit of
kt" with respect to ¢’ yields the estimate of BFi=aDpg as from

equation [3.3]

In the first case, as shown in [86], directly fitting the intensity auto-
correlation g, data allows to retrieve BFi along with g [107], instead
of estimating it from the intercept of go curves at 7=0 that, especially
for late gate and due to the low probability P(t'), tends to be rather
noisy.
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The ungated intensity autocorrelation curves acquired with the USB
correlator, when it was used, were fitted with the CW-DCS theory [5].

Optical properties of the two liquid phantom preparations (with and
without glycerol added) were measured for few seconds to measure
the distribution of times-of-flight (DTOF, shown in fig. from
which, with a standard TRS procedure, the optical properties were
determined by fitting it to a convolution of the IRF and the semi-
infinite solution of the diffusion equation for extrapolated boundary
conditions.

Here I considered narrow (160ps) and broad (0.8 to 3ns) gates.
Using the latter allow increasing the count rate, and therefore the
signal-to-noise ratio of the autocorrelation curves. For this reason,
broad gates allow also faster measurements compared to the narrow
gate case. Broad early gates are selected starting from the peak of the
IRF up to the point at which the DTOF has decayed to 90% its peak
value towards positive times-of-flight (falling edge). Broad late gates
extends from this point up to when the DTOF is no longer distinguish-
able from the noise floor, for a total width of 2 to 3ns, depending on
the optical properties and on the source detector separation. Narrow
gates are used only in the phantom assessment; narrow gate width is
a compromise between count rate and [ value obtained. Consecutive
narrow gates overlap by half their width (80 ps).

3.2.3 Results
Depth sensitivity in phantom

The reduced scattering coefficients were 10.6 cm™" for the phantom
with 30% added glycerol, and 10.5cm™~! for the phantom without glyc-
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NARROW GATES | BROAD GATES

) EARLY LATE EARLY LATE
dmm 52% 100% 47% 100%
10mm  36% 1% 34% 84%
15mm  28% 50% 28% 61%

Table 3.1: Relative Dg when S layer is filled by 30% glycerol-added phan-
tom (DA), for changing S layer thickness §, compared to the late gate or
gates when 6 = 5mm (100%).

erol. Absorption coefficients were 0.025 and 0.026 cm™!, respectively,
compatible with water absorption at that wavelength [108].

For narrow gate analysis I have identified two regions, early and
late, reported in fig. as shaded areas. The decay constant ks of the
narrow gate autocorrelation with respect to the delay time 7 increases
at later gates. I believe that the non linear behavior before the green
shaded region (s <70mm) is due to contributions of the finite IRF,
of non-diffusive photons, and of the noise associated to the finite gate
width. On the other side, for late gates outside the orange shaded
area (s >500mm), few photon fall into a narrow bin therefore the
noise of the autocorrelation becomes important. The linear coefficient
k becomes significantly affected, by substituting the superficial layer
with the phantom that has reduced scatterers Brownian motion, i.e.
during the transition between DH and DA. Notably, the Dg that was
retrieved from the linear fit of k£ in the two shaded regions drops as
the thickness of the superficial compartment ¢ is increased (see table

5).

Autocorrelation estimated in the two broad gates was also numeri-

cally fitted with the method described in section All Dg values
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changes are relative to the DA late gate at smallest superficial thick-
ness (100%).

Cerebral BFi measurements

Figure [3.4] reports the results of in vivo head measurement when
the hemodynamics of the layer above the skull is altered by manually
compressing it, a measurement that has been recently been repeated in
[92]. In the figure, gy curves for early ($=0.41), late (8=0.25) and un-
gated (=0.29) case are shown, and a 90 keps at 1 cm source-detector
separation was achieved in both cases. Analysis of the ungated case
showed that the BFi decreased by 61% when pressure was applied.
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Figure 3.3: (Top) DTOF curves of the two homogeneous liquid mixtures,
with (30% gly) and without (0% gly) glycerol. No difference is evident as
the optical properties of the two phantoms are almost identical. (Bottom)
Narrow gates autocorrelation decay rates (ks) for the DH (circles) and DA
(triangles) two-layer phantom configurations. (Adapted with permission

from Ref. [80]).

63



a b) 1g==
) 14 o EARLY ) Py, e,
R & LATE ﬁ,& ‘g'.
o UNGATED 08 : %,,!‘
' %
T o, : % 4
o %
o %
“I= no pressure L%*% N
© with pressure| .. g e
0 3

10%  10* 10% 107
7, [s]

EARLY LATE

1t _ ) -
i I l
0 I

no pressure with pressure

rBFl

Figure 3.4: (a) Intensity autocorrelations of the early and late gates, and
the ungated case, in the control condition (no pressure applied) for the
head experiment. (b) Electric field autocorrelation for the early gate when
pressure is applied on the probe compared to control. The distortions from
the model at late lag times are a common feature of in vivo DCS data as
illustrated in [5], see fig. 8 therein. (c) Relative BFi with for the early and
late gates and the two conditions (no pressure, with pressure) is shown.
For each condition, the BFi is normalized by the ungated control condition
value. (adapted with permission from Ref. [86])
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Arm cuff hemodynamics

Figure summarizes the measured BFi changes relative to the first
100 s baseline during the various stages of the arm cuff occlusion. Mea-
sured g, curves are not shown (average  was 0.36 and 0.32 for early
and late broad gates, respectively). In both BFi time series the de-
cay following cuff occlusion, the hyperemia and the recovery are well
visible, as well as with the ungated case (continuous line), that was
acquired using the Flex-05 correlator. All three traces are very close
to each other. The superficial thickness above the muscle, estimated
with a skin caliper after folding the skin and fat, was 2.5 mm.
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Figure 3.5: Relative BFi (normalized to the first 100 s) during the arm
cuff occlusion experiment, broad early and late gates (dots, 1s resolution)
and represent the broad gates analysis (continuous line, 1s resolution).
The continuous line is the rBFi estimation from ungated analysis carried
out with the hardware correlator (1 second resolution). (adapted with

permission from Ref. [86])
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3.2.4 Discussion

In the phantom measurements, achieving the same optical proper-
ties in the two compartments means that the contrast is entirely due
to the different viscosity that affects Dg. Using narrow gates it is
evident how increasing 6 does not change the slope of k£ in the DH
case. On the contrary, using narrow and broad gates and comparing
to the ungated case, I have shown (see fig. and table that the
decorrelation of the earlier gates is slower when I increased ¢ in the
DA case.

Slower decay of the early gate (superficial tissue) is also evident on
the head when I applied pressure, compared with the control condition,
when no pressure was applied. Compression does not in fact affect the
deeper brain tissue, which is protected by the hard skull bone [14], T03].

Both phantom and head experiments show the usefulness of the
technique to enhance the depth sensitivity of BFi measurement, re-
ducing the partial volume effect described in section from the
superficial layer.

Intensity autocorrelation (gy) curves on the head appear to be well
differentiated among the various gates in the control condition, when
no pressure is applied from outside. Despite changes in the optical
properties that shall take place when compressing the superficial tis-
sue with respect to the control condition (not estimated), /5 scales as
expected between early, late gates and the ungated case (fig. , a),
and the count rate is not significantly affected.

Surprisingly no difference is seen between the measured relative BFi
in the early, late gates, and in the ungated case. This is unexpected

67



because, due to the higher oxygen consumption of the deep muscle
tissue, which is more metabolically active and reactive than the more
superficial skin and fat layers, a higher hyperemic peak in the late
gate was expected [73]. T attribute this behavior to the thinness of
the superficial tissue measured by the skin caliper for this particular
subject (2.5 mm).

In all the experiments I have reported, the absolute values of 5 are
sistematically higher than ones reported in ref. [31I], and also than
in the more recent example given in ref. [02]; this is evident, for
example, by comparing the values obtained in the experiments on the
head. Cleaner spectral content of our laser is speculated to be the
reason; pulsed light from our source is closer to be bandwidth-limited
due to the tunable active pulse locking.

3.2.5 Limitations and outlook

I have not reported many possible combinations of changes of dy-
namics and optical properties in a two layer media. Moreover, the
choice of only two broad gates, or conceptual separation of narrow
gates into earlier and later sounds quite arbitrary: sets of numerous
time gates are commonly used in TRS [109]. However, this work is
meant to establish the proper experimental and theoretical framework
under which a more careful characterization of the depth sensitiv-
ity enhancement, and how dynamical and optical properties contrast
between layers affects this enhancement. Recently the effects of in-
strument precision have been taken into account, independently, by
[110, 111]. Accounting for the effect of a non-null IRF and coherence
length comparable to the span of photons within a gate is not carried
out here, but it is strongly advocated and it is even unavoidable when
one want to deal with absolute values of BFi.
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Independently from the above mentioned corrections, some works
suggest [27], 1T2] that the Siegert relation might not be valid when the
coherence length of the source is in the order of the distribution of
photon path lengths in tissue, or even shorter. Here I have demon-
strated that this relation still allows us to extract meaningful values
of BFi from in vivo experiments. Sutin et al. [31] have justified the
application of the Siegert relation saying that it only apply to small
gates: however, in a recent publication [92] they estimate the coher-
ence length of their laser used in 2016 to be less than 5mm, corre-
sponding to a coherence time of 24 ps, which is even smaller than the
48 ps narrow gate width they used on phantoms. I believe that the
greater coherence length of our system allows to avoid most distor-
tions due to the non-ideal conditions when working with broader (up
to 1ns) gates. No evidence of distortions like for example the inten-
sity autocorrelation curves not decaying to one at infinite time were
observed.
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3.3 Time domain diffuse correlation spec-
troscopy at short source-detector sep-
aration

The time-domain approach is beneficial since it increases the sen-
sitivity of DCS to deep blood flow. Using a finite, non-null source-
detector separation, i.e. a physical separation that can be up to tens
of millimeters, results in a sub-optimal photon collection efficiency
[16]. The probability of light traveling from the source to the detector
decreases as their distance on the surface of a turbid medium increases.
In continuous wave DCS [I4] and NIRS [113] source-detector separa-
tions in the order of centimeters are the only way to probe photons
with longer times-of-flight, as the peak of the DTOF shifts towards
later times [15], therefore towards longer path lengths.

However, despite the fact that source-detector distances reduced to
minimum can result in very thin probes, in an increase of the count
rate at any gate, and in the maximization of the spatial resolution of
the measurement, sub-diffusive photons with very short time-of-flight
are also orders of magnitude more numerous [75], [114]. As they carry
information mainly from the shallowest layers of the probed tissue,
they are not usually of interest in many non-invasive applications,
they are actually generally considered a nuisance, since they tend to
saturate detectors and time tagging electronics. In order to profit
for the benefits of operating at the shortest possible source-detector
distance, the selective gating of the long time-of-flight, deep-reaching
photons has to be carried out at the detector level [I15]. If this is
achieved, the short separation approaches can provide performance
advantages in signal-to-noise, spatial resolution and probe ergonomics,
as discussed above. The shape of sensitivity volume of the shortest
(null) separation approach has been recently reviewed for TRS in [13],
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while ergonomics is discussed also in [I16].

In TRS, null source detector separation measurement have been suc-
cessfully carried out using fast gated SPAD (fgSPAD) detectors [75].
These are solid state single photon counting detectors whose sensitiv-
ity to light can be switched on and off (i.e. they can be gated) for
few nanoseconds, with a rather short transition time of hundreds of
picoseconds, during every laser pulse period [117]. Gating start time
is easily adjustable with respect to the pulse time with a great finesse
by electronically delaying the synchronization signals. By switching
the detector on only during the arrival of the late, long time-of-flight
photons, it is possible to neglect the early photons, solve the dynamic
range issue, and operate the instrument at a virtually null source-
detector separation. When computing intensity autocorrelation func-
tions, as in DCS, time-tagging each photon, e.g. with a time-correlated
single photon counter, is no longer needed; off-the-shelf correlators as
Flex-05 can be used in real time, resulting in a simplification of the
experimental setup and analysis.

In the following section I describe a quasi-null source detector sepa-
ration measurements of the blood flow during arm cuff occlusion in a
healthy subjects. These findings follow from the work reported in ref.
[87].

3.3.1 Methods

The source described in section [3.2.2] was used, although at a slightly
different set point that resulted in a longer pulse, but also in an in-
crease output intensity and stability; coherence length also was likely
to be increased as heuristically proven by having higher 5 in phantom
(data not shown) and in vivo (see below) experiments.

71



On the detector side, two single mode fiber (780HP, 4.4 pm core di-
ameter, cutoff wavelength 730 nm, Nufern, USA) collected light from
the sample, one at 12mm and the other at 2.85 mm distance from the
source fiber, a 3m length, 200 pm core diameter step index multimode
fiber (WF200, Ceramoptec, USA). The smallest source-detector sep-
aration, from here on called quasi-null separation, was the smallest
possible distance allowed by the physical dimension of the ferrules of
the two fibers.

For the larger source detector separation, the single mode fiber was
coupled to a SPAD detector module (PDM model, Micro Photon De-
vices, Italy). This SPAD was used in free running mode, i.e. it was not
gated. One of its output, the coarse resolution TTL, was connected
to one of the 8 channels of the hardware USB Flex-05 correlator. The
fiber at quasi-null source detector separation was coupled instead to
a fgSPAD, developed in house [I17], with a 100 ps nominal timing
resolution. It was gated in synchronization with the source SYNC sig-
nal. Since the maximum gating frequency allowed by this fgSPAD is
50 MHz, a fast divider circuit was deployed in order to accept only one
pulse every two through the SYNC line. One of the detector output
was connected to the TCSCP (PH300, the same used and described in
, while the other to one of the available channels of the Flex-05
correlator. A low voltage transistor-transistor logic (TTL) translation
stage, built using standard components, was used to invert and am-
plify the nuclear instrumentation module (NIM) output of the fgSPAD
to make it compatible with the USB correlator. The original NIM out-
put was supplied, along with the source SYNC on a separate channel,
to the TCSPC.

The fgSPAD gate was set to 4ns width and synchronized with the
laser pulse frequency. I defined the delay between the start of the
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fgSPAD gate and the pulse emission Aty=0 when it is made to coincide
with the peak of IRF, measured by facing source and detector fiber
with a thin (<0.2mm thick) diffuser in the middle. In the arm cuff
experiment Aty=512 ps was set.

USB correlator was managed by an ad hoc interface written in C on
a Windows PC and autocorrelation curves for both the active channels
were computed and saved every 2s. The TCSPC data was processed
with the software correlator generating a curve very 2s.
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Figure 3.6: Sketch of the experimental setup. (LV)TTL: (low volt-
age) transistor-transistor logic; SYNC: synchronization; NIM: nuclear in-
strumentation module; TCSPC: time correlated single photon counter.
(Adapted with permission from Ref. [87]).

The probe was made of a black foam matrix. The detector fiber tips
were separated by p= 12mm or p=2.85 mm (quasi-null-separation). I
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placed the probe gently on the brachioradialis muscle of a healthy
subject (female, 26 years old). The superficial (skin and fat) thick-
ness was measured with a plicometer and was 13mm. After three
minutes of baseline measurement, the tourniquet, placed right below
the shoulder joint, was inflated up to a pressure of 180 mmHg, well
above the arterial pressure of the subject, and was released after 3
more minutes have passed. The protocol was approved by the Ethical
Committee of Politecnico di Milano and was conducted in agreement
with the Declaration of Helsinki. The subject gave written consent
before participation.

Data analysis

Electric field autocorrelations g; were recovered using the Siegert
relation from the measured intensity autocorrelations go. The three
time series of measured curves were fit to the numeric evaluation of
the same theoretical model used for TD-DCS, in the following form

() =1+p / h P, p) exp(—kt'T) dt’ (3.4)

Atg

where the theoretical time resolved diffuse reflectance P(t', p), for the
correct source-detector separation p, is computed according to [68] for
the optical properties that are estimated through a TRS fit of the
12mm channel DTOF. Gate delay Aty was either —oo or 512 ps for
the time series in which p was 12 or 2.85 mm, respectively.

3.3.2 Results

Optical properties of the arm at the measurement location were
estimated to be p,=0.14cm™! and p/=10.3cm™! from the TRS fit
of the DTOF of the 12mm channel at rest, prior to the experiment.
Figure reports the measured IRF (orange line, FWHM 350 ps) of
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the quasi-null-separation channel. I measured the effective width of
the gate to be 4ns between rising and falling edge, defined at /10t of
the maximum. After measuring the IRF in the quasi-null channel, the
gate was adjusted by setting the delay Aty to 512 ps.
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