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ABSTRACT Existing physiological control fatigue models propose that there may be a regulator in the
 
central nervous system which modulates our daily physical activity. Within limits, this regulator ensures
 
physical activity is completed without physiological system failure through interactive communications
 
between the peripheral systems and the central systems. The ability of the central nervous system to
 
regulate exercise is vital to optimise sport performance when severe intensity exercise might be required
 
for prolonged or frequent periods. Based on mathematical models, this investigation explores the complex
 
relationship between some of the mechanisms controlling physical activity and behaviour. In order to
 
analyse the system control mechanisms, heart rate, volume of oxygen consumption and power output were
 
measured for a well-trained male cyclist. Using power spectrum analysis, fractal analysis and continuous
 
wavelet transforms, we show that the system control mechanisms regulating physiological systems, have
 
distinct complexity. Moreover, the potential central controller uses specific frequency bands simultaneously
 
to control and communicate with the various physiological systems. We show that pacing trials are regulated
 
by different physiological systems.
 

INDEX TERMS Pacing, Fractal analysis, Wavelet analysis, Complexity, Exercise dynamics. 

I. INTRODUCTION	 variables at rest and during exercise, (ii) the deviation of a 
particular variable from its metabolic setpoint value and (iii) Hypothetical models were developed in the last 15 years in 
its returning speed to the baseline point [3], [4]. exercise physiology to explain the influence of fatigue on 

athletes’ physical performance during exercise [1], [2]. These The importance of studying the metabolic setpoint lies in 
physiological control models postulate that the human body understanding the complex interaction between the periph­
works as a complex integrative control system through con- eral and central physiological systems. When a metabolic 
tinuous communication between the peripheral systems and variable changes, information from the peripheral system is 
the central systems [2]. Physiological systems that regulate carried by an affector to a central controller located in the 
homeostasis act upon afferent feedback and efferent com- hypothalamus [5]. The controller integrates and transduces 
mand concerning: (i) continuous changes in physiological the information into an effector signal to correct any devi-
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ations in metabolic variables from the setpoint. Metabolic 
activity is continuously regulated at rest and during exercise 
by different homeostatic control mechanisms in the brain 
and peripheral physiological systems to prevent catastrophic 
system failure. Essential for the function of these regulatory 
processes are baseline "setpoint" levels of metabolic func­
tion. How these setpoint levels of all metabolic variables in 
the different peripheral physiological systems are created and 
maintained, and why they are similar in different individu­
als, has not been understood well. What is actually known 
about the system regulators of metabolic setpoint levels is 
described as follows: (i) innate setpoint values are stored in 
a certain region of the central nervous system, such as the 
hypothalamus; (ii) setpoint values are created and maintained 
as a response to continuous external perturbations; (iii) set-
point values are created and maintained by complex system 
dynamical activity in the different peripheral systems, where 
setpoint levels are regulated by the ongoing feedback control 
activity between different peripheral variables; (iv) human 
anatomical and biomechanical constraints contribute to the 
creation and maintenance of metabolic setpoints values; or 
(v) a combination of all these four different mechanisms 
occurs [4]. 

The aim of this study is to obtain insights in the regulation 
of homeostasis via mathematical investigation of the signals 
measured from a cyclist in laboratory-based time trials with 
the three pacing strategies. 

To date, few studies [6]–[13] have been carried out to 
investigate the nature of the underlying control mechanisms 
of the physiological systems. Furthermore, exercise physi­
ology studies have focused on the use of statistical tests to 
determine relationships or significant changes in physiolog­
ical variables, such as heart rate (HR), volume of oxygen 
consumption per minute (VO2, L · min−1), Rating of Per­
ceived Exertion (RPE), blood lactate concentration (BLC). 
This approach does not provide much insight into the nature 
of the mechanisms responsible for these findings [14]. Also, 
because physiological and brain activities change irregularly 
in time [15]–[18], mathematical methods are needed to model 
and analyse the mechanisms that control homeostasis and 
sustain physical performance among the various physiolog­
ical systems [2], [3]. 

The commonly used types of pacing in time trialed exer­
cise are self-paced, constant-paced and variable-paced [19]. 
The data collected consist of HR, VO2 and power output. 
One way to analyse pacing is through time trial exercise and 
these can be assessed in terms of energy efficiency. In this 
study, therefore, the energy produced from aerobic and anaer­
obic metabolic processes is investigated for various types of 
pacing, and assessed with respect to work rate and energy 
expenditure for a 20-km cycling time trial. The metabolic 
setpoint mechanism is an inbuilt survival mechanism, and 
any time something changes, the body fights hard to maintain 
what it has accepted as normal for an individual. The body 
controls the metabolic setpoint by adjusting the metabolism. 
The metabolism refers to the chemical processes that carry 

on continuously to assist ongoing function of the body. 
Despite the vast progress and achievements in integrative 

physiology in the last decades, there is still a significant 
gap in understanding how diverse physiological systems and 
organs coordinate their functions over a broad range of space 
and time scales and horizontally integrate to generate distinct 
physiologic states at the organism level. The emerging field 
network physiology aims to address these fundamental ques­
tions [9], [11], [20]–[25]. Recent developments in this field 
[9], [20]–[22] address similar questions of how integrated 
function and transition across states emerge from the network 
of physiological interactions [21]. The focus of the field is 
to get insights of how homeostasis and its counterpart of 
homeostenosis emerge as different physiological states from 
the interaction between many different physiological vari­
ables, with an objective to improve diagnosis, prognosis and 
preventive medicine, and to better understand physiological 
function [8], [9], [11], [20]–[25]. 

Novel concepts and approaches derived from recent ad­
vances in network theory, coupled dynamical systems, sta­
tistical and computational physics show promise to provide 
new insights into the complexity of physiological structure 
and function in health and disease, bridging the genetic and 
subcellular level with intercellular interactions and commu­
nications among integrated organ systems and subsystems. 

This study focuses on the mathematical analysis of the sig­
nals measured during pacing exercise. This gives insights of 
the system control mechanisms (present in the physiological 
systems), which are responsible for the regulation of home­
ostasis (i.e., balance or harmony within the physical body 
system) required to enhance sports performance. Various 
mathematical methods, commonly utilised in the biological 
and medical field [8], [9], [26] are used in order to to see how 
the physiological systems dynamically interact and function. 
In essence, this research endeavours to shed light on the 
following main hypotheses: 

Hypothesis 1: The null hypothesis (Ho1) states that there 
is no significant difference in the complexity of a particular 
physiological activity and, in particular for HR, (in terms of 
fractal dimension value) during various types of pacing that 
are self-paced, even-paced and variable-paced. However, for 
the alternate hypothesis (Ha1), there are significant differ­
ences in the complexity of the various pacing strategies. 

Hypothesis 2: For the null hypothesis (Ho2), there is 
no significant difference in frequency band powers (High 
Frequency, Low Frequency, Very Low Frequency) for a par­
ticular physiological activity (that is heart rate and volume 
of oxygen consumption), while for the alternate hypothesis 
(Ha2) there is a significant difference in frequency band 
powers for a particular physiological activity (i.e, heart rate 
and volume of oxygen consumption). 

The paper is organised as follows: Section II describes the 
data for this study, Section III is devoted to the mathematical 
methods, the results are given in Section IV, while discussion 
and conclusions are given in Section V and Section VI 
respectively. 
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FIGURE 1: Time series of the power (first column), VO2 (second column) and heart rate (third column) for the cyclist for the three types of pacing strategies: 
self-paced (top row); even-paced (middle row); and variable-paced (bottom row). 

II. DATA 

In order to analyse the system control mechanisms, HR 
(bpm), VO2 (L · min−1), and power output were obtained 
from a healthy and well-trained male cyclist. For this pilot 
study, we consider data for one cyclist, ranked 2nd in overall 
performance. The cyclist was required to complete a 20­
km cycling bout in the minimum time possible on separate 
occasions using three different pacing strategies in laboratory 
conditions. The study was approved by the Ethical Commit­
tee of Northumbria University. We analysed the collected 
time series data using fractal and wavelet techniques. 

The measured physiological time series for the three pac­
ing trials are shown in Figure 1. The rows represent self-
paced, even-paced and variable-paced regimes, while the 
columns show the power output, HR and VO2 of the cyclist. 
The figure shows the unprocessed data, which have gaps and 
missing values. 

We have applied standard procedures to input missing data. 
Specifically, we interpolated single missing values with the 
nearest neighbours. 

In athletic competition, pacing is important so that the 
available metabolic resources are utilised effectively to finish 
a physical activity in the minimum possible time, and to 
maintain enough metabolic resources to complete that task 

VOLUME 4, 2016 

successfully [27]. 
The pacing strategies were: self-paced (cycle as hard as 

could at any moment in time), where participants were able 
to freely choose their exercise loading; even-paced, where the 
exercise load was fixed; and variable-paced trials based on 
70% and 140% of the subject’s respective self-paced average 
power output [16], [27]. The self-paced trial is considered to 
be less physically challenging than enforced constant-paced 
exercise of the same intensity [35]. 

The cyclist completed these three different pacing time 
trials on separate occasions in the physiology laboratory with 
at least one week rest in between the trials for their recovery 
purposes and to prevent a training effect [29]. 

Physiological data including HR (bpm) were recorded 
using a data acquisition system (Powerlab, ADI Instruments, 
Australia), and VO2 (L · min−1) was measured using an 
online gas analyser (Cortex Metalyser, Cortex Biophysik, 
Germany). Power outputs were recorded at a frequency rate 
of 11 Hz using Velotron 3D software, which was interfaced 
with the Cycle Ergometer (VelotronPRO, RacerMate Inc., 
USA), that was used for all cycling time trials. The data were 
collected only for the duration of the trial. 

All the collected and computed data were tested for para­
metricity using Kolmogorov-Smirnov (K-S) test to find out 
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whether they follow a normal distribution so as to ensure the 
appropriate parametric or non-parametric tests were identi­
fied for comparison purposes [31], [32]. 

The preceding studies used mathematical modelling tech­
niques to elucidate the nature of the physiological control 
systems regulating physical activity [14], [33], [34], while 
participants undertook different types of paced exercise dur­
ing 20-km laboratory based cycling trials. 

III. METHODS 
A. SPECTRAL POWER 

The spectral energy densities of the physiological data for the 
self-paced, even-paced and variably-paced power of the cy­
clist were calculated to find out how spectral power changes 
with frequency f . By doing so, we were able to demonstrate 
the presence or the absence of the system control mechanism 
in the physiological data. Power spectral density (PSD) de­
scribes how the power of a signal or time series is distributed 
over the different frequencies. 

In analysing the frequency content of a signal x(t), it is 
advantageous to work with a truncated Fourier transform, 
x̂T (ω), where the signal is integrated only over a finite 
interval [0, T ]:  T1 

x̂T (ω) = √ x(t)e iωtdt. (1)
T 0 

Here ω is the angular frequency of the signal. Then, PSD can 
be defined as: 

Sxx(ω) = lim E[|x̂T (ω)|2], (2) 
(T →∞) 

where the E(.) denotes the expected value. Explicitly, we 
have, 

   T  T 

E[|x̂T (ω)|2] = E
1 

x ∗ (t)e iωtdt x ∗ (t')e −iωt1 

dt'
T 0 0  T  T1 iω(t−t1= E[x ∗ (t)x ∗ (t')]e )dtdt' (3)

T 0 0 
ωNote that the frequency f is given by f = . In the 2π 

frequency domain, PSD can follow a power law, P ∼ f−β , 
where β is a scaling parameter [36]. A scaling parameter 
0.5 ≤ β ≤ 1.5 indicates 1/f type of scaling, which signifies 
the presence of long-range correlations. Scaling β = 0 
characterises uncorrelated time series (white noise), while 
β ∼ 2 is linked with the presence of short range correlations 
(Brownian noise). 

B. FRACTAL ANALYSIS 

In physiology, fractal power laws play an important role. The 
time series of healthy heart rate, fractal lungs, blood pressure 
and walking all show power law 1/f , which indicates long-
range correlation and corresponds to pink noise (see for 
example [40]). In order to investigate the complexity of the 
metabolic setpoint function [7], fractal analysis was applied 

to the power outputs of the various pacing time trials as well 
as the measured physiological data for all types of pacing 
that were used for the 20-km cycling time trials. The fractal 
dimension was determined using Higuchi’s algorithm [37], 
[38], and the algorithm implementation was tested using a 
number of different functions of known fractal dimensions 
[39]. The expectation was: the greater the complexity of a 
biological signal, the higher the fractal dimension value. We 
speculate that the fractal dimensions of the physiological data 
(or the system control mechanisms) were similar regardless 
of the different types of pacing strategies being used (see 
Hypothesis 1). The measures that describe the non-linearity 
and fractal nature of objects are the power laws, represented 
with PSD, the complexity parameter β and fractal dimension 
(FD), D. 

A time series with f−β scaling can be considered as a 
theoretical fractal Brownian motion, fBm. According to the 
fractal motion classification, it corresponds to 1 < β < 3; 
with β = 2 is Wiener process corresponding to Brownian 
motion. A fractional Gaussian noise, fGn, corresponds to 
−1 < β < 1), where β = 0 is stationary Gaussian noise 
(white noise). 

For theoretical fBm, the relation between the FD and other 
nonlinear characteristics of the series is [59], 

D = E + 1 − H (4) 

and 
β = 2H + 1. (5) 

Eliminating H gives, 

D = E + (3 − β)/2 (6) 

Real physiological time series often deviate from the theo­
retical fBm, and the relation (6) is used only for guidance. 

In one dimension, E = 1, thus [38], [59] the relationship 
between the fractal dimension D and the power index β is 

D = (5 − β)/2. (7) 

Higuchi [38] showed that: 

1 ≤ β ≤ 3, β = 2H + 1 = 5 − 2D. (8) 

Thus, formally, for white noise, β ∼ 0, D ∼ 2, for pink 
noise, β ∼ 1, D ∼ 2, while for red noise (Brownian motion), 
D ∼ 1.5. 

There are different algorithms to compute the FD. 
Higuchi’s algorithm [38] calculates the FD, D, of a time 
series. In order to obtain the fractal dimension D, Higuchi 
considered a finite set of observations, taken at regular inter­
vals: x : x(1), x(2), x(3), ..., x(N). From this series a new 
x(k, m) is constructed, which is defined as follows: 

x(k, m) = {x(m), x(m + k), x(m + 2k), ...,   
N − k 

x(m + k)}, (9)
k

for m = 1, 2, .., k, where [.] is an integer function, represent-
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ing the lower value of the integer (floor) of the number in the physiological signals which control the pacing behaviour 
[.]. [41] of the cyclist during the race. 

Higuchi’s algorithm defines the length of the curve, L(k), CWT is used to divide a continuous-time function into 
associated with each time series x(k, m) [37], [38] as fol- wavelets. Unlike Fourier transform, CWT possesses the abil­
lows: ity to construct a time-frequency representation of a signal 

that offers very good time and frequency localization. The ⎛ ⎞ CWT of a function x(t) at a scale a ∈ �+∗ and translational 
[ N −kk ]1 ⎜ 

k ⎟ value b ∈ � is expressed by the following integral: 
Lm(k) = ⎝ x(m + ik) − x(m + (i − 1)k)⎠ 

k ∞ 
i=1 1 t − b 

x(t)ψ̄( (12)Xω (a, b) = )dt,  1 
2|a| a−∞N − 1 × , (10)

[(N − m)/k]k

N −1where the term 
[ N−m represents a normalization factor. 

]kk 

Then the fragments, Lm(k), are summed to give the length 
of the fractal curve, 

[ N−k 
kk ] 

L(k) = Lm(k). (11) 
m=1 

Here, an important part of the calculation is to determine 
the value of kmax. As previous studies recommend (see for 
example [59]), this is done by scanning the computations 
(k = 1, ..., kmax). The choice of kmax is based on tests with 
the artificial series of the same size as the physiological data 
and containing the functions with known fractal dimensions. 
In our case, kmax = 20, for all trials for all physiological 
systems. 

Higuchi’s algorithm takes the average value (L(k)) of the 
length associated to the time series given by Equation (10). If 
the average value follows a power law, (L(k)) ∝ k−D, then 
the curve is a fractal with dimension D. In practice, D can 
be determined as the negative of the slope of the least square 
best fit from the plot of ln L(k) versus ln k. 

We will use FD as one of the measurements of complexity 
of the physiological system. Note, that in the physiological 
context, increased complexity (larger FD in this case) means 

where ψ is a continuous function in both the time domain 
and the frequency domain, known as mother wavelet. The 
overline above ψ represents operation of complex conjuga­
tion. The main purpose of the mother wavelet is to provide a 
source function to generate the daughter wavelets which are 
the translated and scaled versions of the mother wavelet. The 
wavelet scale, a, uniquely corresponds to a temporally-local 
signal pseudo-frequency, f , in the Fourier sense. 

CWT, using Morlet wavelet, was applied to the rate of 
VO2 (L· min−1), heart rate, and power outputs to obtain 
the corresponding continuous wavelet spectra. The full fre­
quency range was then subdivided into regions or bands that 
were high frequency (HF), low frequency (LF) and very low 
frequency (VLF) bands [45]–[48]. Then, the respective mean 
wavelet normalised powers were computed to investigate any 
changes at these frequency bands of the physiological signals 
to observe indirectly how the central system interacts with 
these physiological systems. The frequency bands are given 
in Table 1. The cone of influence has been taken into account 
to exclude the effect of boundaries on measured power. 

TABLE 1: HF, LF and VLF band frequencies 

HF LF VLF 
Frequency [Hz] 0.15-0.4 0.04-0.15 0.003-0.04 

IV. RESULTS 
there are more independent sources or external sources con­
trolling that physiological system. 

C. CONTINUOUS WAVELET TRANSFORM 

We use continuous wavelet analysis to find out how a central 
regulator paces the human body during exercise. Time-based 
and frequency-based analysis are not suitable for studying 
the irregular and non-stationary patterns of the complex bi­
ological signals [41]. Continuous wavelet transform (CWT) 
was used to denoise the physiological data [42], [43] and then 
perform a time scale analysis of the real-time signals. CWT 
[44] was chosen over the Discrete Wavelet Transform (DWT) 
as it operates at every scale and temporal position to establish 
any changes at different frequency bands of the physiological 
signals that assess indirectly the functions [26] of the central 
system (i.e., the brain and brain stem). In addition, CWT 
has the ability to produce a two-dimensional view of the 
physiological signal. It enables us to observe and analyse 

VOLUME 4, 2016 

Visual inspection of the data in Fig. 1 suggests that: (i) in 
the self-paced regime, the power gradually decreases until 
about 1600 s time, and then increases during the final part of 
the race. This results in a small increase in VO2 signal and a 
significant increase in the heart rate in the same time interval; 
(ii) in the even-paced cycling regime, VO2 remains nearly 
constant, while HR gradually increases over the temporal 
extent of the race; (iii) for variable speed regime, HR signal 
has a strongly pronounced component with the period equal 
to the period of change in the power signal, while the large-
scale trend of increasing HR also exists. 

A. PRESENCE OF THE SYSTEM CONTROL 
MECHANISMS UNDERLYING PHYSIOLOGICAL DATA 

The PSD or the spectrum of a signal captures the frequency 
content of signals and helps in identifying periodicity (i.e., 
occurrences at regular intervals), however the temporal in­
formation is lost [28]. The PSDs of the self-paced, even-
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paced and variable-paced power outputs of the cyclist are 
given in Fig. 2. The horizontal dashed line in the figure 
represents the 95% confidence level. Least squares linear 
fit was used to compute the indices β for the power laws 
f−β (plotted in green). The fitting was done above the 95% 
confidence level only. The values of the indices β, known as 
the complexity parameters, are also shown in Table 2. The 
results demonstrate clearly that all pacing trials show 1/f 
behaviour with different values for β. While for the self-
paced regime β is close to 1.5 for the power output and 1.7 
for the HR, this coefficient is close to 1 for VO2, indicating 
long-range correlations. For self pace, the value of β for VO2 

is 1, increasing to 1.3 for even pace and 1.4 for variable pace. 
This shows a presence of long range correlation in all three 
regimes, 1 ≤ β < 2. 

The even pace gives constant power and variable pace 
produce square wave for the power regime (changes from 
70% to 140%). These signals do not produce values for β 
as the corresponding PSDs are δ-functions. 

TABLE 2: Power law indices β for the three pacing strategies for power output, 
HR and VO2. 

Power Output VO2 HR 
self pace 1.502 1.029 1.679 
even pace - 1.342 1.603 
variable pace - 1.427 1.756 

B. ANALYSIS OF THE NATURE OF METABOLIC 
SETPOINT FUNCTION USING FRACTAL ANALYSIS 

To verify if the physiological system control mechanisms 
were similar, fractal analysis using Higuchi’s algorithm [38] 
was performed on the physiological data. 

For VO2 (second column), FD for self-paced regime is 
between 1.4 and 1.8 (depending on the choice of kmax in 
Higuchi algorithm). There is, however, a noticeable decrease 
in FD for even-paced and variable-paced regimes for VO2 

by about 0.05. Thus, for all three regimes for these three 
regulating systems, the FD is within the range [1, 1.8], which 
is in the range of fractional Brownian motion and above the 
range of fractional Gaussian motion. Furthermore, there was 
a significant difference between FDs of heart rate and volume 
of oxygen consumption, meaning that each physiological 
system had different complexity. This proves the alternate 
hypothesis H1, Ha1. 

C. CONTINUOUS WAVELET TRANSFORM ON 
PHYSIOLOGICAL DATA 

The wavelet spectra of the power output for the cyclist 
together with the associated physiological data that include 
VO2 and HR signals during the 20-km cycling time trials are 
displayed in Fig. 4. In the figure, the x-axis represents time 
(in seconds) and y-axis represents the physical frequency in 
Hz. The horizontal lines separate different frequency bands 
as given in Table 1. The higher amplitudes or change in 
transition are shown as bright areas of the CWT. Using 

the two-dimensional view of the signal, the general (large-
scale structure) and local (small-scale structure) behaviour 
and characteristics of the signal in time are clearly shown, 
which are not obvious from the one-dimensional view of the 
raw physiological signals. The wavelet spectra, represented 
as wavelet logarithmic power maps in Fig. 4 also show 
the cone of influence, above which the edge effects cannot 
be neglected. In the self-paced regime (first row), the high 
frequency component in the power (first panel) and the heart 
rate (third panel) is weaker compared to the VO2 signal (first 
row, second panel). The wavelet spectrum of the even pace 
power is constant (middle row first panel), thus the transform 
is constant, and not presented. The VO2 (middle row, second 
panel) shows an increasing high frequency component over 
the duration of the trial, which may be linked to increase of 
fatigue of the cyclist, while the heart rate is more or less con­
stant (middle row, third panel). For the variable speed trial, 
all signals show considerable presence of 10 mHz frequency 
component due to variable-paced trials based on 70% and 
140%, notably less pronounced for VO2 signal. The VO2 

signal (third row, second panel) shows some small increase 
in the power of high-frequency component on time. On the 
other hand the HR (third row, right panel) does not show 
such an increase. This is an evidence that the body reacts 
in a different way to different kind of externally introduced 
drivers. In general, there were more abrupt changes at high 
frequencies than at low frequencies of the spectra for all 
physiological signals. 

Moreover, during the trial there were frequent small 
changes in HR activities as shown by the green regions. 
In this manner, the lighter shades of green (Fig. 4) were 
classified as high transition (change in amplitude) whilst the 
darker shades were classified as low transition. 

In Fig. 5 integrated power in different bands, as given in 
Table 1, is shown. It was observed that in the VLF band 
(green curves) there were peaks at the start of the cycling 
time trial, which did not always correspond to the peaks in 
the LF (red curves) and HF (black curves) bands. Recurring 
changes in LF and HF bands at specific intervals about 200 
seconds can be observed as the peaks on positions in time as 
compared to the broader small ripple peaks depicted between 
the time 200 seconds to 1400 seconds. 

Table 3 represents the mean normalised wavelet power 
for HR for each pacing and for each frequency band (HF, 
LF and VLF). Both VLF and LF band wavelet powers were 
significant with the values above 1 (see Table 3 and 0.011 
respectively for all pacing time trials. For any particular 
pacing time-trial, there was a significant difference (10 times 
difference in magnitude) between HF and LF, but there was 
also a significant difference between HF and VLF bands 
(∼100 times difference in magnitude). 

Table 4 represents VO2 for each pacing and for each 
frequency band. For the VO2-related physiological activities, 
it was found that there was a significant difference between 
the VLF and LF wavelet powers compared to HF powers 
that were determined for each type of pacing as shown in 

VOLUME 4, 2016 

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/. 

6 

https://creativecommons.org/licenses/by/4.0


This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 
10.1109/ACCESS.2019.2948024, IEEE Access 

Maia Angelova et al.: Investigation of complexity and regulatory role of physiological activities during a pacing exercise 

FIGURE 2: PSD distributions for the measured data for the three types of pacing strategies: self-paced (top row); even-paced (middle row); variable-paced (bottom 
row). The PSDs are shown for the measured power (left column), VO2 (middle column) and heart rate (right column). The horizontal dashed line indicates 95% 
confidence level. The green straight line in the plots (where exists) corresponds to the least-squares linear fit for the power law with the index β within the confidence 
interval. 

TABLE 3: The ratio of the mean power for each frequency band to the mean power in all frequencies, obtained from the wavelet analysis of the heart rate HR for 
each pacing regime. 

Band self pace even pace variable pace 
HF 0.0061 0.0118 0.0014 
LF 0.0861 0.1445 0.0132 

VLF 1.2157 1.6197 2.0302 

TABLE 4: The ratio of the mean power for each frequency band to the mean power in all frequencies, obtained from the wavelet analysis of the volume of oxygen 
consumption per minute VO2 for each pacing regime. 

Band power self pace even pace variable pace 
HF 0.4275 0.3264 0.1869 
LF 1.3817 1.2596 0.8363 

VLF 1.0920 1.2192 1.4734 

Table 4. However, there was a smaller difference between LF 
and VLF wavelet powers. Thus, these results show that we 
can accept the alternate hypothesis, Ha2, for Hypothesis 2 as 
there was in fact a significant difference between VLF and 
LF as compared to HF. 

V. DISCUSSION 

The aim of this study was to obtain better insights and under­
standing of the complexity of interactions between different 
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physiological states and mechanisms that regulate homeosta­
sis. This was done by mathematical investigation and spectral 
analysis of the physiological signals measured in laboratory-
based time trials of a cyclist with three different pacing strate­
gies. PSDs shown in Fig. 2 of the self-paced power outputs 
demonstrated the existence of the complexity indicated by 
1/f -scaling factor. This confirms long-range correlations and 
the presence of underlying control mechanisms. It agrees 
with previous studies [6] which posited that this was not 
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FIGURE 3: Dependence of the FD D on the range of k = 1, ..., kmax, calculated for the measurements of power (left column), VO2 (middle column), and HR (right 
column) and for self-paced (top row), even-paced (middle row) and variably-paced (bottom row) regimes. Each box plot in the plot is the FD D obtained from the 
least square linear fit of the ln-ln dependence of the curve length L vs k. The box plots are calculated based on the 2-second shifts of the starting point within the 
FD calculation window, which is 200 seconds. 

a consequence of noise because noise would have a broad 
and constant spectrum for any particular frequency f . It was 
also observed that the highest spectral power occurred at a 
very low frequency in a 1/f -scaling trend for the cyclist. 
These were investigated further using wavelet analysis to 
understand the behaviour of the signals at various frequency 
bands. 

To verify the similarity of these physiological system con­
trol mechanisms, fractal analysis using Higuchi’s algorithm 
[38] was performed on the physiological data. The fractal 
dimensions for self-paced, even-paced and variable-paced 
trials showed variations. 

It was observed (Fig. 2) that the complexity of a self-paced 
power output (a non-imposed pacing) signal is lower then 
that of even and variable-paced power output. 

The complexity of the system control mechanisms for 
a particular physiological system depends on the number 
of independent sources modulating that system [50], [51]. 
As such, for the complexity of a signal to increase, there 
should be an increase in the number of independent control 
mechanisms controlling that physical system. 

The increase in the complexity of the interactive commu­
nication process between the central system and the physio­

logical systems may be the cause for the sensation of fatigue 
[52]–[54]. Okogbaa et al [54] observed (with Fast Fourier and 
correlation analyses) an increase in complexity (as observed 
in the PSD and related 1/f behaviour) in repetitive knowl­
edge worker related tasks leads to increased cognitive fatigue 
effects, reduction in productivity and alternation in cardio­
vascular and neurophysiological functioning. In addition, the 
FD for the rate of VO2 as well as for HR activities for all 
pacing time trials were ∼ 1.6 and ∼ 1.4, respectively. The 
difference between the FD values of HR and the rate of VO2 

implies that the system control mechanisms that control these 
different physiological systems are different in complexity. 
In addition, the higher the β value, the more complex is the 
system control mechanism. From our data, it appears that the 
system control mechanisms for the cardiovascular system are 
more complex than that of the respiratory system. 

To verify to what extent the system control mechanisms 
are similar, fractal analysis was performed. In Fig. 3, it 
was observed that the complexity of a self-paced signal, 
represented by FD, lies in between the FD values obtained 
for self-paced VO2 and HR signals. 

Based on the difference in complexity of the pacing strate­
gies for VO2 in terms of fractal dimension, we need to 
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FIGURE 4: Wavelet logarithmic power maps for the studied signals. Three rows correspond to the different trial regimes. The columns represent different quantities 
measured in the study. The curve in each of the plots identifies the cone of influence, above which the displayed power values are affected by the boundary effects. 
These regions are excluded from the mean power calculations. The horizontal lines represent the frequencies separating the bands, as given in Table 1. 

accept the alternate hypothesis, Ha1, for Hypothesis 1. The 
complexity of the system control mechanisms for a particular 
physiological system depends on the number of independent 
sources controlling that system [50], [51]. 

Our results demonstrate that the three pacing regimes show 
variation in complexity, with 1/f behaviour observed for all 
pacing regimes. As such, for the complexity of a signal to 
increase, there should be an increase in the number of inde­
pendent control centres modulating a physiological system. 
This leads to an increase in the information processing load 
(as each control centre provides a separate information input) 
between the central system (e.g. the brain or the brain stem) 
and the peripheral systems that may be the cause for the 
sensation of fatigue as investigated in the case of cognitive 
fatigue in [52]–[54]. This was experienced by the cyclist. 
Furthermore, the difference in complexity of the biological 
system activities may be attributed to the notion that when 
the system is more complex, the more robust it might be, or 
it does not allow the system to collapse completely even if a 
single control mechanism fails [2], [55]. 

The difference in complexity of the system control mecha­
nisms demonstrated that the human body works as a complex 
system (as hypothesized by the Central Integrative Regulator 
model [2] and the Network Physiology models [20]–[22]). 
This complexity may be due to the complex interaction of 
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the biological processes that occurred between the central 
systems and the peripheral systems. The behavioural char­
acteristics of the physiological systems in terms of resilience 
to change subjected to a physical activity (a particular type 
of pacing) and predictability form an important part of the 
possible features of the control mechanisms that influence 
the onset of fatigue that are supported by the predictions of 
the task dependency model. Some physiological systems are 
more stringently protected by this control system as per the 
high trapping time of the biological activities of the cardio­
vascular system as compared to that of respiratory system 
[2]. The predictability of the behaviour of the physiological 
activities of the biological organ systems, as supported by 
the task dependency model, may also contribute to the onset 
of exercise-induced fatigue and affect sport performance 
accordingly. 

To assess how a central regulator paces the physiological 
systems during exercise, a CWT was applied to these data 
to split the complex biological signals into frequency bands 
[45]. For the self-paced time-trial, it was observed that there 
were significant changes in the power output and physiolog­
ical data (Figs. 4 and 5) at low frequencies especially at the 
start (acceleration phase), and at the end of the race (end-
spurt). These changes at low frequencies coincided with the 
increase in speed or acceleration at the beginning and at the 
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FIGURE 5: Integrated wavelet power in bands for the studied signals, boxcar-averaged with width of 50 seconds. Three rows correspond to the different trial regimes. 
The columns represent different quantities measured in the study. The black, red and green curves correspond to the HF, LF and VLF frequency band powers. 

end of the race that were common observations during a time-
trial exercise [1], [6], [14], [17]. It was also observed that 
there were also changes at high frequencies for self-paced 
power output. The factors that govern the power output are 
the force applied at the pedals by the cyclist and the velocity 
at which the cyclist is moving. These factors are dependent 
on the type and number of muscle fibres that are recruited 
or activated to produce the required force and velocity. Ac­
cording to previous studies [56], small motoneurones fire 
slowly and continually (for a long period of time) and they 
innervate motor units that are resistant to fatigue in contrast 
to large motoneurones which fire rapidly and in bursts that 
innervate motor units that are fatigable (for a short period of 
time). This is perhaps why there were abrupt changes at the 
start and at the end of the race as large motoneurones were 
activated as compared to slow and continual firing rates of 
small motoneurones that appeared during the race. 

The VLF band wavelet power was found significantly 
higher than powers in the other frequency bands, and there­
fore, it was the frequency band where there was highest 
interactive communication between this particular physiolog­
ical system and the central system as the respiratory control 
centres were found in the brain stem and generated the 
rhythmic pattern of breathing [57]. This is supported by the 
values of the wavelet coefficients as shown in Fig. 4. 

Here, we can accept the alternate hypothesis for Hypoth­

esis 2, Ha2, as there was in fact a significant difference 
between VLF as compared to the other two frequency bands. 

This suggests that there may be a control communication 
between the central regulator and this peripheral system 
that affected the performance of the cyclist. Moreover, the 
significant difference in the HF band power as compared to 
the other frequency bands for the HR activities, means that 
this might be the frequency band that the potential central 
controller [47], [58] was utilising to regulate physical activity 
and hence performance of the cyclist. Based on the wavelet 
analysis of the HR activities in terms of frequency bands, the 
alternate hypothesis for Hypothesis 2 is again accepted as 
there was a significant difference between HF as compared 
to other two frequencies. 

VI. CONCLUSIONS 

In this study, the existence of the 1/f -scaling factor in the 
measured signals suggests the presence of the system con­
trol mechanisms within the different physical body systems. 
Moreover, fractal analysis showed that the complexity of the 
power output for each type of pacing is different, and the 
complexity of each physiological system is different. There­
fore, it can be used as a mathematical tool in determining 
the complexity of pacing and it can be used to optimise the 
physiological performance of the athlete. This was in line 
with the philosophy of treating the human body as an inte-
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grated complex system, which motivates the quantification 
of emergent complexity in the physiological output signals. 

Furthermore, the system control mechanisms underlying 
physiological data were investigated to see how a potential 
central controller paces the human body during exercise. It 
was found that there was a difference in the HF band power, 
most significant for HR activities. The significant difference 
of these specific wavelet band powers, as compared to the 
other frequency bands, for each physiological system implies 
that there may be a regulator that paces the human body 
during physical activity through the use of appropriate fre­
quency bands to control and communicate with that partic­
ular peripheral system. In addition, the simultaneous use of 
these specific frequency bands also insinuate that the level 
of control should be higher than the peripheral systems and 
this control may happen in the central systems of the human 
organism. 
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