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Abstract

Ion  mobility  mass  spectrometry  (IMMS) is  a  biophysical  technique  that  allows  the
separation of isobaric species on the basis of their size and shape. The high separation
capacity, sensitivity and relatively fast time scale measurements confers IMMS great
potential  for  the  study  of  proteins  in  slow  (μs-ms)  conformational  equilibrium  in
solution. However, the use of this technique for examining dynamic proteins is still not
generalized. One of the major limitations is the instability of protein ions in the gas
phase, which raises the question as to what extent the structures detected reflect those in
solution. Here we addressed this issue by analyzing the conformational landscape of
prolyl oligopeptidase (POP)-a model of a large dynamic enzyme in the μs-ms range-by
native IMMS and compared the results obtained in the gas phase with those obtained in
solution. In order to interpret the experimental results, we used theoretical simulations.
In addition, the stability of POP gaseous ions was explored by charge reduction and
collision induced unfolding experiments. Our experiments disclosed two species of POP
in the gas  phase,  which correlated well  with the open and closed  conformations  in
equilibrium  in  solution;  moreover,  a  gas-phase  collapsed  form  of  POP  was  also
detected.  Therefore,  our  findings  support  the  potential  of  IMMS  for  the  study  of
multiple co-existing conformations of large proteins in slow dynamic equilibrium in
solution, but also stress the need for careful data analysis to avoid artefacts.

Introduction

Mass spectrometry (MS) is becoming an established methodology in structural biology1.
One of the most important breakthroughs of MS in this field was the development of
soft  ionization  techniques,  namely  electrospray  ionization2 (ESI)  and  nanoflow
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electrospray  ionization3 (nanoESI).  Soft  ionization  techniques  allowed  native  MS,
which pushed the limit of MS beyond mass analysis and quantification4,5. In particular,
native MS was crucial  for the application of ion mobility MS (IMMS) in structural
biology. Ion mobility (IM) is based on the time that analyte ions take to cross a cell
filled with a buffer gas under the effect of an electric field (which is known as drift time,
td)6,7.  The  mobility  of  ions  strongly  depends  on  their  collision  cross-section  (CCS),
which is defined as the orientationally averaged area in which the protein ion collides
with  buffer  gas  molecules.  Hence,  coupled  IMMS  devices  allow  the  simultaneous
separation of gaseous protein ions not only on the basis of their mass but also on their
size and shape8. IMMS has been successfully applied in the structural characterization
of proteins and non-covalent protein complexes9-11, in the study of the self-aggregation
of  pathogenic  proteins12-14,  and  in  the  detection  of  non-canonical  DNA  secondary
structures15,16, among others17.

Conformational  dynamics  is  crucial  for  the  biological  function  of  proteins18.  In
particular, the slow dynamic motions of proteins in the time scale of μs-ms are closely
linked to enzyme catalysis19, allosteric regulation20,  and protein-protein interactions21.
However, elucidating  protein  structures  that  fluctuate  as  a  function of  time requires
biophysical techniques with fast experimental time scales that are sensitive to minor and
transiently populated species. In this regard, several methods have been developed, for
instance,  solution  nuclear  magnetic  resonance22 (NMR)  and  small-angle  X-ray
scattering23 (SAXS). 

Interestingly, IMMS is a promising MS-based technique for the study of proteins in
slow conformational equilibrium24,25. The main advantage of this method with respect to
amide hydrogen-deuterium exchange coupled to MS26 is its capacity to obtain direct
measurements  of  the  CCS  of  transient  species  co-existing  in  solution.  IMMS  has
allowed  the  detection  of  minor  populated  conformational  ensembles  of  intrinsically
disordered proteins in dynamic equilibrium in solution. Hence, different conformational
populations are observed in the gas phase for the intrinsically disordered proteins high
mobility group A (HMGA)27 and some domains and constructs of p53 protein28. This
technique also allowed the detection of transiently populated oligomeric species of β2-
microglobulin12,13,  α-synuclein29,30 and  the  amyloid  peptides  Aβ40/4214,31,32,  thus
providing further insights into the self-aggregation mechanisms of these IDPs. Fewer
examples are found in the literature concerning structured dynamic proteins analyzed by
IMMS. For instance,  the outward and inward conformations of P-glycoprotein were
detected  in  the  gas  phase  by  IMMS33,  as  well  as  the  two  well-characterized
conformations of the multidomain protein NADPH-cytochrome P450 reductase  34. In the
case of the ICL12 ATPase subcomplex, the high conformational heterogeneity caused by
the  rotation  of  subunit  I  was  manifested  as  increased  peak  broadening  in  the  ion
mobilograms35.  However,  the  application  of  IMMS  to  proteins  in  conformational
equilibrium remains controversial. The stability of protein ions in the absence of solvent
is a major concern when studying native protein structures10,36, questioning the extent to
which structures in dynamic exchange in solution are transferred to the gas phase37,38.
Here we used prolyl oligopeptidase (POP), an 81-KDa serine peptidase, as a model of a
large  protein  populating  various  well-defined  conformations  in  slow equilibrium in
solution.
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POP is formed by two domains, namely the α/β-hydrolase and the β-propeller39 (Figure
1 A). In vitro, this enzyme hydrolyzes short proline-containing peptides in the carboxyl
side of  proline40.  The  in  vivo role  of  POP involves  protein-protein interactions41.  In
particular, recent  studies  have  revealed  that  POP is  involved in  the  clearance  of  α-
synuclein and α-synuclein aggregates42-44,  which are the toxic species responsible for
Parkinson’s disease. POP is likely to benefit from conformational dynamics in order to
execute this function45,46. In this regard, using relaxation dispersion NMR and SAXS
experiments,  we  have  recently  demonstrated  that  POP is  in  a  slow ms  equilibrium
between  open  and  closed  conformations.  This  equilibrium  arises  from  the  hinge
separation  between  the  α/β-hydrolase  and  the  β-propeller  domains  occurring  in
solution47 (Figure 1 B).

In the present study we tested the capacity of native IMMS to examine multiple co-
existing protein conformers in slow equilibrium in solution using a commercial Synapt
G1 mass spectrometer48 and POP as a molecule of interest. The results obtained in the
gas phase were correlated with our previous results obtained in solution47 by means of
computational simulations performed under different conditions. Moreover, the effect of
the Coulomb repulsion and the stability of native structures of POP in the gas phase
were examined by performing charge reduction and collision induced unfolding (CIU)
experiments, respectively. Remarkably, the IMMS experiments detected two species of
POP  that  correlated  well  with  the  open  and  closed  conformations  in  dynamic
equilibrium. Therefore,  our findings emphasize the value of IMMS for the study of
multiple co-existing conformations of large proteins in slow equilibrium in solution.

Materials and methods

Chemicals and protein expression

All chemicals used for the preparation of MS buffers were of analytical grade and were
purchased from Sigma-Aldrich (St. Louis, MO, USA). The water used in buffers was
LC-MS grade  and was purchased from the same company. Cells  were provided by
Novagen  (Merck-Millipore,  Darmstadt,  Germany).  Affinity  and  size  exclusion
chromatography columns were purchased from GE Healthcare (Little Chalfont, UK).
Buffer exchange columns were from Bio-Rad (Hercules, CA, USA). 

POP was expressed in  E.coli cells using pET-11 plasmid containing the human POP
gene, following our standard protocol47. In order to eliminate interferences with the CCS
measurements,  HisTag was  removed by digestion  with  TEV protease.  Gel  filtration
chromatography  in  the  last  step  of  protein  purification  was  critical  to  achieve
satisfactory quality and reproducibility of the results. Given that POP is sensitive to pH
and ionic strength49, we used 50 mM NH4AcO pH = 8 as native MS buffer. POP showed
adequate stability and retained the enzymatic activity in this buffer. Moreover, NH4AcO
favored the stability of native structures in the gas phase50 and prevented the formation
of  adducts.  In  order  to  perform  buffer  exchange,  HisTag-cleaved  POP  samples  in
storage buffer (50 mM Tris, 20 mM Nacl, pH = 8) were doubly exchanged to MS buffer
with Micro Bio-Spin P-30 columns immediately prior  to  the experiments;  similarly,
protein standards used for calibration were doubly buffer-exchanged with Micro Bio-
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Spin  P-6  columns.  Typically, a  protein  concentration  of  10-15 μM was  used  in  all
experiments. For charge reduction experiments, sample preparation was identical, but
using  50  mM NH4AcO with  0.05  % imidazole  pH =  8  as  buffer.  All  experiments
consisted of triplicate protein batches expressed and purified separately.

Optimization of the instrumental conditions

All experiments were carried out with a Synapt G1 spectrometer (Waters, Manchester,
UK)48.  A chip-based  Triversa  Nanomate  nanoESI  source  (Advion  Inc.,  NY, USA)
operating in the positive mode was used. In order to obtain native POP ions and avoid
unfolding, instrumental conditions were optimized near threshold values. The capillary
potential, trap collision energy (CE) and trap DC bias were crucial to ensure the stability
of native POP structures51. These parameters were therefore kept at the minimum. In
particular, we chose a capillary potential of 1.75 kV, a trap CE of 6 V, and a trap DC
bias of 15. In turn, backing pressure was minimized to 3 mbar to prevent structural
alterations52. The remaining parameters were the following: 20 V for the sampling cone;
1 V for the extraction cone; and 6 V for transfer collision energy. Automatic trap release
was used in all experiments. In the case of CIU experiments, the trap CE voltage was
incremented in a step-wise fashion while maintaining other instrumental values51.  In
particular, trap CE voltages were sampled at 6 (native), 15, 20, 25, 30 and 35 V. For the
IM separation we used N2 as  buffer  gas,  at  a  pressure of  0.46 bar  and flow of  24
ml/min52;  in  turn,  the  IM  resolution  was  optimized  by  tuning  simultaneously  the
travelling wave height and velocity52. Hence, the T-wave velocity was tuned at 300 m/s,
while  triplicate  experiments  at  various  T-wave  heights  (8,  9  and  10  V)  were
systematically performed in order to prevent electric field inhomogeneities52,53. The TOF
mass analyzer was tuned and calibrated between 500 and 8000 m/z, in a V reflector
mode. For data processing, MassLynx v.4.1 SCN 704 and Driftscope v.2.4 programs
were used.  In  order  to  perform Gaussian  fitting,  ion  mobility  traces  were  extracted
manually  from  Driftscope  and  exported  as  numerical  lists.  Afterwards,  Gaussian
functions were adjusted with the GraphPad Prism 4 software (La Jolla, CA, USA).

Extraction of experimental and theoretical CCSs

Experimental CCSs were extracted following the native calibration protocol described
by Bush and co-workers54 (see Supporting information). Transthyretin tetramer, bovine
serum albumin,  and  concanavalin  A were  the  native  standard  proteins  used  in  the
calibration of POP ions.  Calibration plots were created using the tabulated CCSs of
native protein standards in N2. CCSs were extracted from the experimental  td with the
calibration plot. Afterwards, results were averaged for all replicates, and the error was
given  as  the  standard  error  of  the  mean.  The  use  of  N2 must  be  considered  when
comparing experimental and theoretical CCSs. The calculations used He as  in silico
buffer gas54, which yields smaller values than those determined experimentally in N2

55.
The theoretical determination of CCSs was performed with the MOBCAL program56,57

using the atomic coordinates of POP structures. The trajectory method was used, and a
representative charge of +20 was assigned for the calculations.

Computational simulations of POP under different conditions
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Replica exchange molecular dynamics (REMD) simulations of POP were performed
with explicit TIP3P water molecules58. The protonation state of residues corresponding
to the default protonation state determined by GROMACS59,60 at neutral pH was used in
REMD  I.  In  order  to  promote  conformational  rearrangements  in  REMD  II,  the
protonated state of Asp, Glu and His residues was used. An ionic strength of 0.1 M of
NaCl was used, and periodic boundary conditions were applied in a system of about
10×10×10  nm3.  First,  the  system  was  equilibrated  by  means  of  100  ps  of  a  MD
calculation with protein heavy atoms restrained. REMD simulations were performed
using 18 replicas distributed over range from 300 to 327 °K, where multiple replicas of
identical systems were simulated in parallel at various temperatures. The frequency of
exchange was selected to have an average accepted exchange every 400 ps for each
temperature. REMD I and II simulations were performed for a simulation time of 8.4
and 20 ns, respectively. The structure with a detached loop A obtained in the replica
with highest temperature of REMD II (see Results and discussion section) was used as a
starting structure for an additional 20-ns REMD simulation at neutral pH (REMD III).
We used 75 and 187 structures of REMD I and III simulations, respectively, to calculate
the theoretical CCSs as described previously (see Supporting information).

Classical MD simulations in vacuum were also performed with 10 distinct protonation
states of a +20 charge state of POP. All simulations were performed using GROMACS
software package version 4.5.559 with the AMBER03 force field in the NVT ensemble.
An integration time step of 2 fs was used. A cut-off value of 1.0 nm was fixed for Van
der  Waals  interactions;  electrostatic  interactions  were treated  with  the  particle  mesh
Ewald method, applying a real-space cut-off of 1.0 nm. No cut-off was used for either
electrostatic  or  Lennard-Jones  interactions  in  the gas  phase.  A representative  charge
state of +20 was chosen for in vacuum MD simulations. A semi-grand canonical Monte
Carlo  procedure  was  designed  to  provide  a  pool  of  microstates  with  a  protonation
distribution  of  charged  residues  compatible  with  this  overall  charge.
Protonation/deprotonation processes of ionizable residues in vacuum depend on gas-
phase basicities. We estimated these basicities from pKa values obtained in solution,
assuming that this approximation will not significantly affect the final protonation states
in the gas phase. The Monte Carlo algorithm considered the free energy associated with
the  protonation/deprotonation  process  of  each  charged  residue  according  to  the
following equation (1)61,62:

∆G=±k B T ( ln (10 ) ) ( pH−log (K i )) Equation1

A positive  sign  was  used  for  protonation,  whereas  a  negative  sign  was  used  for
deprotonation.  Ki is the protonation constant of each charged residue  i, obtained from
the PropKa program through the web server63. Monte Carlo simulations were performed
using a pH value of 5, in a total of 100000 steps. Then, for the 10 selected microstates,
MD simulations were carried out for 6 ns. In order to reproduce the conditions in the IM
cell, an effective temperature of 313°K was used in the calculations. This microscopic
temperature was obtained by adapting the Mason-Schamp equation6 in order to take into
account field heating64 (Equation 2):

T eff=T gas+T field=298+
MN

3 kB
[2 vd s

2

s+vd
]Equation2
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Where MN is the mass of a molecule of buffer gas (in kg), kB is the Boltzmann constant,
s is the TWIMS wave velocity (300 m/s), and vd is the drift velocity of the analyte ion
(which was estimated as 26.4 m/s). Structures were sampled at 11 time points during the
production run, from 1.5 to 6 ns in 500-ps intervals (see Figure S3 of the Supporting
information).  Finally,  the  CCS  was  averaged  for  all  10  simulations  (110  final
structures).

Results and discussion

To date, the study of dynamic proteins by IMMS has focused mainly on intrinsically
disordered  proteins.  These  proteins  populate  a  broad  conformational  space  in  fast
equilibrium, thus challenging IM separation. Therefore, in order to evaluate the capacity
of  IMMS  to  characterize  protein  conformations  in  dynamic  equilibrium,  two  main
issues must be considered. First,  the need of reference data based on solution-based
experimental techniques, which allows the interpretation and comparison of the results
obtained in the gas phase with those obtained in solution. Second, the compatibility
between the time scale of the conformational exchange and the time resolution of the
IM separation, which typically lies in the range of several ms65. For these reasons, here
we analyzed the slow conformational equilibrium of POP by IMMS and established the
correlation  between  the  results  obtained  in  the  gas  phase  with  those  obtained  with
solution-based techniques47.

Native POP ions in the gas phase

Native mass spectra of POP showed +17 to +21 charge states, the most populated being
+18, +19 and +20 (Figure 2 A). Extracted ion mobilograms disclosed various peaks,
corresponding to partially resolved species of POP in the gas phase (Figures 2 A and B).
As shown, the populations  of these species depend on the charge state.  In  order  to
quantify  these  species,  the  ion  mobilograms  were  individually  fitted  to  Gaussian
functions following Pujol-Pina et al.14 (Figure 2 A). In the case of +17 charge state, a
single major population was present, namely species A. In the case of the +18 charge
state,  two additional  peaks  were observed at  higher  td,  named as  species  B and C.
Hence, the ion mobilogram was adjusted to three Gaussian functions corresponding to
species A, B and C. The fitting to three Gaussian functions was also performed for +19
and +20 charge states. Finally, in the case of the +21 charge state, only two Gaussian
functions  corresponding  to  species  B  and  C  were  fitted.  In  order  to  monitor  the
dependence of the occurrence of species on the charge state, the relative population was
calculated for each i specie according to the following formula (Equation 3):

Relative population (i )=
A i

A A+AB+AC

Equation3

Where AX is the area of the fitted Gaussian function of a given species. The plot of the
relative populations as a function of the charge state is shown in Figure 3 A (upper
panel). The relative population of species A decreased as a function of the charge state,
while that of species B was relatively constant between +18 and +21 charge states.
Conversely, the relative population of species C increased with the charge state.
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Next, the experimental CCSs of species A, B and C were calculated from td values using
the  native  calibration  protocol54,  as  described  in  the  Materials  and  methods  section
(Figure 3 A, lower panel). In all species, the CCSs increased steadily as a function of the
charge  state.  This  phenomenon  is  attributed  to  the  higher  Coulomb  repulsion
experienced by multiply charged gaseous ions in the absence of solvent, which causes
an expansion of the tertiary structure10,66. The experimental CCSs summarized in Table 1
(left panel) reveal large differences between species (approximately 7% between species
A and B, and 10% between species B and C).  According to these values,  the three
species of POP in the gas phase can be assigned to different conformations, probably
originated by large-scale rearrangements. Overall, these results correlate with the charge
state distribution: the increased population of species C at higher charge states reflects
the higher exposure of protonated residues in conformations with a larger CCS9,67.

Structural properties of gaseous POP species

Analysis  of  the  structural  features  of  POP  species  in  the  gas  phase  requires  the
combination  of  experimental  and  simulated  data.  For  this  reason,  we  explored  the
conformational space of POP in solution and in the gas phase by performing simulations
under  different  conditions.  The  theoretical  CCSs  of  the  simulated  structures  were
calculated with the MOBCAL program56,57 (see Materials and methods). This procedure
allowed us to establish correlations between the simulated structures of POP and the
experimental CCS values.

First,  we  considered  the  open  conformations  of  POP in  solution  described  in  our
previous work47. Since these structures were obtained by a hybrid approach combining
SAXS  experiments  and  MD  simulations,  we  directly  used  the  coordinates  for  the
calculation of the theoretical CCSs. In particular, the three structures displaying larger
interdomain  angles  (measured  as  the  angle  formed  by  residues  582-71-177)  were
selected.  As  seen  in  Figure  3  A  and  Table  1,  the  theoretical  CCS  of  the  open
conformation obtained with this approach was in good agreement with that of species C
in the gas phase. Given the significant broadening of the IM peak, it can be speculated
that species C correspond to an ensemble of open conformations of POP featuring an
interdomain separation similar to that found in solution. It cannot be ruled out that the
broad  distribution  also  includes  several  structures  originated  by  gas-phase
rearrangements during the IM experiments, especially considering that the population of
these  species  increases  under  collisional  activation  (see  below).  According  to  the
literature, compact states of proteins have been found to undergo gas-phase transitions
towards extended forms during tens of ms37,68-70, but the extent of these transitions is
minimized  in  the  case  of  using  gentle  instrumental  conditions67  .  Hence,  gas-phase
transitions are expected to be low due to the relatively fast experimental time scale (25.6
ms) and the stability  of  native POP structures  under the mild conditions  used here.
Nevertheless, in order to discard extensive gas-phase transitions occurring during the
IM separation, different experiments were performed in which the drift times of POP
species were varied (see Supporting information and Figure S4). The absence of large
population changes confirms that species observed in the gas phase mainly reflect the
conformational heterogeneity in solution.
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In the case of the closed conformation, we explored the conformational space of POP in
solution by REMD simulations under  different conditions,  using the X-ray structure
1H2W as starting point. First,  we performed a short REMD simulation with explicit
solvent  molecules  at  neutral  pH  (REMD  I).  Since  we  did  not  observe  major
conformational  rearrangements  in  this  simulation,  the flexible  loops surrounding the
active site (inset of Figure 1 A) were detached by performing a REMD simulation at
acidic pH (REMD II). At low pH, the replica with the highest temperature showed that
loop A spontaneously detached and opened a small cavity (Figure 3 B). Afterwards, the
structure of POP with loop A detached was stabilized by running an additional REMD
simulation at neutral pH (REMD III). As seen in Figure 3 A and Table 1, the CCSs
obtained  by REMD I  and III  simulations  showed a  good correlation  with  those  of
species B. Moreover, the theoretical CCSs obtained by the two simulations showed only
small variations (< 3 %), indicating that the structural fluctuations of loop A would not
be  resolved  from the  IM peak  of  species  B.  Hence,  we can  establish  a  correlation
between the closed conformation of POP in solution and species B in the gas phase,
which probably has a certain degree of loop flexibility. In addition, according to our
previous  study  using  solution-based  biophysical  methods47,  the  open  and  closed
conformations of POP are almost equally populated in solution. Similarly, the relative
populations of species B and C at the intermediate charge states +19 and +20 are 0.40
vs. 0.34, respectively (the contributions of the open and closed structures in these charge
states are expected to be similar).

Finally, we examined the effect of the solvent on the stability of POP ions in the gas
phase  by  performing  MD  simulations  in  vacuum.  In  order  to  obtain  representative
results,  a  net  charge  state  of  +20  was  assumed.  Ten  microstates  with  different
protonation  states  compatible  with  +20  overall  charge  were  generated  and  used  as
starting structures  for  MD simulations (see Materials  and methods).  Analysis  of  the
tertiary  structures  obtained  by  these  simulations  disclosed  no  large-scale  structural
rearrangements in vacuum. However, the averaged RMSD of 3.2 Å with respect to the
X-ray structure 1H2W indicated certain variations of POP structures in vacuum. The
overlay of the gaseous structures with the X-ray structure showed that some of the β-
propeller blades and β-turns experienced tighter packing around the central tunnel of the
β-propeller; in addition, certain parts of the N- and C-terminal regions also adopted a
more  compact  conformation  (Figure  3  C).  Interestingly,  the  average  CCS  of  these
simulated POP structures  in  the gas  phase were  in  good correlation  with species  A
(Figure  3  A and  Table  1).  This  result  indicates  that  species  A is  originated  by  the
structural collapse of gaseous POP ions in the absence of the stabilizing effect of the
solvent.

Charge reduction of POP ions

In order to minimize the Coulomb repulsion in gaseous POP ions, we performed IMMS
experiments using charge-reducing strategies. In particular, we applied the ion cooling
mechanism via addition of imidazole in order to explore charge-reduced ions of POP
(see Materials and methods)38,71. Hence, in the presence of 0.05 % imidazole, the charge
state distribution of POP was expanded from +11 to +20 charge states (Figure 4 A). Due
to calibration limitations, it was only possible to analyze the ion mobilograms from +15
to +20 charge states. Ion mobilograms were adjusted to Gaussian functions as described
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previously in order to quantify the species present at each charge state. As shown in
Figure 4 B, +15 and +16 charge states exclusively revealed species A, while the + 17
charge state indicated the presence of species A and B. In turn, +18 to +20 charge states
consisted of species A, B and C.

Analysis of the relative populations as a function of the charge state (Figure S5, upper
panel) revealed that decreasing Coulomb repulsion favors species A. Hence, it can be
hypothesized that the interplay between attractive intramolecular interactions in vacuum
and Coulomb repulsion prevents the structural collapse of POP gaseous ions at higher
charge states, thereby favoring the native B and C species10. However, the presence of
imidazole  resulted  in  high CCS for  all  species  at  high charge  states  (+19 and +20,
Figure S5, lower panel). This expansion is attributed to the destabilization of gaseous
protein ions at high charge states caused by charge-reducing agents, as described by
Bornschein et al72.

Stability and unfolding of gaseous POP species

After addressing the effect of Coulomb repulsion on gaseous POP ions, we monitored
the stability of species A, B and C by forcing unfolding in the gas phase. To do this, we
performed  CIU  experiments  (see  Materials  and  methods)73,74,  in  which  the  kinetic
energy of  ions  in  the trap  region is  increased by raising  the trap  CE voltage.  As a
consequence of the increased collisional activation of the ions with the gas molecules,
ions  undergo  structural  transitions  in  the  gas  phase  and  show  less  folded  forms.
Afterwards,  ions  are  injected  to  the  IM  cell  and  analyzed  normally.  Hence,  the
collisional  activation  required  for  gas-phase  transitions  reflects  the  thermodynamic
stability of gaseous ions. Figure 5 A and B shows the ion mobilograms and relative
populations of the species present in the representative charge state +19 as a function of
the trap CE voltage, respectively. The relative populations of species A and B decreased
as a function of voltage, and disappeared at 25 and 30 V, respectively. In contrast, the
relative population of species C reached a maximum at 25 V. We hypothesized that
species  A and B experience a  separation  between the α/β-hydrolase  and β-propeller
domains  in  the  gas  phase  upon  collisional  activation,  thereby  leading  to  a  new
distribution of open states of POP with CCSs similar to that of species C.

New highly extended species D and E were detected at high trap CE voltages (25 and 30
V, respectively). The occurrence of these extended species implies a striking decrease in
the relative population of species C. The CCS of species D was 65.8 ± 0.4 nm2 and is
expected to be much higher for species E (the limitations of the calibration protocol
prevented  the  calculation  of  the  CCS  of  this  species).  Hence,  species  D  and  E
correspond to ensembles of denatured forms of POP, which arose by the unfolding of
certain  domains  or  regions  of  native  POP  ions  at  high  collisional  activation74.  In
particular, the high collisional activation required to unfold native POP ions indicates
the stability of species B and C in the gas phase and discards the existence of artefactual
species in the mild experimental conditions used in our experiments.

Conclusions
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Here we evaluated the capacity of IMMS to analyze the different conformations of large
proteins in slow equilibrium in solution. For this purpose, we analyzed POP, a large
bidomain  enzyme in  a  slow open/close  conformational  equilibrium,  by  IMMS.  Our
experiments  disclosed three  species  of  POP in the gas  phase.  Two of  these species
correlated well with the co-existing open and closed conformations in equilibrium in
solution, while the third corresponded to a gas-phase collapsed form. In order to transfer
the native conformational equilibrium in solution to the gas phase and minimize gas-
phase derived artefacts, we carefully optimized the instrumental conditions. Theoretical
simulations  under  different  conditions  allowed  the  interpretation  of  the  results.  In
particular, the conformational space of POP in solution and in vacuum was simulated in
order to evaluate the stabilizing effect of the solvent.  We also used charge-reducing
strategies  and  CIU  experiments  to  provide  qualitative  insights  into  the  Coulomb
repulsion  and the  thermodynamic  stability  of  gaseous ions,  respectively. Hence,  we
conclude that IMMS is a highly versatile biophysical technique for the study of multiple
protein conformers in slow exchange in solution, overcoming the limitations associated
with other biophysical techniques. The relatively fast time scale, the high sensitivity and
resolution, and the tolerance of a wide range of molecular sizes and complexity confers
IMMS great  potential  for  the  analysis  of  protein  conformations  co-existing  in  slow
equilibrium in solution. This work provides additional support for the previous IMMS
studies performed on a wide variety of biomolecules. Our findings are coherent with the
fact  that  the  multiple  co-existing  protein  species  detected  by  this  technique  can  be
effectively  correlated  to  dynamic  processes  of  biological  relevance  occurring  in
solution. In particular, previous studies detected different populations of IDPs arising
from  the  fast  exchange  between  conformational  ensembles27,28,  as  well  as  the
conformational  heterogeneity  of  large  proteins  and protein  complexes  originated  by
structural flexibility33-35. In the case of self-aggregating proteins, our results sustain that
transient conformations or oligomeric species detected by IMMS can be closely related
to those occurring in solution during the complex and dynamic aggregation process12-

14,29-32. However, we stress the importance of careful optimization of the experimental
conditions in order to avoid artefacts. In this regard, standardization of methodological
procedures, as well as development of stabilizing buffer molecules or ions in MS73,75,76

would help to ensure transferring native protein structures to the gas phase. Finally, we
also emphasize the need to use theoretical approaches to analyze the data and to validate
the results.
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Tables

Table 1: Experimental (left panel) and theoretical (right panel) CCSs of POP species.
Errors in the experimental CCS are expressed as the standard deviation.

EXPERIMENTAL CCS THEORETICAL CCS

Species CCS (nm2) Simulation
Average
(nm2)

σ

A 50.4 ± 0.3
Gas  phase
MD

48.41 0.57

B 53.8 ± 0.4
REMD I 54.05 0.30

REMD III 55.51 0.35

C 59.3 ± 0.7
Open
conformation

58.53 0.15
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