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ConflictNET: End-to-End Learning for
Speech-based Conflict Intensity Estimation
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Abstract—Computational paralinguistics aims to infer human
emotions, personality traits and behavioural patterns from speech
signals. In particular, verbal conflict is an important example
of human-interaction behaviour, whose detection would enable
monitoring and feedback in a variety of applications. The ma-
jority of methods for detection and intensity estimation of verbal
conflict apply off-the-shelf classifiers/regressors to generic hand-
crafted acoustic features. Generating conflict-specific features
requires refinement steps and the availability of metadata, such
as the number of speakers and their speech overlap duration.
Moreover, most techniques treat feature extraction and regression
as independent modules, which require separate training and
parameter tuning. To address these limitations, we propose the
first end-to-end convolutional-recurrent neural network archi-
tecture that learns conflict-specific features directly from raw
speech waveforms, without using explicit domain knowledge or
metadata. Additionally, to selectively focus the model on portions
of speech containing verbal conflict instances, we include a global
attention interface that learns the alignment between layers of the
recurrent network. Experimental results on the SSPNet Conflict
Corpus show that our end-to-end architecture achieves state-of-
the-art performance in terms of Pearson Correlation Coefficient.

Index Terms—Computational Paralinguistics, Conflict Inten-
sity Estimation, Convolutional-Recurrent Network.

I. INTRODUCTION

THE recognition of emotions from speech [1], the clas-
sification of infant vocalization [19], the detection of

depression and other health conditions [6][27][28], as well
as the estimation of conflict intensity [18] are important
computational paralinguistics problems. In particular, the au-
tomatic estimation of conflict from speech signals has several
important applications, such as monitoring conflicts during
meetings and in call centers to help employees handle difficult
interactions and thereby reduce stress and anxiety.

Conflict is an interaction process between parties who
pursue incompatible goals [26]: each party perceives that
their interests are being opposed or negatively affected by
another party [14]. While goals and interests are not directly
observable, they influence human behaviour through gestures,
facial expressions and speech [5].

Verbal conflict analysis can be formulated as detection
or estimation problem. Conflict detection aims to identify
if a given temporal interval of speech contains verbal con-
flict [3][10][15]. Conflict intensity estimation is a regression
task that aims to determine a continuous level of conflict inten-
sity [9][12], which is more informative than the binary class
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label generated by conflict detection methods [9]. Traditional
conflict detection and conflict intensity estimation methods use
state-of-the-art classifiers/regressors on generic hand-crafted
acoustic features, which require further manual refinement and
time-consuming feature pruning [8][9][15][17]. Task-specific
hypotheses and metadata, like the number of speakers and
the ratio of their speech overlaps, may also be needed to
extract conflict-specific features from standard acoustic fea-
tures [2][3][10]. Another drawback of these methods is the
need for separate training and parameter tuning of the feature
extractor and the classifier/regressor. An alternative approach
is end-to-end learning, which trains models directly from raw
input data: since the parameters are trained jointly, the end-to-
end model learns task-specific features from the input, without
requiring any guidance other than the objective function and
the training dataset.

In this work, we propose ConflictNET1, an end-to-end
Convolutional-Recurrent-Neural-Network (CRNN) architec-
ture, that learns to estimate conflict intensity directly from raw
speech. Regression with an end-to-end architecture eliminates
the need for metadata or task-specific knowledge. Feature
extraction and regression are combined in a single deep neural
network that can be trained in an end-to-end fashion. We
use a CRNN architecture similar to those in [21], [22], [25]
and [29], where successive convolutional layers learn features
at different levels and a Long-Short-Term Memory (LSTM)
network learns the temporal relationships between features.
Additionally, to enable the network to focus on temporal inter-
vals that are more relevant for conflict intensity estimation, we
introduce a global attention mechanism between LSTM layers
by using weighted combinations of hidden states from several
time-steps. Finally, we add a temporal average pooling layer
to reduce the number of input time-steps to the LSTM layers
and show that it improves the performance of our model.

To the best of our knowledge, there is no prior work on end-
to-end deep learning for verbal conflict intensity estimation
from raw speech signals.

II. RELATED WORK

In this section, we discuss end-to-end learning using Deep-
Neural-Networks (DNNs) applied to related computational
paralinguistics tasks. We also discuss speech-based conflict
detection and conflict intensity estimation methods. The key
methods are summarised in Table I.

CRNN-based end-to-end learning has been recently applied
to emotion recognition [21][22], where the input is raw speech

1https://github.com/smartcameras/ConflictNET
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and the output is a pair of continuous values indicating
the level of emotional valence and arousal. Similar CRNN
architectures have also been used for emotion classification
[29] and infant vocalization classification [25]. These end-to-
end learning methods use single stream networks consisting of
multiple convolution-maxpooling layers followed by various
choices of recurrent layers like LSTM [22][29], Bidirectional
LSTM (BLSTM) [21] or Gated Recurrent Units (GRUs) [25].
A Convolutional Neural Network (CNN) based end-to-end
architecture for customer satisfaction prediction from contact
center phone calls uses conflict detection as an auxiliary task
to initialize the network weights [20].

Verbal conflict detection and intensity estimation were pop-
ularized by the conflict sub-challenge of the INTERSPEECH
2013 Computational Paralinguistics Challenge [18], whose
baseline relied on 6,373 acoustic features extracted using
OpenSMILE [7]. Most of the conflict detection and conflict
intensity estimation methods either identify a subset of these
features that are relevant for this task [8][12][15][17] or, to
generate conflict-specific features, use metadata like the num-
ber of simultaneous speakers, interruptions and turn-taking
characteristics [2][3][9][10].

The relevance of features can be determined by repeated
classification using random feature subset selection [17],
canonical correlation analysis based discriminative projec-
tion [15], greedy forward-backward feature selection [8] or
ensemble Nyström method on manually partitioned feature
subsets [12]. A major drawback of these methods is that
they require checking all possible feature subsets to reduce
feature redundancy and identify conflict-specific features. For
example, [17] performs 300,000 iterations to identify 349
conflict specific features out of the 6,373 baseline features.

A Support Vector Machine (SVM) classifier can be used
for conflict detection using predicted speech overlap ratio
[10] or speech overlap based features [3]. Speech overlap
predictions generated by a BLSTM can also be used for
conflict detection using a DNN classifier [2]. Utterance-level
features, obtained by combining frame-level DNN predicted
speech overlap posteriors along with a subset of the baseline
features, can be used for conflict intensity estimation using
Support Vector Regressors (SVR) [9]. These methods require
the availability of metadata, like the number of speakers and
speech overlap duration.

The number of papers on speech-based conflict intensity
estimation is scarce since [9]. Recently, a multi-modal conflict
estimation method used a concatenation of audio and visual
features as input to an LSTM-based encoder-decoder archi-
tecture with attention. This method focuses on visual features
(facial gestures) and uses 65 audio Low-Level Descriptors
(LLD) features, sampled at 25 Hz [23]. While hand-crafted
features may facilitate interpretation of specific characteristics
of the speech signal that are used as predictors for the task at
hand, we aim to explore if an end-to-end learning framework
can be used for a complex paralinguistic task such as verbal
conflict intensity estimation by automatically learning relevant
acoustic features for this task.

TABLE I
SUMMARY OF FEATURES, REFINEMENT METHODS AND

CLASSIFIERS/REGRESSORS. KEY - IS13: INTERSPEECH 2013 CONFLICT
SUB-CHALLENGE BASELINE FEATURES; IS10: INTERSPEECH 2010
PARALINGUISTICS CHALLENGE BASELINE FEATURES; REP. CLASS.:

REPEATED CLASSIFICATION; CONV.: CONVERSATIONAL FEATURES; PROS.:
PROSODIC FEATURES; OVER.: OVERLAP FEATURES; CLASS/REG:

CLASSIFIER/REGRESSOR; KNN: K NEAREST NEIGHBOUR; SVM:
SUPPORT VECTOR MACHINE; SVR: SUPPORT VECTOR REGRESSOR;
LSTM: LONG SHORT TERM MEMORY; BLSTM: BI-DIRECTIONAL

LSTM; SPLSR: SPARSE PARTIAL LEAST SQUARES REGRESSION; FPF:
FACIAL POINT FEATURES; LLD: LOW LEVEL DESCRIPTORS; CRNN:

CONVOLUTIONAL RECURRENT NEURAL NETWORK

Ref. Input Feature Refinement Method Class/Reg
[17] IS13 relevance adjustment by rep. class. KNN
[15] IS13 canonical correlation analysis SVM
[8] IS13 forward-backward pass SVR

[12] IS13 manual feature partitioning ensemble
+ ensemble Nyström SPLSR

[10] IS13 speech overlap ratio using SVR SVM
[2] conv. & pros. speech overlap ratio using BLSTM DNN
[9] IS13 & over. forward-backward pass SVR
[3] IS10 & IS13 overlap detection using SVR SVM

+ backward selection
[23] FPF & LLD LSTM based encoder-decoder network
[20] raw speech End-to-End Convolutional Neural Network
Ours raw speech End-to-End CRNN with attention

III. CONFLICTNET: END-TO-END MODEL DESIGN

In this section, we present ConflictNET, an end-to-end
model that, given raw speech waveforms, predicts a continuous
value representing the level of conflict. Our model combines
feature extraction and regression in a unified framework, which
contains six types of layers (convolutional, max-pooling, av-
erage pooling, LSTM, attention and fully connected layers)
arranged in a single stream (see Figure 1).

Features from the speech signal are extracted by 1D con-
volutional layers with learnable filters. We have 3 1D strided
convolutional layers, with 64, 128 and 256 filters respectively.
Each convolutional layer uses ReLu activation. 1D filters of
successive convolutional layers, each with stride 1, are of
size 6, 4 and 4 respectively. A progressive increase in the
number of filters as well as decrease in filter size after the
first convolutional layer is due to the fact that, with increased
depth, the network learns more detailed features.

Changes in the parameters of network layers during training
modify the distribution of the input to their subsequent layers,
a phenomenon known as internal covariate shift [13]. To
reduce the effect of this phenomenon and thereby accelerate
the training, we perform batch normalization after each con-
volutional layer. Successive max-pooling layers downsample
the convolution outputs and reduce the number of network
parameters. The pooling size is determined by considering
the rate of overlap, R, between convolution filter size, F, and
pooling size, P [22]:

R =
F − 1

F + P − 1
. (1)

We keep R < 0.4 and use a stride size equal to the pool size
in all the max pooling layers.

A given input speech signal can contain multiple instances
of verbal conflict spread across time. A common choice to
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TABLE II
TRAIN-VAL-TEST SPLIT [18] FOR THE SSPNET CONFLICT CORPUS

Train Val Test Total
Low (conflict<0) 471 127 226 824
High (conflict≥0) 322 113 171 606
Total 793 240 397 1430

model such temporal sequential data is to use a Recurrent
Neural Network (RNN). However, as the length of the input
signal increases over time, it becomes harder to train a vanilla
RNN due to the vanishing gradient problem, which can be
attenuated using an LSTM [11]. Thus, we use two tanh-
activated LSTM layers, with 128 and 64 units respectively, to
capture the inter-dependencies between features across time.

Although, theoretically, there is no limitation on the number
of time-steps an LSTM can process, our experiments showed
that restricting the number of time steps to fewer than 250
improves performance. Thus, we use a temporal average
pooling layer of pool size 4 to reduce the number of input
time-steps to the first LSTM layer.

Intuitively, not all portions of an input speech signal will
contribute equally towards the conflict intensity estimate of the
entire signal. Thus, to enable the network to focus on portions
of the signal that are more relevant for conflict intensity
estimation, we add an attention mechanism between the LSTM
layers. The LSTM layer with 128 units provides a sequence
output rather than a single value to the attention layer, which
assigns different weights to hidden states across different time-
steps. We use a global additive self-attention mechanism [30],
which considers the whole context to calculate relevance:

g(t, t
′
) = tanh(Wght +Wg′ht′ + bg),

e(t, t
′
) = tanh(Wag(t, t

′
) + ba),

a(t) = softmax(e(t)),
lt =

∑
t′ a(t, t

′
)h

′

t,

(2)

where Wg and Wg′ are weight matrices corresponding to
hidden states ht and ht′ respectively; Wa is the weight matrix
corresponding to their non-linear combination; bg and ba
are the bias vectors; a(t, t

′
) captures the similarity between

ht and ht′ ; lt represents the attention focused hidden state
representation, which is then given as input to the second
LSTM at time-step t.

The conflict intensity value is predicted by a fully connected
layer with a linearly activated single output neuron, which is
connected to the final time-step of the last LSTM layer.

Finally, we design our loss function, L, to maximise the
Pearson Correlation Coefficient (PCC):

L = 1− PCC = 1− 1

Nσσ̂

N∑
i=1

(yi − µ)(ŷi − µ̂), (3)

where N is the number of labels; yi and ŷi are true and
predicted labels, respectively; and (µ,σ) and (µ̂,σ̂) are their
corresponding mean and standard deviation.

Fig. 1. The proposed ConflictNET architecture for conflict intensity estima-
tion.

IV. VALIDATION

In this section, we compare the performance of ConflictNET
with other conflict intensity estimation and classification meth-
ods. We also present an ablation study that quantifies the
contributions of different parts of our network, starting from a
baseline convolutional-recurrent model composed of three sets
of convolution, max pooling and batch normalization layers as
well as two LSTM layers and a fully connected layer. We refer
to this model as ParaNET.

A. Dataset

We adopt the SSPNet Conflict Corpus [16], an audio-
visual corpus that consists of 1,430 clips, each of duration
30 seconds, totalling ∼12 hours of recordings extracted from
a collection of political debates in French. Each clip is
rated by 10 different non-French speaking assessors and the
conflict intensity value assigned to each clip is the average of
individual scores [24]. These values are in the range [-10,10],
from no conflict (-10) to high level of conflict (+10), thus
making the dataset suitable for regression tasks. Audio signals
are sampled at 48KHz, resulting in 1,440,000 samples per
clip. This dataset was adopted in the conflict sub-challenge
of the INTERSPEECH 2013 Computational Paralinguistics
Challenge [18] using only the audio signal. In our experiments,
we follow the same training-validation-testing data split as
defined in the challenge (see Table II). Note that the challenge
considered a binary classification task, obtained by classifying
the conflict level into high (≥ 0) or low (< 0). Also, we
convert the target labels from the range [-10,10] to [-1,1] for
compatibility with the activations of the neural network.
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Due to memory considerations, we downsample each clip
to 8 KHz, thus reducing the number of samples per clip to
240,000. Because of the uneven distribution of verbal conflict
instances, we process the input signal as a whole. To even
the loudness over the entire input signal S, we perform root-
mean-square normalization as follows:

s =
S√∑M
i=1 |Si|2
M

, (4)

where Si is the ith sample, M is the total number of samples
of the input signal and s is the normalized signal.

B. Evaluation measures

We consider three evaluation measures: Pearson Correlation
Coefficient (PCC) for regression, Unweighted Average Recall
(UAR) and Weighted Average Recall (WAR) for classification.
Note that we obtain the classification outputs after binarizing
the predicted continuous labels into high and low conflict
levels. Also, we map the predicted output values to the same
range as the training labels before calculating UAR and WAR,
which helps to improve these evaluation measures without
changes in the PCC value. The results we report are average
values obtained after training and testing the model for 10
times.

C. Training

The model was developed, trained and tested using Keras
with Tensorflow backend [4]. The model was trained using
the training set and the validation set was used to identify the
epoch for early stopping and model saving callbacks. We used
the Adam optimizer with a learning rate of 0.01 and decay of
0.6 for training the network with mini-batches of size 32. The
model was selected based on the highest PCC value on the
validation set.

D. Ablation Study and Results

The results obtained by adding subsequent layers to
ParaNET are summarized in the bottom of Table III. The
performance of our baseline model ParaNET is much bet-
ter than the expected measure by chance values (PCC =
−0.008 ± 0.023, UAR = 50%) given in [18]. An average
pooling operation at the input of the first LSTM layer improves
the performance on all the 3 evaluation measures, which
can be attributed to the better performance of the LSTM
obtained by reducing the number of input time-steps. An
attention layer added to ParaNET improves its performance
by a noticeable margin of 0.162, 9.8% and 8.1% in PCC,
UAR and WAR, respectively. This supports our intuition that
weighted combinations of hidden states across multiple time-
steps can result in performance improvement of the LSTM
layers. Further, adding both average pooling and attention
layers to ParaNET improves the PCC value to 0.853± 0.003.
We also experimented by using a Global Average Pooling
layer that took an average of the entire output sequence of the
second LSTM layer before feeding it to the fully connected
layer. However, adding this layer resulted in a slight decrease
of 0.002 in PCC and a slight improvement of 0.2% and 0.5%
in UAR and WAR values, respectively. It is worthwhile to note

TABLE III
PERFORMANCE COMPARISONS ON THE SSPNET CONFLICT CORPUS TEST
SET. NOTE THAT THE RANGE OF PCC IS [-1,1], AND THAT OF UAR AND
WAR ARE IN PERCENTAGE. KEY - ’*’ RESULTS REPORTED BY TRAINING
ON BOTH TRAINING AND VALIDATION SETS; ’-’ VALUES NOT REPORTED;
REF: REFERENCE; PCC: PEARSON CORRELATION COEFFICIENT; WAR:

WEIGHTED AVERAGE RECALL; UAR: UNWEIGHTED AVERAGE RECALL;
NN: NEURAL NETWORK; DNN: DEEP NEURAL NETWORK; AP:

AVERAGE POOLING; ATTN: ATTENTION; GAP: GLOBAL AVERAGE
POOLING

Ref Method PCC UAR WAR
[18] INTERSPEECH’13 baseline .826* 80.8* -
[17] Random subset feature selection .826 81.6 82.1
[15] Random discriminative projection - 84.6* -
[2] Deep hierarchical neural networks .838* 84.3* -
[8] Greedy forward-backward .842* 85.6* -

[12] Ensemble Nyström method .849* - -
[10] Detection using speaker overlap - 83.1 -
[3] Speech interruption detection - 85.3 -
[9] DNN-based feature extraction .856 84.7 -

[20] End-to-End Convolutional NN .779 79.8 -
ParaNET .675 72.4 75.3
ParaNET + AP .781 79.9 81.3
ParaNET + Attn .837 82.2 83.4
ParaNET + AP + Attn + GAP .850 84.5 84.8
ConflictNET: ParaNET + AP + Attn .853 84.3 84.3

that the standard deviation of UAR and WAR values (0.43%
and 0.51%, respectively) are higher than that of PCC. This
is not surprising since we optimized our network in terms of
PCC alone.

The comparison2 in Table III shows that the performance
of ParaNET+AP is similar to that of the end-to-end solution
in [20]. Our best performing model ConflictNET outperforms
in terms of PCC all but one method ([9]). ConflictNET
achieves almost the same performance as [9], a model with
DNN based speech overlap feature set and feature pruning
based conflict specific subset of standard acoustic features.
This suggests that our end-to-end architecture has automati-
cally learned task-specific information from the raw speech
input.

V. CONCLUSION

We proposed a new convolutional-recurrent neural network
architecture for end-to-end conflict intensity estimation from
raw speech data, the first of its kind. We quantified the
effectiveness of adding an attention mechanism and an average
pooling layer to a baseline convolutional-recurrent architec-
ture. Unlike previous works on this topic, our end-to-end
model implicitly learns conflict-specific features directly from
the input speech waveform. The performance of the proposed
model is on par with the state-of-the-art method in terms
of Pearson Correlation Coefficient on the SSPNet Conflict
Corpus dataset. A future research objective is to understand
the evolution of negative emotions, like anger and aggression,
arising from verbal conflicts.
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