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Abstract

This paper proposes a new method to protect the privacy while

retaining the ability to accurately recognise the activities of

daily living for video-based monitoring in ambient assisted liv-

ing applications. The proposed method obfuscates the human

appearance by modelling the temporal saliency in the moni-

toring video sequences. It mimics the functionality of neuro-

morphic cameras and explores the temporal saliency to gen-

erate a mask to anonymise the human appearance. Since the

anonymising masks encapsulate the temporal saliency with re-

spect to motion in the sequence, they provide a good basis for

further utilisation in activity recognition, which is achieved by

representing the HOG features on privacy masks. The proposed

method has resulted in excellent anonymising performances

compared using the cross correlation measures. In terms of

activity recognition, the proposed method has resulted in 5.6%
and 5.4% improvements of accuracies over other anonymisa-

tion methods for Weizmann and DHA datasets, respectively.

1 Introduction

Video and computer vision have become important tools for

monitoring activities of daily living and person wellbeing in

ambient assisted living (AAL) [1–4]. Although; these systems

and tools have performed well in monitoring, decreasing the

concerns on privacy of the elderly users remains a highly im-

portant requirement [1, 5]. There have been a few solutions to

address the privacy concerns, which can be mainly categorised

into two themes: low resolution sensors [6–8] and image pro-

cessing based [9–11]. Using low resolution sensors adopt a

network of extremely low resolution cameras [6, 7] or low res-

olution colour sensors [8] to capture low-resolution visual im-

ages, which have been successfully exploited in the applica-

tions of activity recognition [6], behaviour understanding [7]

and object localisation [8]. However, these sensors are more

sensitive to the changes in the light conditions [7, 8] resulting

in less accuracy in activity recognition. The second category

of solutions is to adopt the image processing techniques, such

as, blocking [9], cartooning [10], Gaussian blurring [11], pixe-

lation [12] and masking with silhouettes, to obfuscate the sen-

sitive information. However, these methods require considera-

tion of the trade-off between the privacy protection and utility

of the anonymised sequences for monitoring tasks [13]. Nat-

urally, a high level of privacy protection leads to low level of

utility and vice versa. This is one of the major challenges asso-

ciated with using video camera sensors in the field of AAL.

To address this, in this paper, we propose a new method-

ology for anonymising video, which can anonymise the per-

sons and content in the video while retaining high utility

of anonymised video for activity recognition. The proposed

anonymising method captures the motion activity in the scene

to replace the corresponding spatial information. This mim-

ics the functionality of emerging neuromorphic (event-based)

cameras [14] to capture events by modelling the temporal

saliency. The anonymised video maps derived from the tem-

poral saliency modelling are further analysed by extracting

histograms of oriented gradients (HOG) features for activ-

ity recognition tasks. The proposed method provides useful

anonymous information which can be further explored in ac-

tivities of daily living monitoring applications, such as, activity

recognition and activity level recognition, efficiently without

doing any further processing, like motion estimation. The main

contributions of this work include:

1. A new methodology to achieve a high level of privacy

protection using the proposed temporal saliency estima-

tion model; and

2. A new methodology for highly accurate activity recogni-

tion using such anonymised video sequences.

The rest of the paper is organised as follows: Section 2 presents

the proposed method for anonymising video sequences fol-

lowed by activity recognition. The performance evaluation of

the proposed system for anonymising efficiency, as well as, ac-

tivity recognition efficiency is presented in Section 3 followed

by concluding remarks in Section 4.

2 The proposed method

This section presents the proposed method to protect the pri-

vacy and explore the obtained obfuscated information in ac-

tivity recognition. Figure 1 depicts the proposed approach to

preserve the privacy and recognise the protected information.



(a) Temporal saliency based anonymising

(b) Utility of the anonymised information

Figure 1. Proposed privacy protection and intelligibility model

2.1 Anonymising mask generation using temporal

saliency modelling

The proposed anonymity method extracts the anonymising

mask of the human to protect the privacy by modelling the

temporal saliency in the video sequence. This method depends

on distributing the temporal saliency magnitudes based on the

most dynamic parts to anonymise the privacy, which is cru-

cially attributed in activity signature and then activity represen-

tation. This enhances the ability of utilising this anonymised

information without using extra information or additional al-

gorithms for extracting such information.

The anonymity mask generation consists of the following

steps. Let s be a video sequence with F frames. First, for each

two successive frames, ft and ft−1, where t ∈ [1, · · · , F ],
the frame difference Dt is computed to obtain the temporal

changes in each pixel intensity in the current frame with respect

to the previous frame. It is important to measure the magnitude

of the movement and to differentiate the changes that come

from the light conditions and global motion problems. These

pixel differences are compared with a user-defined threshold,

τ , to keep the magnitude of pixels’ movement and eliminate

unnecessary changes as follows:

D̃t(x, y) =

{Dt(x,y) if Dt(x,y) ≥τ

0 Otherwise

, (1)

where Dt(x, y) and D̃t(x, y) are the difference maps at loca-

tion (x, y) before and after comparing with a threshold, respec-

tively. However, it is difficult to determine the perfect value of

τ . Therefore, we further vary τ using N user-defined thresh-

olds to make this filtration more robust and comprehensive.

Second, the difference map based on the user-defined

threshold τn, e.g. D̃t
τn

, where n ∈ {1, 2, · · · , N }, is then

analysed using an overlapped block-based two dimensions fast

Fourier transform (2DFFT) based entropy in order to scoring

these differences and distribute the scores differently based on

the magnitude of the pixel’s change. Due to D̃t
τn

has magni-

tudes that are distributed over the foreground region, a N × N

(a) (b) (c)

Figure 2. Anonymising modelling of frame #20 from the

jumping sequence of the participant #1: (a) original frame, (b)

single threshold based anonymising and (c) weighted threshold

based anonymising.

entropy based operator is adopted to score these magnitudes to

model the temporal salience. Accordingly, D̃t
τn

is partitioned

into overlapped N × N blocks and then 2DFFT is applied to

each block, separately, to analyse the frequencies of differences

in each block. To make sure all the pixels in D̃t
τn

will be pro-

cessed, we pad zero values around the original borders. This

will assist in highlighting the salience regions compared to the

background.

Third, the Power Spectral Density (PSD), P t
bi(u, v) =

1
N2 At

bi
(u, v)2, where A is the matrix of magnitudes of frequen-

cies in block bi, where i = 1, 2, · · · , B and B is the number

of blocks. The obtained densities in P t
bi are then normalised

to suppress the high variation in bi and create a homogeneous

distribution in this block. In the fourth step, these probabil-

ity densities are subjected to scoring approach using the local

Shannon entropy formula to obtain the temporal salience mag-

nitude in each pixel location. This entropy assigns a score for

the pixel that has been located in the centre of bi. Then, the

weighted entropy, Ê , at location (x, y) of all entropies over N
thresholds is computed as

Ê(x, y) =

∑N
n=1 τn Eτn(x, y)
∑N

n=1 τn

, (2)

where Ê(x, y) and Eτn(x, y) are the weighted entropy and the

entropy value based on threshold τn at location (x, y), respec-

tively. This leads to highlight the silhouette of the foreground

object by distributing the saliency magnitudes exploiting the

relation between the action and the human body parts. Further-

more, this approach is considered a crucial factor in the distinc-

tion between actions since the magnitudes of the entropies will

be distributed across the silhouette based on the action class.

This entropies map is then normalised to the [0 255] values and

smoothed by applying a 2-D Gaussian kernel with σ = 6 in or-

der to fill the small holes if found and obtain the final temporal

saliency map, ST , leading to the anonymising mask.

Figure 2 shows the result of applying the above procedure

on a sample frame from the jumping sequence of DHA dataset.

As we can see, our anonymising modelling approach leads to



further highlighting the most dynamic parts of the body, Fig-

ure 2 (c). These moving parts are represented by increasing the

highlighting using the proposed approach of anonymity, which

reflects the optimal performance of the proposed model of pri-

vacy preservation. If we depend only on a single threshold for-

mula, Figure 2 (b), it is difficult to represent the silhouette of

the activity perfectly since the human body parts seem to have

the same magnitude. Instead, with the local entropy based ob-

fuscating approach, the variation in movements will be fairly

modelled. This method protects the privacy as well as main-

taining the most useful information about the action/activity.

The example in Figure 2 shows that the proposed method

can be used for two useful purposes: protecting the privacy

efficiently by obfuscating the most significant information in

the scene and eliminating unnecessarily redundant informa-

tion. This makes the video-based sensor less intrusive and

more acceptable in the real world. Furthermore, modelling

the anonymity in the form of saliency maps provides useful

information to be explored by the descriptor to extract power-

ful discriminating features and achieve efficiency in the activity

recognition application.

2.2 Analysing the anonymised silhouette for activity

recognition

The above privacy anonymising approach is beneficial to de-

sign a robust discriminating descriptor. The proposed descrip-

tor focuses on analysing the useful information that has been

modelled in the anonymised silhouette. The proposed descrip-

tor relies on exploring the HOG features of anonymised video

maps (HOG-A). The description is obtained by calculating the

horizontal and vertical gradients of the silhouette region R,

where R ⊂ ST , in each video frame. Then, the magnitude,

GS , and orientation, θS , of the gradients are computed as fol-

lows:

GS =
√

d2
x(R) + d2

y(R), (3)

θS = arctan

(

dy(R)

dx(R)

)

, (4)

where dx(R) and dy(R) are the horizontal and vertical gradi-

ents of R, respectively. The gradient orientations are then quan-

tized into 9-bins orientation histogram. Let G be a K × L ma-

trix containing the gradient response. Thus, there are BK ×BL

blocks from which HOG-A features are extracted. Each block

in turn is subdivided into P patches and each patch gives us 9-

bins histogram. Thus, when we concatenate them all into one

response vector, v, we obtain a 9 × P × BK × BL dimensions

vector. Then, v is normalised in order to make the description

more light-invariant.

However, the discriminating power of the descriptor can

not be perfect in accordance to the variation inside the action

and similarities among the actions. To address this, we improve

the HOG-A descriptor by doing a time down-sampling formula

in order to find two groups of vectors in each time: even and

odd time-based vectors. Thus, the set of normalised vectors are

down-sampled by 2 with respect to time, e.g., T 2, where T

is the length of the sequence. The final feature vector at time

instant t, ṽt, is computed as

ṽt =

∣

∣

∣

∣

∣

t−1
∑

k=0

v̂t−2k −
t−1
∑

k=0

v̂t−(2k+1)

∣

∣

∣

∣

∣

, (5)

where v̂ is the normalised feature vector and t − k > 0.

The purpose from Equation (5) is to increase the dissimilar-

ity and the similarity between the activities and inside the activ-

ity, respectively, in order to improve the discriminating power

of HOG-A descriptor.

3 Performance Evaluation

3.1 Datasets

Depth-included Human Action (DHA) video dataset [15] con-

tains 23 action categories performed by 21 participants (12

males and 9 females). It is recorded using a static Kinect cam-

era in three different scenes with 480×640 resolution. The

RGB version of videos is used in the experiments. Weiz-

mann dataset [16] contains 93 low-resolution (144×180, 50

fps) video sequences showing 10 actions achieved by 9 actors.

3.2 Evaluation of anonymising

Several approaches to anonymise the privacy using filtering

algorithms are evaluated on our datasets. These methods are

Gaussian blurring [17], silhouette, pixelation [18], and binary

silhouette. For the pixelation method, we used two different

resolutions based on the size of the frame; e.g. 20×16 and

12×12 for DHA and Weizmann , respectively. Mainly, all the

filtering algorithms and the proposed anonymity method follow

the same scenario to process the video sequences to anonymise

the privacy; i.e. 1) the method, 2) HOG extraction and 3) KNN

classifier. The most important issue that has been considered

to evaluate the efficiency of the algorithms is the trade-off be-

tween the privacy level and utility. We adopted an objective

method, the magnitude of mean cross correlation, to assess the

robustness of the proposed privacy protection approach and the

current filtering algorithms w.r.t. the unmodified video frames.

Table 1 depicts the calculated magnitudes of mean cross

correlation of the four filtering methods and the proposed

method over all the sequences in each dataset. As can be clearly

seen, the proposed method outperforms all filtering methods.

The proposed method with the binary silhouette got the lowest

similarity with w.r.t. the original video frames. This means that

our method achieves a high level of privacy preservation which

was expected due to its strong anonymised activity abstraction

and modelling.

This means that the temporal saliency maps are consid-

ered as masks which makes the proposed anonymising method

achieves a high level of privacy protection such the binary

mask. However, the difference between the binary mask and

the saliency map is that the saliency map distributed the mag-

nitudes in the silhouette region based on the dynamic changes

acquired at each location. This can be shown in Figure 3;



Figure 3. Comparison of globally Gaussian blurred, pixelated, silhouette, binary silhouette and the proposed anonymising method

for different actions from both datasets. From top to bottom: run, walk, side clap, bend, jack and two hand waving. From left

to right: column-1 original frame, column-2 Gaussian blurring with σ = 5, column-3 Gaussian blurring with σ = 8, column-4

pixelation, column-5 silhouette, column-6 binary silhouette and column-7 proposed anonymising method, respectively.

the columns 6 and 7, respectively. The main difference be-

tween these two columns is that the silhouette region in the

binary mask contains the same magnitude in the overall loca-

tions while these locations highlighted differently in our pro-

posed anonymising method. These variations will be reflected

on the human action recognition stage.

Furthermore, we can see that pixelation filter achieved pri-

vacy protection level better than Gaussian blurring. On the

other hand, this can limit the utility of the obfuscated informa-

tion compared to blurring because the pixelation leads to distort

the useful visual information in order to address the problem of

privacy preservation. This reduces the possibility of using this

information, e.g. low level utility. Columns 2, 3 and 4 illustrate

clearly this trade off.

3.3 Evaluation of activity recognition using the silhouette

Several experiments have been done to evaluate the proposed

approach of vision-based privacy preservation. The results of

converting the RGB frames into obfuscated maps are evaluated

in terms of human action recognition task. We explained pre-

viously that the proposed method preserves the privacy and ex-

plores the obtained saliency maps to recognise the actions. This

means that the proposed method exploits the same approach to

achieve two objectives instead of using multiple algorithms to

achieve each one. Table 2 explains a comparison between the

proposed method and the filtering techniques used to preserve

the privacy using the DHA and Weizmann datasets.

We can see that the proposed method achieves the higher

level of utility than blurring and pixelation methods. This is

due to the efficiency of the proposed method to anonymise the



Method DHA Weizmann

Blurring

σ = 8
0.90 0.66

Blurring

σ = 5
0.94 0.78

Pixilation 0.74 0.58

Silhouette 0.68 0.84

Binary Silhouette 0.48 0.75

Proposed Method 0.02 0.27

Table 1. Anonymising performance using the average cross

correlation magnitudes computing on the bounding box.
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Figure 4. The KNN confusion matrix of Weizmann dataset

using HOG-A (Overall accuracy is 99.64 %)

silhouette of the human object by distributing the highlighting

based on the most dynamic parts. This was explained in the

previous sections and Figures 2 and 3. This distribution of the

salience makes the maps intelligible and the descriptor more ro-

bust to discriminate between the actions/activities because the

values of the description are extracted based on this variation

of the magnitudes.

Figures 4 and 5 show the confusion matrices of the pro-

posed method applied on Weizmann and DHA using KNN

classifiers, respectively. The results in confusion matrices

prove that the proposed anonymising method contributes per-

fectly to design a robust descriptor, e.g. HOG-A. This descrip-

tor discriminates the actions based on exploring the salience

magnitudes to extract powerful discriminating features. The

confusion matrices of KNN’s classifier achieve 100% of accu-

racies for a 50% and 60% of the actions in DHA and Weiz-

mann datasets, respectively, despite the similarities among the

actions.

4 Conclusions

This paper has proposed a new anonymising method to address

the problems of preserving the privacy efficiently while retain-

ing a high level of utility of the anonymised video in video

Method DHA Weizmann

Original (not anonymised) 96.69 [19] 95.70 [20]

Blurring

σ = 8
94.51 91.15

Blurring

σ = 5
94.62 94.05

Pixilation 79.35 69.16

Silhouette 93.9 89.36

Binary Silhouette 91.97 93.61

Proposed Method 99.39 99.64

Table 2. Activity recognition accuracy (%) of the anonymised

sequences in DHA and Weizmann datasets.

based recognition of activities of daily living. The proposed

method anonymised the useful visual information as a mask

corresponding to the temporal saliency in the video frames.

This obfuscated information was explored in activity recog-

nition without using extra algorithms to revise or recovery of

the original visual data. The proposed method achieved a high

level of privacy protection and high rates of accuracy in ac-

tivity recognition when compared with the other methods. It

showed improvements of 5.6% and 5.4% for Weizmann and

DHA datasets, respectively, for activity recognition over the

other methods used for anonymising the video.
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Figure 5. The KNN confusion matrix of DHA dataset using HOG-A (Overall accuracy is 99.39%)
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