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Abstract: The increase in the market for supersized LNG (liquefied natural gas) vessels, with double
wall cargo tanks, has led to concerns regarding their safe operation. If both the primary and secondary
wall of the cargo tank fail simultaneously, the hull of the vessel can be exposed to the LNG. This has
the potential to cause brittle failure of the hull structure. This study presents a new acoustic emission
(AE) technique approach that can be implemented for monitoring the structural condition of the cargo
containment. The new technique approach is based on a feature of the AE waveform, calculated using
quadratic Renyi’s entropy. The presented technique is capable of providing information regarding
critical damage so that appropriate maintenance can be carried out to avoid failure. The new AE
technique is based on an AE feature that is independent of acquisition settings (e.g., threshold and
timing), unlike many traditional AE features. The effectiveness of the proposed feature was evaluated
by comparison with traditional AE features under ideal conditions for a range of varying acquisition
settings. Unlike the traditional feature, the new feature demonstrated no variance with variation of
the acquisition settings and was effective in capturing the collective information in the waveform.
The proposed AE feature was validated through tensile and fatigue testing on standard specimens of
austenitic stainless steel (material of the primary wall). The results suggest that the proposed AE
feature is sensitive in identifying the critical damages irrespective of some data acquisition settings.
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1. Introduction

Liquefied natural gas (LNG) carriers are ships used for long distance transportation of LNG. With
the increase in demand of natural gas, supersized LNG carriers are emerging as an economical way for
long distance transportation of LNG. According to the figures presented in reference [1], 473 LNG
carriers were in operation by 2017. The cargo containments in the LNG carriers are double-walled
and are often integrated with the carriers. According to the World LNG report [1], the primary
wall of 74% of LNG carriers is constructed from austenitic stainless steel because its construction
is cheaper and requires less engineering maintenance work [2]. Despite their advantage, primary
walls constructed from austenitic stainless steel are subjected to a tremendous amount of sloshing
impact during voyages [3–5]. Yielding as a result of sloshing impact can cause crack initiation in the
primary wall of the cargo containment [6,7]. If there is a leak of more than 5 mm in the secondary
wall, the cryogenic fluid could potentially reach the hull of the ship, causing brittle failure [8,9]. Both
leakage of LNG and failure of the hull can increase the risk to the safety of life and property. To
avoid catastrophic failure (i.e., leakage above 5 mm and failure of the hull) of the containment, a set of
regulations for inspection have been set by the International Maritime Organization (IMO). According
to the regulations, the entire containment has to be inspected thoroughly every five years by a surveyor
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(e.g., Lloyds Register) [10]. Despite the regulations, there have been several damages in the primary
wall during a voyage, as reported by a French LNG carrier manufacturer [11]. Therefore, to reduce the
risk associated with failure of the LNG carriers, there is a need to replace traditional maintenance with
a condition-based maintenance (CBM) strategy [12]. CBM is a strategy that continuously monitors
the structural health condition to predict whether maintenance is required. In cargo containment, if
the initial stages of damage (i.e., yielding of primary wall/austenitic stainless steel) can be monitored,
appropriate maintenance can be carried out to avoid a catastrophic failure. In order to gather real
time information regarding yielding, structural assessment of the wall of LNG containment with a
suitable structural health monitoring (SHM) technique is a primary solution. Determining the severity
of damage such as yielding in a material is a challenging task (because unlike the other damage
mechanism, such as crack initiation, there is no separation of the material). To achieve this goal,
the SHM technique must be sensitive to the damage mechanism over a long time (e.g., the entire
operational life of the LNG carrier). Considering most of the widely used SHM techniques (e.g., modal
analysis, long range guided waves, vibration, and acoustic emission), only acoustic emission (AE) is
capable of identifying the onset of yielding because of its sensitivity to the microscopic changes in the
material [13].

AE is commonly used in the industry as a passive SHM technique [13]. The studies presented in
references [14–24] showed that it is sensitive in identifying the onset of yielding in austenitic stainless
steel. For instance, it has been shown by Moorthy et al. [14] that the peak AE activity occurs before the
onset of macro yielding. This phenomenon is attributed to the dislocation generated from the Frank
Reed source. AE activity during and after yielding is well understood for both nuclear and commercial
grade austenitic stainless steel [15–17]. These studies suggest that the significant increase in AE activity
during yielding of nuclear grade austenitic stainless steel is due to dislocation activity. However,
in commercial grade austenitic stainless steel, the major source of high AE activity during yielding
is inclusion de-cohesion (i.e., damage initiation as a result of the separation of the matrix-inclusion
interface). Higher AE activity is generated during yielding of notched specimens (when compared
to un-notched specimens) made from nuclear grade austenitic stainless steel, due to the increase in
dislocation movement from the plastic zone [15,16]. Exactly the opposite behaviour was observed in
the specimen made from commercial grade austenitic stainless steel, due to reduction of the material
in the notch [15]. An increase in AE activity was observed with notch depth during yielding of nuclear
grade austenitic stainless steel. This observation was as a result of growth in the plastic zone size
with notch depth [16,24]. With the increase in pre-strain, AE activity during yielding in austenitic
stainless steel was shown to decrease [18]. The reduction in AE activity due to an increase in pre-strain
was a result of reduced martensite transformation. AE activity during yielding of austenitic stainless
steel depends on the level of work hardening [19]. A slight increase of the cold work increases the
AE activity, whereas increasing the cold work beyond 20% decreases the AE activity significantly. AE
activity during yielding of austenitic stainless steel increased with strain rate [20]. This observation
was explained as a result of an increase in source activation. AE activity during yielding of austenitic
stainless steel increased significantly at low temperatures (223 K) as a result of accelerated martensite
formation [21]. AE has also been successful at determining the onset of yielding in austenitic stainless
steel in the supercritical water environment (i.e., 550 ◦C and 250 bar) [23]. Apart from steel (e.g.,
austenitic stainless steel), AE has been used in a number of other heterogeneous materials such as
concrete, rocks and masonry [25–27]. For instance, it has been shown by Carpinteri et al. [25] that
the AE technique (i.e., Count) is effective in identifying damages in masonry buildings and concrete
frames. An alternative and reliable onset time determination of an AE signal was presented by
Carpinteri et al. [26], which was successfully validated in fibre-reinforced concrete beams. AE has also
been successful in determining the severity of damage in repaired masonry samples [27].

Despite the reported successful research on AE with austenitic stainless steel, identifying the onset
of yielding is challenging in an actual field trial, primarily because the traditional AE monitoring is
influenced by a range of user defined settings (e.g., threshold and timings) on the AE data acquisition
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system. Inaccurate user defined settings can result in an inaccurately classified damage source and can
bring difficulty in interpreting the results during yielding [28]. The AE results may also be affected by
the noise (e.g., unwanted elastic wave generated due to sloshing in the LNG cargo tank). The latter
can be avoided by understanding the nature of noise in a calibration test (i.e., by gathering AE data
from the cargo tank during a voyage and analysing the noise content). Once the nature of noise is
understood, relevant filtration techniques can be used to eliminate or reduce noise content in the data.
In order to rule out the primary reason, the influence of user-defined settings on the AE monitoring
has to be minimized.

This research presents a new AE feature that is independent of threshold and timing settings. The
proposed feature is derived from the idea that each waveform will have a unique disorderness and the
measure of this disorderness could be used as an AE feature. The disorderness of a waveform can
be extracted from the probability distribution of a waveform, which depends on its discrete voltage
values. The number of discrete voltage values in a waveform depends on its window length and the
sampling frequency. The damages in LNG cargo containment are likely to occur during rise-time of a
typical sloshing impact (i.e., the time taken for the impact to reach the maximum value) [29]. Therefore,
to capture the entire waveform generated from damage, its window length should be set equal to the
rise-time of a sloshing impact that has the potential to introduce damages. The sampling frequency of
the waveform can be set larger than or equal to the ‘Nyquist frequency’ of the waveform generated
during damages in austenitic stainless steel. According to the studies [14,22], an AE waveform from
damages in austenitic stainless steel contains frequencies of 133 kHz to 270 kHz. Therefore, a default
sampling frequency of 5 MHz (in the AMSY-6 AE data acquisition system) is sufficient to provide an
actual representation of the waveform. Provided that a fixed window length setting and a sampling
frequency is used, the discrete voltage values in a waveform will be independent of threshold and
timing settings. Therefore, a burst waveform processed with two different thresholds and timings
will have a similar probability distribution. The similar probability distributions will result in similar
disorderness. In other words, the disorderness of the waveform will remain unaffected by the threshold
and timing settings. Unlike the window length and sampling frequency, there is no rational means to
predict an appropriate threshold and timing setting prior to the experiment. As a result, independence
of the feature extraction process from the threshold and timing settings can be considered as a significant
advantage to AE monitoring. The proposed idea was evaluated by analysing the transient waveform
(recorded in an AE data acquisition system) generated from a simulated AE source on a metal plate.
The idea was validated by conducting tensile and fatigue tests on austenitic stainless steel (316L) with
simultaneous AE monitoring.

A background to AE monitoring is provided in Section 2. It is followed by the methodology of
the experimental evaluation of the proposed idea in Section 3. After that, results and discussion are
presented in Sections 4 and 5, respectively. Section 6 concludes with key findings of the research.

2. Background

AE can be described as a phenomenon where a material emits elastic waves as a result of a
source activation [13]. Source activation could be in the form of damages such as plastic deformation,
crack initiation and crack propagation, etc. The elastic waves generated from the source propagate
spherically outward in the material. When the elastic waves reach the surface, they are captured using
piezoelectric sensors as an analogue signal. The analogue signal is amplified and passed on to the AE
data acquisition system. The AE data acquisition system digitises the analogue signal and calculates
some features (i.e., rise-time, duration, energy, peak amplitude, count, centroid frequency, etc.). The
strength and magnitude of the features are representative of the source. The digital waveform and the
features are stored in a computer for post-processing. Figures 1 and 2 illustrate the working principle
of AE and the definition of the widely used traditional AE features.
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3. Materials and Methods

3.1. Disorderness as an AE Feature

The disorderness of a waveform is a measure of how randomly distributed its discrete voltage
values are. There are several theorems in the literature to successfully measure the disorderness of a
waveform. The initial theorem was proposed by Hartley in 1928 [30], which was later known as ‘max
entropy’. Shannon in 1948 [31] used a linear weighing parameter in Hartley’s disorderness measure.
Shannon’s theorem of disorderness measure was later known as ‘Shannon’s entropy’. Alfred Renyi
in 1960 [32] proposed a more flexible form of disorderness measure by introducing an exponential
weighing parameter in the computation. Renyi’s theorem was termed as ‘Renyi’s entropy’. Given
a waveform with a discrete amplitude distribution {X1, X2, X3, . . . , Xn}, Renyi’s entropy Ha(x) is
calculated using Equation (1):

Ha(x) =
1

1− a
log

 m∑
k=1

(P(xk))
a

 (1)

The term P(x k) in Equation (1) is the probability of mass with the Kth number of bin. Figure 3
shows a typical probability distribution of the voltage values against the voltage distribution range
(i.e., the range of voltage over which the probability distribution is calculated) of an AE waveform.
The term ‘a’ in Equation (1) is called the order of the entropy. With a higher value of ‘a’, more weight
is provided to the larger probability of mass [33,34]. When ‘a’ is 1, the weight provided to all the
probabilities of mass are the same. Depending on the choice of ‘a’, Renyi’s entropy generalizes other
notions of disorderness measures such as ‘Hartley’s entropy’, ‘Shannon’s Entropy’, ‘collision entropy’
(quadratic entropy) and the ‘min Entropy’.
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Shannon’s entropy is a widely used measure of disorderness. However, in this study, ‘quadratic
Renyi’s entropy’ was chosen as a measure of disorderness in the AE waveform by using the value of
‘a’ as 2. There are two reasons for choosing the ‘quadratic Renyi’s entropy’. Firstly, as it is evident
from Figure 3 that the probability of mass for the voltage values close to zero are higher compared to
the ones that are further away from zero. Therefore, it is reasonable to provide more weight to the
dominant probability of mass for the voltage values, as they have occurred with higher frequency
and can disclose the true nature of disorderness in the waveform. Choosing a very high ‘a’ would
significantly reduce the contribution from a lower probability of mass. Therefore, a = 2 provides a
trade-off such that the computation provides more weight to the larger probability of mass and also
considers the lower probability of mass, as ‘a’ is close to 1 (i.e., close to Shannon’s entropy). The
first advantage of quadratic Renyi’s entropy over Shannon’s entropy as a measure of disorderness
is provided in Appendix A. Secondly, quadratic Renyi’s entropy is easy to calculate. In fact, it can
be estimated directly from the discrete voltage distribution if ‘Prazen window’ [35] and Kernel is
implemented in the AE data acquisition system. The bin width used for the probability distribution
in this research is 0.00305 mV, which is equal to the resolution of the AE data acquisition system.
The ‘quadratic Renyi’s entropy’ of a transient AE waveform will be referred to as AE entropy in this
paper. In order to calculate AE entropy, the transient AE waveform was converted into a spreadsheet
containing the discrete voltage values. A probability distribution of the discrete voltage values was
then calculated. Using the probability distribution, the calculation of AE entropy was performed by
using Equation (2).

H2(x) = − log

 n∑
k=1

(P(xk))
2

 (2)

3.2. Experimental Evaluation Procedure

3.2.1. Performance Against Threshold

The performance of AE entropy against threshold was evaluated with a realistic waveform that
resembles damage in metal. The realistic waveform was generated through the pencil lead break (PLB)
test. In this test, a pencil lead of 0.5 mm diameter and 3 mm length was broken by pressing it on a metal
plate (12 m in length, 12 m in width and 5 mm in thickness). The configuration of the pencil lead was
chosen in accordance with ASTM standard E976 [36]. Fracture of the lead resulted in the generation of
an elastic wave in the metal plate. The frequency response of this elastic wave was unknown prior to
the test. Therefore, in order to successfully capture the true nature of this elastic wave, an AE sensor
(VS-900 [37]) sensitive to a wide range of frequencies was chosen. The AE sensor and its frequency
sensitivity spectrum are shown in Figure 4. A single AE sensor was placed approximately 400 mm
away from the point where the pencil lead was broken. Figure 5 shows the experimental setup. The
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elastic wave captured by the AE sensor was passed to six different channels in ASMY-6 (commercial AE
data acquisition system [38]). Each channel acquired the signal with a different acquisition threshold
than the other channels. All the other acquisition settings, apart from the threshold, were identical
among the six channels. The threshold used for each channel is tabulated in Table 1. The rest of the
acquisition settings used for each channel are illustrated in Table 2. Traditional waveform features
in each channel were calculated by the AE data acquisition system. AE entropy for the waveform in
each channel was calculated from discrete voltage values using the MATLABTM script provided in
Appendix B. Finally, the influence of threshold on the AE entropy was evaluated and compared with
the traditional features.
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Table 2. Acquisition settings in all the channels.

Hit Definition Time (HDT) 80 µs

Re-Arm Time 1 ms
Sampling Frequency 5 MHz

Max duration TR window length 820 µs
Frequency Filter 95k Hz–850 kHz

Threshold 60 dB

3.2.2. Performance Against Hit Definition Time

A realistic AE waveform generated in metal was used to evaluate the performance of AE entropy
against the hit definition time (HDT) [39]. In this test, the same metal plate mentioned in the previous
section was excited with a Vallen VS-900 AE transducer to generate elastic waves. The Vallen VS-900
transducer can be used both as an AE source and as a sensor. In this test, one AE transducer was used
as a source to generate elastic waves and a second AE transducer was used as a sensor to measure the
elastic waves.

Rectangular pulses with a very small width applied to the AE source transducer were used to
generate the elastic waves. The rectangular pulsing pattern shown in Figure 6 was used to introduce
a precise delay between each of rectangular pulses (i.e., 240 µs between the first and second pulses;
375 µs between the second and third pulses). The delay was used to separate the generation of an
elastic wave in the plate, which supported the investigation into the influence of HDT in the recorded
waveform. To vary the amplitude of the elastic wave in the plate, different heights of rectangular
pulses were chosen (height of the first and second pulses were 0.5 and 0.75 times the third pulse).
The elastic wave was captured as an analogue signal, with another AE sensor attached to the metal
plate. The total distance between the transducer was 130 mm. Figure 7 illustrates the transducer
arrangement used in the test. The narrow rectangular pulses act like PLB impulse excitation in the
plate. Therefore, the frequency response of the elastic wave in the plate was not known prior to the
experiment. The Vallen VS-900 was chosen as a transducer for both the pulsing and capturing of elastic
wave as it was sensitive to a wide range of frequency and can successfully capture the true nature of
the elastic wave. The transducers used in this experiment were the same as the one used as a sensor in
the previous experiment (i.e., in Section 3.2.1). Figure 4 shows an image of the sensor and its frequency
sensitivity spectrum.

The analogue signal captured by the sensor was passed on to three different channels in AMSY-6.
Each channel acquired the signal with a different HDT than the other. Table 3 shows the range of HDTs
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Table 3. HDT for each channel.

Acquisition HDT

1 200 µs
2 300 µs
3 400 µs

3.2.3. Experimental Validation Procedure

In order to validate the proposed idea, AE entropy was calculated and explored from the
waveforms recorded during tensile and fatigue loading of a standard 316L stainless steel sample.
Table 4 shows the mechanical properties of the material used in this experiment. Flat tensile and fatigue
specimens were designed according to ASTM standard E8/E8M–09 and E466-15, respectively [40,41].
Figure 8 shows the dimension of the specimens that were used in the experiment.

Table 4. Mechanical Properties.

Properties Values

Young’s Modulus 193 GPa
Yield Strength

(Longitudinal) Rp 1% 347 MPa

Tensile Strength (Longitudinal) 613 MPa
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The tests were carried out on these specimens in an Instron servo hydraulic machine at room
temperature (20 ◦C). The tensile sample was subjected to a displacement-controlled (1 mm/s) loading.
The fatigue sample was subjected to sinusoidal loading of 5 Hz and maximum and minimum stress of
480 MPa and 48 MPa. For both the tests, the loading axis was parallel to the longitudinal direction of
the material.

Elastic waves generated in the material were captured as analogue signals with two AE sensors
(VS-160, manufactured by VallenTM [42]). This sensor was chosen because it has a higher peak
sensitivity than the VS-900 at 160 kHz, which is close to the frequency of waveforms generated during
yielding and crack initiation in austenitic stainless steel [14,22]. An illustration of this sensor and
its frequency sensitivity spectrum is shown in Figure 9. The signals were amplified (using AEP4H
amplifiers [43]). The amplified signals were fed to the AE data acquisition system (Vallen-AMSY-6).
The analogue signals were sampled with a sampling frequency of 5 Mhz (larger than the ‘Nyquist
frequency’ of waveform generated during damages in austenitic stainless steel [22]) in the AE data
acquisition system. The window length of the recorded waveform was chosen to be 820 µs, which is
comparable to the rise-time of typical sloshing impact on the primary wall [4]. The threshold chosen
for these tests was 45 dB (i.e., above the background noise of the laboratory). The rest of the settings
used in the AE data acquisition system were similar to the ones mentioned in Table 2. Due to the
nature of fatigue loading, unwanted noise originating from the grips can mask the useful information
in the dataset [44]. To avoid this, a 1D localization filtration technique was used, which considered
signals generated within the gauge section of the specimen to be useful and avoided unwanted signals
from the grips. All the recorded waveform features were calculated by the AE data acquisition system,
and AE entropy was calculated by a MATLABTM coded algorithm (Appendix B) from the discrete
values of the waveform.
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To correlate the material behaviour with AE activity, the specimens were monitored simultaneously
with a ARAMIS-5m digital image correlation (DIC) camera [45]. The material behaviour correlated for
the tensile specimen was engineering stress and strain. The use of an extensometer is a traditional
method to extract the strain in the material during tensile deformation. In this study, the deformation
was expected to be quite large (since the material is very ductile), and there was a possibility of the
extensometer scratching against the surface of the specimen during deformation. Scratching of the
extensometer on the specimen surface was expected to generate unwanted elastic waves that can
potentially corrupt the dataset. The DIC provided a noncontact strain measurement method and as a
result the possibility of this noise in the specimen was avoided. For the fatigue specimen, the material
behaviour such as the onset of plastic zone formation was correlated with AE activity. An image of the
experimental setup for the tensile and fatigue test is shown in Figures 10 and 11, respectively.
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4. Experimental Results

4.1. Influence of Threshold on AE Entropy

The elastic wave in the metal plate as a result of PLB was acquired by six channels (refer to Figure 5
for the experimental setup). Each channel captured the elastic wave as a waveform with a different
threshold than the others. The AE entropy and the traditional AE features for the same waveform
acquired with different thresholds are shown in Figure 12. To understand the influence of threshold, a
polynomial trend-line with an order of 4 has been added to all the graphs in Figure 12. It is evident from
the graphs (Figure 12a,d) of this figure that as the acquisition threshold increases, traditional features
(such as rise-time, duration, count and energy) extracted from the same waveform decrease. This is
because the traditional feature extraction process is heavily dependent on the acquisition threshold. It
is also obvious from Figure 12e,f that the peak amplitude and AE entropy do not show any variance
with the acquisition threshold and are independent of it.

During AE monitoring, multiple elastic waves can be generated in a small timeframe from the
activation of many damage sources. As a result, a waveform can contain information regarding
many elastic waves (many damage sources) [20]. With a small threshold, traditional AE features are
efficient in extracting the collective information in these waveforms. However, a higher threshold
can compromise the feature extraction process and can bring difficulty in AE monitoring. Discrete
voltage values collectively define the nature of the waveform; hence, its distribution is very crucial.



Appl. Sci. 2019, 9, 4070 11 of 27

Although the peak amplitude feature is independent of threshold, it does not take into account the
collective information from the discrete voltage values. Therefore, it is not efficient in identifying the
nature of the waveform. On the other hand, AE entropy is independent of acquisition threshold and
its computation takes into account every discrete voltage value in a complete waveform, including
the ones that are below the acquisition threshold. As a result, the collective information can be easily
interpreted with AE entropy.
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4.2. Influence of HDT on AE Entropy

The elastic wave in the metal plate (as a result of rectangular pulse excitation of an AE transducer)
was captured with another AE sensor. The signal from the sensor was acquired by the AE data
acquisition system three times with three different HDT settings. Figure 13 shows an acquired
waveform for a HDT of 200 µs. In fixed window length settings, the distribution and the total number
of the discrete voltage values in a waveform are not dependent on HDT. Hence, the three waveforms
recorded with the three HDT’s are identical. It can be observed in Figure 13 that the entire waveform
consists of three sub-waveforms. A waveform with multiple sub-waveforms was chosen for this
analysis as it can appear when a material emits many elastic waves in a short interval. For instance,
the cyclic plastic zone extension in austenitic stainless steel can generate a waveform containing two
sub-waveforms [46]. It is also evident from Figure 13 that the peak of the first and second sub-waveform
is 0.5 and 0.75 times the third waveform. This corresponds well with the amplitude of the excitation
pattern used for this test.
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The first HDT setting has the lowest values of all the recorded feature. In this setting, AE features
were only calculated from the first sub-waveform from the entire acquired waveform in Figure 13. This
is because the duration from when the first sub-waveform dropped below 50 dB to the onset of the
second sub-waveform was greater than the first HDT (200 µs). In AE, this phenomenon is termed as
the expiration of HDT. Currently in AE monitoring, features are only extracted before the expiry of
HDT, and the part of the waveform outside the HDT is discarded [39]. In the second HDT setting, AE
features were calculated from the first and second sub-waveform. As a result, it had a higher value of
duration, count and energy. It is also evident from Figure 14 that the rise-time and peak amplitude are
also higher in the second HDT settings. This is because the peak voltage and its time of occurrence
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was calculated from within the first and second sub-waveform (the second sub-waveform had a higher
peak voltage compared to the first one). The second HDT (300 µs) was greater than the duration
from when the first sub-waveform dropped below 50 dB to the onset of the second sub-waveform.
However, it was smaller than the duration from when the second sub-waveform dropped below 50 dB
to the onset of the third sub-waveform. Therefore, the second HDT expired before the onset of the
third sub-waveform. As a result, the feature was extracted over a larger duration compared to the
first HDT setting. The third HDT (400 µs) was greater than the duration between each of the pairs of
sub-waveforms in Figure 13 (first and second; second and third). Therefore, it did not expire between
the sub-waveforms, and the AE features were calculated from the entire duration of the waveform.
The AE feature for this HDT was the largest (including the peak amplitude and rise-time, since they
were extracted from the third sub-waveform, which had the largest peak voltage).

It can be observed in Figure 14f that AE entropy shows no variance with HDT, unlike any other
traditional AE feature. AE entropy is calculated from the distribution of the discrete voltage values.
Since the distribution and total number of discrete voltage values remained identical between the
three waveforms, they all yielded the same value of AE entropy. It is clear from this analysis that AE
entropy is independent of HDT. As a result, the loss of information from the sub-waveforms occurring
at different time intervals within the waveform can be avoided.

5. Validation and Discussion

5.1. Tensile Test

The material’s response during the test (such as stress and strain) was extracted from the sequence
of DIC images taken for the entire length of the test (approximately 40 minutes). Figure 15 shows the
reference DIC image and the strain evaluation points in the specimen. The correlation of traditional
features and AE entropy of the AE events, captured with respect to the material response, from the
tensile specimen is shown in Figure 16. Figure 16a–f represents the variance of rise-time, duration,
count, energy, peak amplitude and AE entropy, respectively, for the entire range of deformation.

A number of researchers have concluded that during tensile deformation of austenitic stainless
steel, there is remarkable AE activity in the initial stages of deformation [15,22]. This remarkable
source of AE activity is attributed to the dislocation movement. It can be observed in all the graphs of
Figure 16 that from the onset of loading up to about 0.044 strain, there is plenty of AE activity. Strain of
0.044 corresponds to an apparent plasticity in the specimen (as yielding is considered at 0.02 strain).
Therefore, like the previously reported research, the initial increase in AE activity observed in all the
graphs of Figure 16, can be attributed to the dislocation movement as a result of yielding. It can also be
observed in all the graphs of Figure 16 that after the initial increase, there was no AE activity recorded
until the fracture. It is mentioned in references [20,22] that as the austenitic stainless steel continues to
deform after yielding, the glide distance of the dislocation movement decreases. Owing to this reason,
the dislocation movement after significant yielding does not produce any detectable AE activity. A
similar study in austenitic stainless steel concluded that failure in un-notched specimens of austenitic
stainless steel occurs by extensive necking, which generates very little elastic wave [15,16,20]. It is
evident from all the graphs in Figure 16 that at fracture, the AE activity was significantly lower as
compared to the yielding. The occurrence of lower AE activity at fracture can therefore be attributed to
the failure by extensive necking.
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It can be noticed in Figure 16c–f that count, energy and peak amplitude exhibits the same trend
as AE entropy. The fracture of metals is known to produce AE events with enhanced traditional
AE features (e.g., count, energy and peak Amplitude) [44]. It is evident from these results that the
fracture of the specimen had a dominant AE entropy like the traditional features. However, during
yielding, there were no apparent distinguishable events. During yielding, AE entropy was distributed
approximately between 0 and 8, whereas the fracture was accompanied by a value beyond 10. Count
and peak amplitude has been widely used to study the failure mechanism in austenitic stainless steel
during tensile deformation [14,15,17,20,22]. It is clear from these results that AE entropy exhibits the
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same trend as the count and peak amplitude. Therefore, it has the potential to replace them in a similar
investigation. It can be observed in Figure 16a that during yielding, the rise-time of the AE events were
distributed between 0 and 800 µs, whereas at fracture, it was noticeably lower. The rise-time feature
does not provide much information of tensile deformation, and as a result, it has never been used to
predict failure in these circumstances. It is also clear in Figure 16b that there was no distinguishable
change in the duration of the events during fracture from yielding. A fixed window length setting (820
µs) limited the length of the waveform over which the duration was computed. As a result, there was
no significant increase in duration of the events at fracture.

5.2. Fatigue Test

DIC enabled the correlation of the damage mechanism (i.e., the onset of plastic zone formation)
with AE activity. The AE data and DIC images were synchronized by starting both measurements at
the same time so that they capture data simultaneously. Figure 17 illustrates important DIC images
of the strain map (εyy). Figure 17a represents the reference image. This image shows the state of the
strain in the specimen before the onset of loading. Figure 17b shows that the strain maximizes in the
middle of the specimen, and this image was taken after 1000 s from the start of loading. It is clear from
Figure 17c, taken at 21556 s, and Figure 17b that there was no noticeable difference between them. This
indicates that the surface strain from 1000 s to 21556 s remains stable. Figure 17d, taken at 22911s,
shows the concentration of strain at the specimen edge, forming a plastic zone (indicated by an arrow).
A significant formation and coalescence of a micro-crack may have resulted in this plastic zone. An
explanation of this circumstances is provided in reference [47]. Figure 17e, taken at 23250 s, shows
an enhancement of the plastic zone found in Figure 17d (indicated by an arrow). This plastic zone
area becomes clearly highlighted in Figure 17f, taken at 23590 s (indicated by an arrow). Figure 17g,
at 23928 s, shows a visible fatigue crack from the plastic zone seen in the earlier images. The time of
occurrence of the plastic zone and fatigue crack is cross validated with AE activity.

The correlation of traditional features and AE entropy of the filtered events, captured from the
fatigue specimen, is shown in Figure 18. Figure 18a–f represents the variance of rise-time, duration,
count, energy, peak amplitude and AE entropy for the entire length of the test. It is evident from
Figure 18c–f that at the initial and final stage (at the beginning and end of the test), there was a
significant increase in count, energy, peak amplitude and AE entropy. The initial and final stage was
accompanied with an AE entropy above 10.

The initial increase in these traditional features and AE entropy is due to the rapid yielding (i.e.,
caused by the onset of loading). The maximum engineering stress exerted on the specimen at each
cycle of loading (including the first cycle) was 480 MPa. This is beyond the yield stress of the material.
As a result, yielding was introduced in the specimen in the first cycle of loading. Yielding in austenitic
stainless steel has been reported to be accompanied by the sharp increase in some traditional AE
features (e.g., count and peak amplitude). The increase in the traditional features and AE entropy at the
final stage is due to the fracture of the specimen. It is clear from these results that like the traditional
features, AE entropy is also sensitive to the yielding and fracture of austenitic stainless steel.

It is a well-known fact that fatigue crack initiation leads to plastic zone formation in the specimen,
and the crack propagates until the final fracture [48]. The DIC, as a secondary monitoring technique
used in this test, was able to identify the onset of plastic zone formation. The onset of plastic zone
formation in the specimen, identified by DIC, is marked with a red dashed line in each of the graphs of
Figure 18. It can be observed in Figure 18c–f that there was no noticeable increase in count, energy,
peak amplitude and AE entropy at the onset of plastic zone formation. In fact, apart from yielding and
fracture, there was no noticeable increase in these traditional AE features and in AE entropy.



Appl. Sci. 2019, 9, 4070 16 of 272019, 9, x; doi: FOR PEER REVIEW www.mdpi.com/journal/applsci 

 

Figure 17. DIC Images of specimen 3: (a) reference stage, (b) at 1000 s, (c) at 21556 s, (d) at 22911 s, (e) 
at 23250 s, (f) at 23590 s and (g) at 23928 s. 

 

Figure 18. Variation of AE features for the fatigue specimen: (a) rise-time, (b) duration, (c) count, (d) 
energy, (e) peak amplitude and (f) AE entropy. 

Figure 17. DIC Images of specimen 3: (a) reference stage, (b) at 1000 s, (c) at 21556 s, (d) at 22911 s,
(e) at 23250 s, (f) at 23590 s and (g) at 23928 s.

2019, 9, x; doi: FOR PEER REVIEW www.mdpi.com/journal/applsci 

 

Figure 17. DIC Images of specimen 3: (a) reference stage, (b) at 1000 s, (c) at 21556 s, (d) at 22911 s, (e) 
at 23250 s, (f) at 23590 s and (g) at 23928 s. 

 

Figure 18. Variation of AE features for the fatigue specimen: (a) rise-time, (b) duration, (c) count, (d) 
energy, (e) peak amplitude and (f) AE entropy. 

Figure 18. Variation of AE features for the fatigue specimen: (a) rise-time, (b) duration, (c) count,
(d) energy, (e) peak amplitude and (f) AE entropy.



Appl. Sci. 2019, 9, 4070 17 of 27

The plastic zone is known to produce continuous AE waveforms with higher rise-time [49].
Therefore, the noticeable increase in rise-time (Figure 18a) at around the red dashed line could be
from the plastic zone. It can be observed Figure 18b that the duration of the events did not show any
trend. The duration of events during the initial yielding and final fracture was expected to be higher
(since these events had a higher peak amplitude). However, no distinct increase in duration could be
observed during these stages. The fixed window length settings (820 µs) used for this test masked the
performance of duration.

Research on fatigue damages using AE are mostly conducted by analysing the cumulative trend of
count and energy [46,48,50,51]. Therefore, in order to further evaluate the performance of AE entropy,
its cumulative trend was compared with the traditional features in Figure 19.

It can be observed in Figure 19 that in the beginning of the test, there was a small increase, and
at the end, there was a significant increase in the cumulative energy. The increase in the cumulative
energy in the beginning is attributed to the yielding as a result of the onset of loading, whereas the
significant increase in the cumulative energy at the end is due to fracture of the specimen. The plastic
zone identified by DIC for this test was at 22,911 seconds. However, there was no significant change
observed in the cumulative energy at that time. In fact, in the period between the yielding and fracture
of the specimen, there was no noticeable increase in the cumulative energy. Highly energetic AE events
towards the end may have masked the cumulative trend in energy between yielding and fracture.

It is clear from Figure 19 that the cumulative entropy exhibits the same trend as the cumulative
count for the entire duration of the test. At around 23,000 s, a significant jump could be noticed in both
the cumulative features. This time corresponds to the plastic zone formation in Figure 17. Hence, it
can be concluded that the noticeable jump in the cumulative AE entropy and count is an indication of
the formation of the plastic zone. It is also evident from Figure 19 that there was a noticeable increase
in the cumulative AE entropy and count after 20,000 s. However, DIC images in Figure 17 only shows
a noticeable change in the strain map from 21,556 s onwards. Therefore, the noticeable increase in the
cumulative AE entropy and count, from 20,000 s, could be a result of the growth and coalescence of
micro-cracks, which is not reflected in DIC results.
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5.3. Correlation Between the Coupon Specimen and Real Structures under Operation

In a LNG cargo tank, sloshing is the only unpredictive load that results in its structural degradation.
Sloshing studies conducted in accordance with the American Bureau of Shipping and DVN.GL
guidelines suggest that the maximum and mean duration of the sloshing impact were 200 ms and
11.7–27.4 ms, respectively [29,52]. It is also suggested in reference [52] that the sloshing impacts are
separated by zero pressure intervals in the order of a few seconds, and the interval between the sloshing
impacts are not consistent. Figure 20 shows the loading spectra adopted in fatigue testing of this
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research. The specimens were subjected to the same loading spectra from the start of the test until
fracture. It is evident from this figure that the duration of the respective load (i.e., from one minimum
load point to the next) was 200 ms, which is comparable to the maximum duration of the sloshing
impact experienced by a LNG cargo tank during voyage. However, it can be observed from this figure
that there was no delay between the subsequent load. In other words, there was no separation between
the subsequent loads, as experienced by the real LNG cargo tank.
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Despite the potential of cumulative AE entropy in providing valuable information of damage (i.e.,
plastic zone formation) discovered during fatigue tests of this study, it cannot be implemented as a
condition-monitoring technique on the primary wall of the cargo tank. This is primarily because the
loading condition of the coupon specimen adopted in this study was continuous in nature without any
delay between the subsequent load. Hence, there may not be a noticeable increase in the cumulative
AE entropy, during plastic zone formation especially, if the duration of zero pressure intervals between
sloshing impact increases during plastic zone formation as compared to the other stages.

Considering that the cumulative AE analysis may not be a suitable condition monitoring technique
for the primary wall, the only other technique that can be explored is the correlation analysis of AE
features. It can be observed in Figure 18f that during the onset of plastic zone formation, there was
no noticeable increase in AE entropy. In fact, it can be observed in Figure 18c–e that there was no
noticeable increase in either count, energy or peak amplitude at the onset of plastic zone formation. It
is mentioned in reference [53], that the rate of AE activity increases with the formation and growth of
the plastic zone. However, the correlation AE analysis (e.g., count, energy, peak amplitude and AE
entropy) did not provide any information regarding the formation of the plastic zone. This indicates
that although the rate of AE event generation was higher, the individual strength of AE events did not
change noticeably. In austenitic stainless steel, plastic zone formation is known to produce AE events
with weaker features as compared to the ones at fracture [46]. This is because the amount of material
yielding in and at the edge of plastic zone is not sufficient to produce AE events with high strength.
Since the AE entropy during the formation of plastic zone is lower as compared to the ones at fracture
and onset of yielding, it suggests that AE events during these periods are less disordered. It can also be
suggested that the lower strength AE events during this period is responsible for its low disorderness.
It is clear that the plastic zone formation due to repeated cyclic loading will not be identified by AE
entropy and traditional features. The plastic zone precedes crack initiation in material subjected to
fatigue loading. Since the AE entropy is not sensitive to plastic zone formation, a warning prior to the
crack initiation in the primary wall of the cargo tank cannot be successfully achieved.

It is clear in Figure 18f that the initial yielding (at the onset of loading) was associated with a
noticeable increase in AE entropy. Like the AE entropy, it can be observed in Figure 18c–e that during
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the initial yielding, there was also a noticeable increase in the traditional AE features (e.g., count,
energy and peak amplitude). The yielding/deformation activities in the primary wall of the cargo tank,
due to single sloshing impact are an important source of information as they are considered to be
a dominant damage mechanism during voyages [54,55]. Since AE entropy is capable of providing
a noticeable indication during yielding, it can be successfully applied to monitor the primary wall
against this damage mechanism. The information of yielding/deformation in the primary wall can
educate the ship operators regarding the structural condition of the cargo tank so that appropriate
maintenance can be planned to avoid further failure and shut down costs.

It can be observed from Figure 16c–f that the yielding in tensile test was not accompanied by a
noticeable increase in AE entropy and the traditional features (e.g., count, energy and peak amplitude),
unlike in the fatigue test. This difference in AE behaviour between the tensile and fatigue specimen
arises due to their respective loading conditions. The tensile specimen was subjected to a constant
strain rate of 0.0040 or 1 mm/s from start of the test until fracture whereas the fatigue specimen was
subjected to a strain rate of 0.157 during the initial yielding (due to the onset of loading). In comparison
to the loading at a constant strain rate during tensile test, the strain rate at the onset of yielding in
fatigue test was significantly higher.

Strain rate has been shown to enhance the AE events generation in a wide range of materials such
as α brass [56], 7075-T6 aluminium [57], discontinuous yielding material [58], single crystal copper [59]
and austenitic stainless steel [20,22]. For instance, in α brass, the count of AE events increases with
the strain rate [56]. In 7075-T6 aluminium [57], the root mean square (RMS) voltage of AE events was
proportional to the strain rate. The increase in strain rate on single crystal copper was accompanied by
an increase in count and RMS voltage of AE events [59]. In austenitic stainless steel [20,22], with the
increase in strain rate, the RMS voltage, count and frequency content of the AE events has been shown
to increase. The increase in AE event generation, in all these studies, was attributed to the increase
in rate of source activation instead of the formation of the new source. In austenitic stainless steel,
this increased rate of source activation refers to the increase in velocity of the mobile dislocation [22].
In other words, with the strain rate, the velocity of the mobile dislocation also increases. It has been
reported in references [20,60] that the strain rate in austenitic stainless steel is related to the mobile
dislocation velocity according to Equation (3):

e = pmbvav (3)

where e is strain rate, pm is the dislocation density, b is the Burgers vector and vav is the average
dislocation velocity. It has also been reported in reference [61] that the squared RMS voltage of the
AE waveform recorded during deformation is directly proportional to the strain rate in many single
and poly crystals. The relation between the strain rate and RMS voltage, according to this study is
shown in Equation (4), where e is the strain rate, Vrms is the RMS voltage and t is the window length of
the waveform.

t×V2
RMS ∝ e (4)

Thus, from Equations (3) and (4), it can also be deduced that the voltage RMS is related to the
dislocation density pm, the Burgers vector b and the average dislocation velocity vav. The equation
relating these quantities is shown in Equation (5). By considering this relation, it is suggested in
reference [22] that in austenitic stainless steel, with the increase in average velocity of the dislocation
(due to higher strain rate), the Vrms of the waveform also increases.

Vrms
2 = pmbvav (5)

Therefore, it can be suggested that the higher strain rate of the fatigue test during yielding resulted
in the generation of waveform with larger Vrms, which in turn resulted in the noticeable increase in AE
entropy. In the cargo tank, the maximum duration of sloshing impact is 200 ms, which is identical to
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the duration of respective load in fatigue test. Owing to this reason, a strong sloshing impact has the
potential to cause deformation in the primary wall with a significantly higher strain rate (comparable
to the one in the fatigue test) than the standard tensile test of this research. Therefore, the deformation
in the primary wall due to sloshing can be associated with a noticeable increase in AE features. AE
entropy in particular can be expected to be above 10 during the deformation caused by sloshing.

5.4. Effect of Noise on AE Eentropy

It is worth noting that the waveforms of each event may contain some noise. This noise is impossible
to filter out with the traditional AE filtration techniques (e.g., 1D localization) [44,46,50,62–65], as they
are embedded in the waveform. The presence of noise in the waveform can affect the disorderness of
the discrete probability distribution. Therefore, it has the potential to influence the calculated value
of AE entropy from a waveform. Like the AE entropy, noise in the waveform can also influence the
traditional AE features.

In order to eliminate the noise embedded in the AE waveform, a few studies have proposed a
signal processing approach [66–68]. These studies are based on de-noising (e.g., conditioning) the
AE waveform with discrete wavelet transform (DWT) prior to extracting the features. These studies
suggest that DWT is very effective in reducing the noise in a waveform. Hence, this technique was
adopted in this study to investigate the effect of de-noising a waveform to calculate its AE entropy.
De-noising using DWT is based on the wavelet theory. In this approach, a series of wavelet is used
to obtain the wavelet coefficient of the signal to be de-noised. The series of wavelets is generated
by scaling and translating a mother wavelet. The wavelet coefficients obtained are referred to as the
DWT (a,b), which is a function of the translating b with a fixed scale factor a. The DWT helps analyse
the waveform at a different level of frequencies by decomposing it to several level approximations
and details.

The procedure for waveform de-noising using DWT is accomplished with three steps. Firstly,
the waveform is decomposed into several levels using a series of wavelet from a mother wavelet.
Each level contains approximation coefficients representing the low pass filter and a detail coefficient
representing a high pass filter. Secondly, thresholding is carried out on every detail coefficient using
a threshold rule (e.g., minimax, Heursure, sqtwolog, SURE), in conjunction with a hard or a soft
thresholding. Finally, the signal is reconstructed by inverse DWT from the updated detail coefficient on
every level and updated approximation coefficient on the final level. In this research, db8 was chosen
as the mother wavelet [69], decomposition level was chosen to be 8 and a soft thresholding method
was implemented. These parameters were chosen as they yielded the best de-noising performance of
the AE waveform among many other set of de-noising parameters [67].

Figure 21a,b illustrates the original and de-noised waveform of two AE events. The AE entropy of
the original waveform was 10.3 and 10.5, respectively, whereas that of the de-noised waveform was 8.7
and 8.4, respectively. It is clear from this analysis that de-noising the waveform reduces the AE entropy
slightly. This is because de-noising procedure decreases the disorderness in the probability distribution
of the waveform. It is also evident that despite the presence of noise, the majority of the disorderness in
the original waveform arises form microstructural changes in the material (as de-noising only slightly
reduces the AE entropy). As a result, there is no need to perform the de-noising when AE entropy is
used for damage monitoring.
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6. Conclusions

This research addresses one of the major drawbacks of the state-of-the-art AE monitoring technique
and improves it so that the possibility of AE implementation for monitoring the primary wall is
increased. The improved technique is based on an AE feature, which is a measure of randomness of
the AE waveform, calculated using Renyi’s entropy. The new technique is referred to as AE entropy
in this research. AE entropy reduces human involvement with the data acquisition system and has
the potential to be implemented in the commercial AE data acquisition system. The following points
summarise the key findings of this study:

1. The evaluation process adopted in this study suggests that AE entropy is independent of
user-defined acquisition threshold and extracts the collective information from a waveform. This
independency of AE entropy arises as it is directly calculated from the discrete voltage values,
which are both in and outside the threshold.

2. The evaluation process also suggests that AE entropy is independent of the user defined HDT.
This is mainly because the computation of AE entropy takes into account the discrete voltage
values in a waveform even after the expiration of HDT. This independency of AE entropy is an
important property, as the loss of information from sub-waveforms occurring at different time
intervals within a waveform can be avoided.

3. In the tensile test, correlation AE entropy possessed the same trend as most of the widely used
traditional AE features. From the onset of loading to just after yielding, there was plenty of AE
activity due to dislocation movement; however, it did not have dominant AE entropy, whereas
the fracture of the specimen was accompanied by a small number of AE activities, but it had
dominant AE entropy.
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4. In the fatigue test, the yielding was accompanied by a dominant increase in correlation AE
entropy. This suggests that AE entropy has the potential to provide indication regarding the
yielding, which is considered to be a dominant damage mechanism in the primary wall. Since AE
entropy is sensitive to yielding, it can be successfully implemented to monitor the primary wall
against this damage mechanism. At the formation of plastic zone (identified by DIC), there is no
noticeable increase in the AE entropy. This suggests that it may not be a suitable technique for the
identification of plastic zones formed due to repeated cyclic loading.

5. Compared to the yielding of the tensile specimen, the yielding of fatigue specimen was
accompanied by dominant correlation AE entropy. This was due to an enhanced average
velocity of the moving dislocation (vav), as a result of the higher strain rate (e) of fatigue specimens.
Duration of the cyclic loading adopted in this study was comparable to the duration of the
sloshing impact. Therefore, a strong sloshing impact has the potential to cause deformation in the
primary wall with a high strain rate (than that of the strain rate of tensile test), which can produce
dominant AE entropy.

6. Both the cumulative count and AE entropy increased noticeably before the damage manifests
into plastic zone formation. At the formation of a plastic zone (identified by DIC), there was a
sharp increase in both of these cumulative features. A similar trend in these cumulative features
suggest that the traditional analysis of cumulative count can be replaced with cumulative AE
entropy in the experimental investigation of fatigue damage evaluation. Despite the potential of
cumulative AE entropy to identify the fatigue damage evolution, it cannot be used to monitor the
primary wall primarily because the sloshing impact on the primary wall is separated by zero
pressure intervals. As a result, there might not be a noticeable change in the cumulative feature if
the duration of zero pressure values increase during plastic zone formation.

7. The majority of the disorderness in a waveform arises from micro-structural damage. As a result,
there is no need to perform the de-noising of the waveform prior to the calculation of AE entropy.

AE entropy provided the same information as the traditional AE features in our laboratory-based
experiments. However, before it can be successfully implemented to monitor the primary wall of
LNG tanks, further theoretical and experimental work is required. Firstly, the nature of noise in the
primary wall during service operation needs to be understood so that an effective filtration of the AE
data can be carried out. Secondly, the performance of AE entropy in a noisier environment needs to
be assessed. Finally, to avoid the effect of attenuation on the AE entropy there has to be an optimum
network of sensors deployed on the primary wall to effectively capture elastic waves from any part of
the tank where damage is occurring. This can only be achieved by having a clear understanding of the
attenuation of elastic waves in the primary wall.
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Appendix A

Entropy of a variable is the average number of bits needed to represent the variable. According to
Kolmogorov’s theory, the average of variable {x1, x2, x3, . . . , xn}, is represented using Equation (A1).

Mean = g−1
n∑

i=1

[w(xi)g(xi)] (A1)

where:
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w(xi) represent the weight of the variable, such that
n∑

i=1
w(xi) = 1;

g(x) is a strictly continuous monotonic function and g−1(x) is its inverse function. For arithmetic mean
g(x) = x and g−1(x) = x.

When Kolmogorov’s theory is used to determine the average or the arithmetic mean number of
bit needed to represent a variable, Equation (A1) takes the form as shown in Equation (A2).

Mean = g−1
m∑

k=1

[
P(xk)g(log(

1
P(xk)

)

]
(A2)

where:

P(xk) represents the discrete probability distribution of the voltage values with the kth number of bin;
m represents the total number of bins;
log( 1

P(xk)
) represents the number of bits need to represent the variable xk.

Since, g(x) (i.e., g(− log P(xk)) in Equation (A2)) is a strictly continuous monotonic function, Renyi
proved that it has two solutions. The first solution is g(x) = ax (i.e., g(− log P(xk)) = −a log P(xk)

for Equation (A2)), with a , 0. Substituting the first solution in Equation (A2) yields Shannon’s
entropy. Shannon’s entropy is the average number of bits required to represent a variable; in other
words, it is the arithmetic mean of the total number of bits. The second solution is ga(x) = 2(a−1)x (or
ga(− log P(xk)) = 2(a−1)−log P(xk) for Equation (A2). Substituting the second solution in Equation (4)
results in Renyi’s entropy. Renyi’s entropy is considered to be an exponential mean of the total number
of bits. Both Renyi’s and Shannon’s entropy can be defined with five sets of postulates. The first
four postulates are common between both the entropy measures. However, they differ in their fifth
postulates as a result of the choice of g(x). In contrast to Shannon’s entropy, Renyi’s entropy has an
additional term ‘a’ in the equation. The term ‘a’ in Renyi’s entropy appears as a power of the discrete
probability distribution. As a result, the choice of ‘a’ makes Renyi’s entropy unique.

In order to investigate the performance of Shannon’s and quadratic Renyi’s entropy in terms
of their sensitivity to disorderness, a decaying sinusoidal waveform (shown in Figure A1) and its
corresponding signal-to-noise ratio (SNR) of 10, 20, 30 and 40 were analysed. The waveform in
Figure A1 is considered to be highly ordered compared to its corresponding SNR. Therefore, the
difference in the respective entropy measurement techniques (e.g., Shannon’s and quadratic Renyi’s)
between the waveform in Figure A1 and its corresponding SNR should provide a true measure of
performance against capturing the disorderness. Figure A2 shows the delta entropy against SNR for
both Shannon’s and quadratic Renyi’s entropy. The delta entropy corresponds to the difference in the
entropy between waveform A1 and its corresponding SNR.

It can be observed in this graph that for each of the SNR, the delta entropy for quadratic Renyi’s
entropy is noticeably higher than that of Shannon’s entropy. In other words, the spread in data between
the ordered and disordered waveform will be much higher for quadratic Renyi’s entropy compared to
that of Shannon’s entropy. Therefore, it can be concluded that quadratic Renyi’s entropy is much more
efficient in capturing the disorderness, which is an indication of disorderness.
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