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The presence of defects in the narrow-gap semiconductors GaSb and InSb affects their dopability
and hence applicability for a range of optoelectronic applications. Here, we report hybrid density
functional theory based calculations of the properties of intrinsic point defects in the two systems,
including spin orbit coupling effects, which influence strongly their band structures. With the hybrid
DFT approach we adopt, we obtain excellent agreement between our calculated band dispersions,
structural, elastic and vibrational properties and available measurements. We compute point defect
formation energies in both systems, finding that antisite disorder tends to dominate, apart from
in GaSb under certain conditions, where cation vacancies can form in significant concentrations.
Calculated self-consistent Fermi energies and equilibrium carrier and defect concentrations confirm
the intrinsic n- and p-type behaviour of both materials under anion-rich and anion-poor conditions.
Moreover, by computing the compensating defect concentrations due to the presence of ionised
donors and acceptors, we explain the observed dopability of GaSb and InSb.

I. INTRODUCTION

GaSb and InSb belong to the family of III-V, zinc
blende structured semiconductors of interest from both
a fundamental and technological point of view. The
incorporation of Sb in III-V semiconducting nitrides,
phosphides and arsenides results in a red shift of the
band gap, opening up the possibility of pushing the fre-
quency domain of devices based on such materials far
into the infrared (IR).1–3 Both GaSb and InSb have ap-
plications in long wavelength telecommunications,4 high
speed microelectronics5–7 and optoelectronics.8,9 Due to
favourable lattice matching, GaSb can be used as a sub-
strate for a wide range of ternary and quaternary III-V
compounds.10–13 The spin-orbit interaction (SOI) has a
strong effect on the valence band structure of both sys-
tems,14–16 but is more pronounced in InSb,17,18 which,
combined with a large Landé g-factor (over 50),19 has
meant that InSb has attracted considerable attention in
the field of Majorana physics.20,21 Moreover, GaSb and
InSb have both been demonstrated to incorporate N and
Bi effectively, resulting in a reduction in band gap22–38 in
a similar manner to the more widely studied, GaAs-based
dilute nitrides and bismides.39,40 Alloys can be produced
of GaAs, GaSb and InSb, together with the relevant ni-
trides and/or bismides to tune the optical and electronic
properties for a variety of applications;41–45 indeed, very
high efficiency tandem solar cells include an active layer
composed of such an alloy.46

Given the importance of GaSb and InSb, there are sur-
prisingly few studies on their intrinsic defect properties,
which are key to their dopability and hence functional-
ity in devices. As-grown GaSb has been shown to be p-

type regardless of growth conditions,12,16,47–50 although
the acceptor concentrations can be decreased slightly
by varying the V/III flux when growing with molecu-
lar beam epitaxy (MBE).51,52 Gallium vacancies (VGa)
have been shown to occur in GaSb using positron anni-
hilation spectroscopy (PAS),53 but have been ruled out
as the dominant acceptor; instead, it has been inferred
in further PAS studies that the gallium antisite (GaSb) is
responsible for the observed p-type activity,54,55 based on
earlier density functional theory (DFT) calculations us-
ing the local density approximation (LDA).56 While the
LDA was also used to investigate the rôle of H in GaSb,57

this approach suffers from the well-known band gap un-
derestimation error, which is particulary problematic in
narrow gap semiconductors such as GaSb and InSb. To
overcome the band gap error, a subsequent study on de-
fects in GaSb employed hybrid DFT (without including
the SOI).58 The results, however, indicated that the in-
trinsic defect physics would result in a semi-insulating
material as-grown, in contrast to experiment. C and O
impurities were instead proposed to account for the p-
type activity.

There are even fewer studies of the defect properties of
InSb. The material can be made n- or p-type depending
on growth conditions, while temperature (T ) dependent
studies have been employed to study variations in the
n-type carrier concentration, Fermi energy and mobili-
ties in order to elucidate various defect properties.50,59–63

A computational study using DFT with the LDA indi-
cated that the antimony antisite (SbIn) would dominate
in Sb-rich growth conditions;64 by varying growth condi-
tions, it was suggested that the formation of this defect
could be suppressed in epitaxially grown thin films.63
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Furthermore, it has been proposed that the formation
of indium vacancies as well as SbIn can account for ob-
served changes in the electronic properties of InSb grown
in varying conditions.65 To our knowledge, no compre-
hensive study on the intrinsic defects in InSb using hy-
brid DFT has yet been performed.
In this Paper, we use hybrid DFT, including the SOI,

to investigate the dominant native point defects in both
GaSb and InSb. As noted above, the SOI strongly af-
fects the dispersion of the upper valence bands in both
systems; therefore, depending on the composition of the
particular defect states, it can have a significant effect on
the defect formation energies. We tune the fraction of ex-
act exchange in the hybrid functional to reproduce only
the band gaps, and justify this approach by computing
a range of bulk properties of both systems, demonstrat-
ing close agreement with experiment for the structural,
electronic, elastic and lattice vibrational properties. Our
results show that GaSb will be p-type when grown in
Sb-poor conditions, but may be semi-insulating under
Sb-rich conditions. InSb, in contrast, will be n-type un-
der Sb-poor conditions and p-type under Sb-rich condi-
tions. From our computed defect formation energies, we
determine self consistent Fermi energies and equilibrium
carrier and defect concentrations as a function of T , by
imposing the constraint of charge neutrality, calculating
concentrations that agree well with experiment. More-
over, by introducing fixed concentrations of fully ionised
dopants into the self-consistent Fermi energy calculation,
we investigate donor and acceptor compensation by na-
tive defects in both systems. We find that, while InSb
can be easily n- or p-doped, GaSb cannot be effectively
n-doped under Sb-poor conditions. We provide the first
comprehensive study of intrinsic disorder in GaSb and
InSb using relativstic hybrid DFT which helps to eluci-
date the defect properties and dopability of both systems
under equilibrium conditions.
The rest of the paper is structured as follows: In Sec-

tion II, we describe our computationaly methodology.
We present our results in Section III and summarize our
main findings in Section IV.

II. CALCULATIONS

To calculate the bulk and defect properties of GaSb
and InSb, we have used plane-wave DFT as implemented
in the VASP code,66–69 utilizing the Heyd-Scuseria-
Ehrnzerof (HSE06) hybrid density functional70 for elec-
tron exchange and correlation with the projector aug-
mented wave method71 to model the interaction between
core and valence electrons (including 3d and 4d states
among the 13 valence electrons in the cases of Ga and
In, respectively, and five valence electrons for As). Spin-
orbit interactions were included in all calculations.72 The
proportion α of exact exchange in the hybrid functional
was set to α = 0.335 (α = 0.31) for GaSb (InSb) in order
to reproduce the fundamental gap (see below). The total

energy of the zinc blende primitive cell was calculated at a
series of constant volumes, using a 400 eV plane wave cut
off and a 12×12×12 Γ-centred Monkhorst-Pack73 k -point
mesh (a finer 14×14×14 k -point grid was used when com-
puting the density of states (DOS)), which provided con-
vergence in the total energy up to 10−4 eV, fitting the
resultant energy-volume data to the Murnaghan equa-
tion of state. The bulk modulus B0 was derived using
this approach. The zone-centre longitudinal phonon fre-
quencies (ωLO) were calculated using the frozen phonon
approach, as implemented in VASP.74 We have also com-
puted the elastic constants C11, C12 and C44, using the
finite displacement approach available in VASP. Electron
(m∗

e), light hole (m∗

lh) and heavy hole (m∗

hh) effective
masses were calculated by fitting quadratic functions to
the energy dispersion within 1 meV of the appropriate
band extremum. For the hole masses, derived from the
valence bands where the dispersion is non-spherical, we
took an average of the values obtained for the different
cartesian directions.
Defect calculations were performed using the supercell

approach with a 64-atom 2× 2× 2 expansion of the con-
ventional cubic cell, which has been shown to be suitably
converged previously.36,57,58,75–77 The formation energy
of defect X in charge state q, Ef (X

q), was determined
through calculation of the heat of formation of the rele-
vant defect reaction:78,79

Ef (X
q) =Etot(X

q)− Etot(bulk)−
∑

i

niµi

+q(EVBM +∆+ EF ) + Ec, (1)

where Etot(X
q) (Etot(bulk)) is the total energy of the

defect-containing (pure bulk) supercell, EVBM is the en-
ergy at the valence band maximum (VBM), EF is the
Fermi energy (introduced as a parameter), ∆ is the en-
ergy required to align the electrostatic potential in the
defect supercell with that of bulk and Ec is a correction
term to account for supercell errors such as image charge
interactions and, where applicable, erroneous band fill-
ing by delocalised carriers. To calculate ∆ and Ec, we
follow the procedure outlined by Lany et al.,80 which
has been shown to result in corrections closely matched
to those derived from full solutions to Poisson’s equa-
tion.81 ni is the number of species i that is added to
(ni > 0) or removed from (ni < 0) the supercell to form
X , and µi is the chemical potential of species i, taken
with reference to the calculated standard state energies
Ei so that µi = Ei +∆µi.

82 The values of ∆µi can vary
depending on the environmental conditions in thermo-
dynamic equilibrium, but are contstrained by the rela-
tion ∆µM +∆µSb = ∆H [MSb], where M=Ga or In and
∆H [MSb] is the heat of formation of MSb; we calcu-
late ∆H [GaSb] = −0.507 eV and ∆H [InSb] = −0.470
eV, which are in reasonable agreement with the experi-
mental values of -0.433 eV and -0.316 eV, respectively,83

particularly taking into account that the experimental
values correspond to room T , while the calculations are
done at the athermal limit (one would expect the heats
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of formation to become more negative by ∼ 0.05 eV83 at
0 K).84 We calculate the Ef [X] at two extremes: Sb rich,
where ∆µSb = 0 eV, corresponding to an excess of Sb in
the growth environment and absence of pure In, and Sb
poor, the opposite extreme, where ∆µSb = ∆H [MSb].
From the calculated defect formation energies and

DOS, we used the code SC-FERMI
85–88 to determine the

equilibrium carrier and defect concentrations. SC-FERMI
employs Fermi-Dirac statistics to calculate the concentra-
tions, which are functions of EF . With the constraint of
overall charge neutrality in the system, a self-consistent
EF can be derived at any temperature and consequently
so can the electron (n0), hole (p0) and defect ([X]) con-
centrations. Moreover, the charge neutrality constraint
can be exploited in order to introduce fixed concentra-
tions of ionised impurities, and the equilibrium carrier
and defect concentrations recalculated in the presence of
such impurities. In such a way, one can analyse ionised
donor and acceptor compensation. In our calculations we
neglect the temperature dependence of the free energies
of defect formation due to the high computational cost
in determining the associated vibrational entropy; one
would expect the free energies to change by ∼ 0.1 − 0.2
eV over the temperature range we employ, but including
such changes would not affect significantly the conclu-
sions we draw from our results.

III. RESULTS

A. Bulk properties

In Table I, we show our calculated lattice parameter
a, B0, elastic constants C11, C12 and C44, band gap Eg,
spin-orbit split off energy ∆SO, m

∗

e , m
∗

lh, m
∗

hh and ωLO

for GaSb and InSb, compared with experiment.59,89–101

As described above, the α used in the hybrid functional
was chosen to reproduce the band gap at low T . From
Table I, however, we see that the hybrid DFT approach
reproduces very well the experimental structural, elas-
tic, and lattice vibrational properties of both materials,
while the energy dispersion derived properties are also
well reproduced. The only significant discrepancies oc-
cur for InSb, particularly in B0 and ωLO, indicating a
slightly softer lattice in the calculation compared with
experiment. The calculated m∗

hh for InSb is significantly
lower than the experimental value, but this discrepancy
may be due to difficulties in measuring this property ac-
curately. Overall, the agreement between the calculated
values and experiment is satisfactory, and indicates that
our DFT approach is appropriate.
In Fig. 1, we show our hybrid-DFT-computed band

structures of GaSb and InSb compared with experimen-
tal values determined using angle-resolved photoemission
spectroscopy (ARPES) and, for the case of GaSb, re-
flectance measurements.93,102–104 For GaSb, we have also
calculated band energies using the fully self consistent
GW approach, as implemented in VASP,105–107 includ-

FIG. 1. (Color online) Band structure of GaSb and InSb cal-
culated using hybrid density functional theory (valence bands
indicated by blue lines, conduction bands by red lines), com-
pared with experimental results determined for the case of
GaSb using reflectance measurements by Chiang and East-
man93 (purple circles) and angle-resolved photoemission spec-
troscopy (ARPES, black circles and green squares) by Chi-
ang and Eastman93 and Williams et al.102, as well as cal-
culated energy levels using self-consistent GW (brown trian-
gles). The InSb bands are compared with ARPES measure-
ments by Williams et al.102 (black circles), Middelmann et

al.103 (green squares) and Kim et al.104 (maroon diamonds).

ing the SOI. As these calculations are computationally
expensive, we have not determined the dispersion along
the high symmetry path in the Brillouin zone with as
small a grid spacing as we have for the hybrid DFT cal-
culations. The band structure is similar in both cases to
GaAs,108 with the VBM and conduction band minimum
(CBM) both occuring at the Γ point, and a splitting of
the 6-fold degenerate upper valence bands into 4-fold and
2-fold degenerate bands, the latter forming the spin-orbit
split-off bands. For both systems, the hybrid DFT ap-
proach reproduces the band structure well, apart from
the lower-lying Sb s states (at about -11 eV), which are
deeper than either experiment or the GW results. The
bands near the VBM and the conduction band minimum
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TABLE I. Calculated lattice parameter a, bulk modulus B0, elastic constants C11, C12 and C44, band gap Eg, spin-orbit split
off energy ∆SO, electron (m∗

e), light hole (m∗

lh) and heavy hole (m∗

hh) effective masses and zone-centre longitudinal optical
phonon frequency ωLO of GaSb and InSb, compared with experimental results.59,89–101 The effective masses are given in units
of the electronic rest mass.

a (Å ) B0 (GPa) C11 (GPa) C12 (GPa) C44 (GPa) Eg (eV) ∆SO (eV) m∗

e m∗

lh m∗

hh ωLO (cm−1)
GaSb Calc. 6.137 55.1 92.33 39.03 45.99 0.808 0.76 0.041 0.047 0.23 230.4

Expt. 6.0959389 56.3590 90.8291 41.3191 44.4791 0.81392 0.8293 0.041294 0.0595 0.2895 232.696

InSb Calc. 6.548 40 68.2 33.8 31.6 0.23 0.80 0.018 0.019 0.25 180.3
Expt. 6.479497 48.198 69.1898 37.8898 31.3298 0.2499 0.8099 0.01559 0.015100 0.43100 196.8101

(CBM), however, are very well reproduced. These bands
are the most significant for defect state formation.

B. Defects in GaSb
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FIG. 2. (Color online) Calculated formation energies of each
intrinsic defect (vacancies, interstitials and antisites; see text
for description) in GaSb as a function of Fermi energy relative
to the valence band maximum (VBM), shown for Sb-poor and
Sb-rich conditions. The slope of each line indicates the defect
charge state; the transition levels lie where the slopes change.
The dashed line indicates the position of the conduction band
minimum.

Our calculated formation energies of intrinsic defects
in GaSb are shown in Fig. 2 as a function of EF , refer-
enced to the VBM, for Sb-poor and Sb-rich conditions.
GaSb dominates in Sb-poor conditions; it has a forma-
tion energy under 1 eV and is negatively charged for
all values of EF within the band gap, with an adiabatic
transition from the − to 2− state, (−/2−), occurring at
EF = 0.16 eV above the VBM. Such a low energy, nega-
tively charged defect indicates an intrinsically p-type ma-
terial, as is observed experimentally.12,16,47–49 All other
defects have formation energies of at least 1 eV higher
than GaSb for EF within the band gap. Previous calcu-

lations by Hakala et al., using DFT-LDA,56 and Virkkala
et al.,58 using hybrid DFT, both found that GaSb had the
lowest formation energy for EF in the upper half of the
band gap, but predicted compensation by Ga interstitials
(Ga+i ), resulting in an insulating material. The LDA cal-
culations did not include the SOI nor any correction for
the band gap underestimation, while the hybrid DFT cal-
culations did not include the SOI and used higher con-
vergence criteria than those we employ;58 their results
contradict the experimentally observed p-type activity of
undoped GaSb.

In Sb-rich conditions, we find that Ef (GaSb) increases
significantly, while Ef (VGa) and Ef (SbGa) both decrease,
so that the lowest energy defects are SbGa for EF < 0.36
eV and VGa for EF > 0.42 eV, with GaSb having the
lowest energy for EF between these ranges. As SbGa are
positively charged and GaSb and VGa negatively charged
for EF within the band gap, these defects self compensate
and one would expect EF to remain trapped roughly mid-
gap, resulting in an intrinsically insulating material (we
note that the formation energy of Gai is also low in this
range of EF and we expect that this defect will play a mi-
nor rôle in the self-compensation mechanism). These for-
mation energies suggest significant concentrations of VGa

will be present, in agreement with PAS studies,53–55,109

but the insulating nature contradicts the p-type activity
of GaSb observed in many differently produced samples.
It may be the case that, in non-equilibrium growth tech-
niques, formation of the compensating SbGa may be sup-
pressed, which would result in a p-type material where
the hole concentration arises from the ionisation of VGa

and GaSb.
51,52 Our results for Sb-rich conditions agree

qualitatively with those of Virkkala et al.,58 although
they did not predict that the VGa would become the low-
est energy defect for any value of EF within the band
gap. Comparisons with the LDA calculations of Hakala
et al.

56 are more difficult, as they only reported formation
energies for SbGa in the neutral state. We note, however,
that they also found VGa to be the lowest energy defect
close to the conduction band minimum (CBM).

From our computed defect formation energies and to-
tal DOS, we have calculated the self-consistent EF and
equilibrium carrier and defect concentrations by applying
the constraint of overall charge neutrality to our system.
The results are shown in Fig. 3(a) over the T range below
the melting point (985 K83). It is worth noting here that,
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FIG. 3. (Color online) Concentrations of electron (n0) and
hole (p0) carriers and defects (vacancies, interstitials and an-
tisites; see text for description) in GaSb as a function of tem-
perature T calculated for (a) equilibrium conditions, (b) in
the presence of a fixed concentration of donors [D+] = 1018

cm−3 and (c) a fixed concentration of acceptors [A−] = 1018

cm−3. The results are shown for Sb-poor and Sb-rich con-
ditions in the left- and right-side panels, respectively. The
insets show the self-consistent Fermi energy EF as a function
of T , with the conduction band minimum indicated by the
red dashed line.

when varying T in this analysis and for the case of InSb
below we do not take into account the variation in band
gap, which can be substantial for these narrow gap semi-
conductors. Indeed, at room temperature the band gap
reduces by 86 meV for GaSb1 and 67 meV for InSb,99

compared with their extrapolated 0 K values. Such re-
ductions are a result of thermal expansion and increased
electron-phonon coupling, the modelling of which is be-
yond the scope of this study on defects in both systems.
Including the experimental variation in Eg with T in our
calculations is not straightforward, as the defect transi-
tion levels vary with T in a non-trivial manner. If we
do include just the experimental Eg variation, we cal-
culate slightly different electron and hole concentrations
which do not alter our conclusions significantly. As mod-
elling temperature effects on the defect formation and

transition levels is beyond the scope of the current work,
we present our analysis below with the band gap fixed
for all temperatures studied. We expect that, at higher
T , where the band gap is reduced and consequently the
electron and hole concentrations increased, compensating
defect formation energies will also be lowered as vibra-
tional entropy contributions to the free energy become
more significant, so that the changes in concentrations
will approximately cancel each other.

From our analysis we find that, in Sb-poor condi-
tions, GaSb is p-type with hole concentrations p0 of
∼ 1016 − 1018 cm−3 for 400 < T < 800 K. The source
of the p0 is the formation and ionisation of GaSb; p0 is
equal to 2[GaSb], which is consistent with the dominant
charge state of GaSb being 2−, but at T ≈ 800 K the
concentrations become close to being equal, as EF moves
closer to the VBM where the − state dominates. These
calculated hole concentrations are lower by about an or-
der of magnitude than those seen in experiment;48,49 the
discrepancy may be due to unwanted impurities such as
C that can be introduced during experimental growth,
which are not accounted for here. p0 and [GaSb] are also
about an order magnitude lower than those computed by
Hakala et al.,56 which can be attributed to their lower
value of Ef (Ga2−Sb ). The difference in formation ener-
gies is probably due to a combination of the difference
in functional and in the more crude image charge correc-
tions used in their much earlier work. In Sb-rich condi-
tions, we find that EF remains trapped at about 0.4 eV
above the VBM over the range of T investigated, due to
the self-compensating defect physics, whereby the com-
bined concentration of Sb+Ga, Sb

2+
Ga and Ga+i equals that

of V −

Ga, V
2−
Ga and Ga2−Sb , with the individual proportions

depending on T . Consequently, the electron concentra-
tion n0 is equal to p0 and the material is intrinsically
insulating. This insulating nature is rarely seen experi-
mentally; again, unwanted p-type impurities not included
in this study, as well as non-equilibrium defect formation,
expected to be important in samples grown epitaxially
where kinetics dominate,16,49 may account for the dis-
crepancy.

When imposing the charge neutrality constraint to de-
termine the self-consistent EF , it is possible to introduce
fixed concentrations of other charged defects and calcu-
late the equilibrium carrier and intrinsic defect concen-
trations in their presence. In this way, one can analyse
compensation of fully ionised impurities in an approxi-
mate manner. By assuming a fixed concentration of some
ionised donor, [D+] = 1018 cm−3, we have calculated
donor compensation in GaSb, with our results shown in
Fig. 3(b). We find that, in Sb-poor conditions, rather
than introducing n-type carriers, the donors are compen-
sated by Ga2−Sb , so that [D+] = 2[GaSb] for T < 600 K.
We see, therefore, that in Sb-poor conditions donor dop-
ing will not be effective, assuming that defect formation
occurs in equilibrium. In fact, p0 will become greater
than 1016 cm−3 at about T = 600 K, and continues to
rise with temperature as [GaSb] increases above the value
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necessary to compensate [D+] due to thermal activation,
while EF is pushed closer to the VBM. In Sb-rich con-
ditions, however, we have [D+] = n0 for most of the
temperature range studied, so that GaSb will be doped
effectively. At lower temperature, EF remains close to
the CBM, but decreases into the band gap with increas-
ing temperature. There is a very small dip in n0 around
T = 400 K, which occurs as thermally induced concen-
trations of VGa compensate slightly the donors. We note
that, in MBE-grown samples intentionally doped n-type,
increasing the V/III ratio (i.e. going towards increas-
ingly Sb-rich conditions) caused a slight increase in com-
pensating acceptor concentrations,51,52 contrary to our
findings here. The effect is small and may be due to
non-equilibrium defect formation and/or the presence of
unwanted impurities.
In the same way, we can analyse acceptor compensa-

tion in GaSb. In Fig. 3(c), we show the equilibrium car-
rier and intrinsic defect concentrations in the presence of
a fixed concentration of an ionised acceptor, [A−] = 1018

cm−3. The situation here is quite different to donor com-
pensation discussed above; in both Sb-poor and Sb-rich
conditions the acceptors are uncompensated and we have
a p-type material with p0 = [A−]. EF remains close to
the VBM, but moves towards mid-gap as T increases,
as one would expect due to T -induced intrinsic carrier
generation. In Sb-poor conditions, for T > 600 K, sub-
stantial concentrations of GaSb form, which further con-
tribute to the p-type activity. We therefore find that
GaSb can be effectively p-doped, whether in Sb-rich or
Sb-poor conditions, a result that is consistent with ex-
periment.

C. Defects in InSb

We show our calculated intrinsic defect formation ener-
gies as a function of EF referenced to the VBM in Fig. 4.
We find that, in contrast to the case of GaSb, we have
a positively charged defect, SbIn, dominating in Sb-rich
conditions and a negatively charged defect, InSb ,domi-
nating in Sb-poor conditions. Consequently, one would
expect an n-type material if grown in Sb-rich conditions,
and a (weakly, due to the relatively high formation en-
ergy) p-type material if grown in Sb-poor conditions. Ex-
perimentally, both n- and p-type unintentionally doped
samples are routinely prepared, and InSb can be doped
relatively easily with electrons or holes as majority carri-
ers.50,59–63 Hoglund et al.

64 calculated the defect forma-
tion energies using DFT-LDA, finding results consistent
with ours for Sb-rich conditions, but for the Sb-poor con-
ditions they found that Ini would dominate, resulting in
an n-type material, in contrast to our results. In their
calculations, they found InSb to be gapless, contradict-
ing experiment, and did not discuss corrections for this
error nor for image charge interactions in their supercell
model. The SbIn defect has been proposed to be a source
of intrinsic n-type carriers in epitaxially grown InSb, but
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FIG. 4. (Color online) Calculated formation energies of each
intrinsic defect (vacancies, interstitials and antisites; see text
for description) in InSb as a function of Fermi energy relative
to the valence band maximum (VBM), shown for Sb-poor and
Sb-rich conditions. The slope of each line indicates the defect
charge state; the transition levels lie where the slopes change.
The dashed line indicates the position of the conduction band
minimum.

can be removed effectively by decreasing the V/III ra-
tio, i.e. moving away from Sb-rich conditions.63 Such an
observation is consistent with our calculated formation
energies. Vacancies have also been proposed to be im-
portant in InSb,65,110–112 but our results show that their
concentrations should be small as their formation ener-
gies are relatively high. We note that, although we have
pointed out some differences between the defect physics
of InSb and GaSb, some of these differences can be traced
to the much lower band gap of InSb, compared with GaSb
(0.23 eV vs 0.808 eV). Restricting the range of EF to re-
main less than 0.23 eV in GaSb would result in a similar
transition level diagram to that of InSb. This result indi-
cates a small valence band offset between the materials,
consistent with earlier studies.14,97,113

As with the case of GaSb, we have calculated equilib-
rium carrier and defect concentrations in InSb (exclud-
ing the variation in Eg with T , see the discussion above);
our results are shown in Fig. 5(a) over the T range be-
low the melting point (797 K83). Despite the dominance
of positively and negatively charged defects in Sb-rich
and Sb-poor conditions respectively, we find that, under
either condition InSb will be insulating as-grown. This
result is a consequence of the low band gap and relatively
high defect formation energies; thermally induced intrin-
sic carrier formation will dominate as defect concentra-
tions remain several orders of magnitude below the car-
rier concentrations over the relevant T range (in Sb-poor
conditions, [InSb], not shown in the figure, rises above
1014 cm−3 only for T > 700 K). EF remains closer to the
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FIG. 5. (Color online) Concentrations of electron (n0) and
hole (p0) carriers and, defects (vacancies, interstitials and an-
tisites; see text for description) in InSb as a function of tem-
perature T calculated for (a) equilibrium conditions, (b) in
the presence of a fixed concentration of donors [D+] = 1018

cm−3 and (c) a fixed concentration of acceptors [A−] = 1018

cm−3. The results are shown for Sb-poor and Sb-rich con-
ditions in the left- and right-side panels, respectively. The
insets show the self-consistent Fermi energy EF as a function
of T , with the conduction band minimum indicated by the
red dashed line.

CBM, as the DOS at the bottom of the conduction band
is much lower than that at the top of the valence band.
To produce n- and p-type samples therefore, one needs to
dope the material and nominally undoped samples that
have substantial carrier concentrations probably have un-
wanted impurities present, according to our results.

In Fig. 5(b) we show the equilibrium carrier and defect
concentrations in the presence of a fixed concentration
of ionised donors, [D+] = 1018 cm−3. In both Sb-poor
and Sb-rich conditions, we find that InSb can be donor
doped effectively, resulting in n0 = [D+] for much of the
T range. As the DOS is relatively low at the CBM, to
induce the relevant electron concentration EF is pushed
very up to the CBM (see the inset in Fig. 5(b)). No
significant defect compensation is observed; indeed, we
find that, for T > 400 K, thermal ionisation increases n0

above [D+].
We have also analysed acceptor compensation in InSb

by assuming a fixed ionised acceptor concentration,
[A−] = 1018 cm−3, and computing the resultant car-
rier and defect concentrations; our results are shown in
Fig. 5(c). In both Sb-poor and Sb-rich conditions there
is no effective compensation of the acceptors by defects,
indicating that InSb will be easily acceptor doped in ei-
ther extreme condition. EF varies across the gap as T
increases, which induces minority carrier concentrations
while also increasing the majority carrier concentration.
We therefore see that InSb can be both n- and p-doped
without significant compensation by intrinsic point de-
fect formation, a result that is consistent with experi-
ment.50,63,64

IV. SUMMARY

We have investigated the intrinsic defect physics in
GaSb and InSb by computing native defect formation en-
ergies using hybrid DFT. We justify our approach by first
calculating a range of bulk properties of both systems,
obtaining results in good agreement with experiment. We
find that, in GaSb GaSb will dominate in Sb-poor con-
ditions, resulting in a p-type material, while in Sb-rich
conditions self-compensation will occur and the material
will be intrinsic. We confirm these inferences from the
formation energy calculations by computing equilibrium
carrier and defect concentrations as a function of tem-
perature, then study donor and acceptor compensation
by assuming fixed concentrations of ionised dopants. We
find that GaSb can be easily p-doped, but in equilib-
rium conditions, should only be effectively n-doped un-
der Sb-rich conditions. For InSb, we find that positively
charged (SbIn) and negatively charged antisite defects
(InSb) dominate in Sb-rich and Sb-poor conditions, re-
spectively. By calculating equilibrium carrier and defect
concentrations, however, we show that the material will
be intrinsic as-grown, due to the relatively high formation
energies, low band gap and consequent thermally induced
carrier generation. As the concentrations of compensat-
ing defects remain low over the relevant T range, InSb
can be effectively n- and p-doped. Our study provides
crucial information on the defect physics of GaSb and
InSb, important semiconductors for a range of techno-
logical applications.

ACKNOWLEDGMENT

The authors acknowledge funding from EPSRC grants
ED/D504872, EP/K016288/1 and EP/I01330X/1 and
the European Research Council (grant 758345). The
authors also acknowledge the use of the UCL Le-
gion and Grace High Performance Computing Facil-
ities (Legion@UCL and Grace@UCL) and associated
support services, the IRIDIS cluster provided by the



8

EPSRC funded Centre for Innovation (EP/K000144/1
and EP/K000136/1), the Thomas supercomputer via
the U.K. Materials and Modelling Hub (EPSRC
grant EP/P020194/1) and the ARCHER supercomputer
through membership of the UK’s HPC Materials Chem-

istry Consortium, which is funded by EPSRC grants
EP/L000202 and EP/R029431, in the completion of this
work. D. O. S. and T. D. V. acknowledge membership of
the Materials Design Network.

∗ j.buckeridge@ucl.ac.uk
1 P. S. Dutta, H. L. Bhat, and V. Kumar, J. Appl. Phys.
81, 5821 (1997).

2 A. Rogalski, J. Antoszewski, and L. Faraone, J. Appl.
Phys. 105, (2009).

3 P. Gogoi, D. Kamenskyi, D. D. Arslanov, R. T. Jongma,
W. J. van der Zande, B. Redlich, A. F. G. van der Meer,
H. Engelkamp, P. C. M. Christianen, and J. C. Maan,
Phys. Rev. Lett. 119, 146603 (2017).

4 S. Tomasulo, C. A. Affouda, N. A. Mahadik, M. E. Twigg,
M. K. Yakes, and E. H. Aifer, J. Vac. Sci. Technol. B 36,
02D108 (2018).

5 T. Ashley, A. B. Dean, C. T. Elliott, G. J. Pryce, A. D.
Johnson, and H. Willis, Appl. Phys. Lett. 66, 481 (1995).

6 C. A. Lehner, T. Tschirky, T. Ihn, W. Dietsche, J. Keller,
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