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Abstract  

In this paper, the Pseudo shock structure in a convergent-long divergent duct is investigated using 

large eddy simulation on the basis of Smagorinsky-Lilly, Wall-Adapting Local Eddy-Viscosity 

and Algebraic Wall-Modeled LES subgrid models. The first objective of the study is to apply 

different subgrid models to predict the structure of Lambda form shocks system, while the ultimate 

aim is to obtain further control of the shock behavior. To achieve these goals, the dynamic grid 

adaption and hybrid initialization techniques are applied under the 3D investigation to reduce 

numerical errors and computational costs. The results are compared to the existing experimental 

data and it is found that the WMLES subgrid model results in more accurate predictions when 

compared to the other subgrid models. Subsequently, the influences of the divergent section length 

with the constant ratio of the outlet to throat area and, the effects of discontinuity of the wall 

temperature on the flow physics are investigated. The results indicate that the structure of 

compressible flow in the duct is affected by varying these parameters. This is then further discussed 

to provide a deeper physical understanding of the mechanism of Pseudo shock motion. 
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Nomenclature Greek letters 

dw Wall distance m δ Kronecker delta - 

h enthalpy J Δ  local grid scale - 

Ls mixing length for subgrid 

scale strain rate 

m εt sub-grid scale dissipation m2/s3 

u velocity vector m/s μt eddy-viscosity Pa.s 

p pressure Pa ρ density kg/m3 

Prt Turbulent Prandtl number  - τij stress tensor Pa 

Sct Turbulent Schmidt number - Symbols   

Sij rate-of strain tensor 1/s ~ filtered Faver - 

V velocity m/s ̄ filtered quantities - 

 

1. Introduction  

Interactions among shock waves, boundary layer, and flow separation are important phenomena 

in modern high speed aerodynamics [1]. These phenomena are key elements in designing the 

propulsion systems in which long ducts are considered as integral parts [2]. The length of a duct 

is typically obtained by using empirical correlations based on the maximum pressure rising 

between the inlet and the exit of the duct [3]. Recently, various experimental and numerical 

investigations  have been conducted to better understand the pseudo shock system. For example, 

Xu et al. [4] reported that the effect of background waves on the growth of separation flow plays 

a principal role in the jump characteristic of the shock train leading edge. Li et al. [5] investigated 

the path of shock train leading edge in complex background waves and reported a mathematical 

model for the path. Zhang et al. [6] classified the shock train using the pressure distribution or 

shock train location. Mousavi et al. [7] found that the changes in ramp dimension as a passive 

control method and wall temperature as an active control method could change the shock waves 

characteristics r and the length of the Lambda shock systems. Wang et al. [8] reported that the 
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behaviors of unsteady oblique shock train and boundary layer interactions are related to the 

dynamics of shock motion. The effects of cavity depth on shock train structure was studied by 

Kumar and Vaidyanathan [9] who showed that the strength of the shock train system decreases 

with an increase in the depth of the cavity. Su et al. [10] controlled the pseudo-shock oscillation in 

a scramjet inlet-isolator by applying periodical excitation. Vanstone et al. [11, 12] proposed a 

simple physics-based model for the prediction of shock-train location. Shi et al. [13] compared the 

shock train behavior under sinusoidal and constant backpressure and they found that the 

oscillations in shock train move downstream of the flow. The incident shocks effects on close-loop 

control (CLC) of the shock train location are experimentally studied by Li et al. [14] who found 

that it makes the CLC unstable.  

Using the numerical methods is an appropriate way to study the flow structure in complex 

conditions [15-17]. Computational fluid dynamics (CFD) [18], based on Reynolds-averaged 

Navier–Stokes (RANS) equations, is a potential tool to investigate the flow behavior in an isolator. 

Using this tool, Rockwell et al. [19] controlled the shock train structure with a characteristic model 

based All-Coefficient Adaptive Control approach. Nonetheless, accuracy of RANS methodology 

is limited when facing the complex shock wave-boundary layer interactions. Over the past decade, 

large-eddy simulation (LES) has emerged as a promising alternative for prediction of turbulent 

flows behavior. This methodology is currently being applied to a wide variety of engineering 

applications, including combustion [20-27], simulations of the wind turbine [28], acoustics [29-

32], combustion noise [33, 34] and several studies of SBLI [35, 36]. To illustrate, Koo and Raman 

[37] applied the dynamic Smagorinsky subgrid model for supersonic inlet of an isolator and they 

found that this model is suitable for capturing the large-scale features of the unstart process. Vane 

et al. [38] indicated that the accuracy of the Wall-Modeled LES (WMLES) subgrid model is more 

https://www.sciencedirect.com/topics/engineering/depth-of-cavity
https://arc.aiaa.org/doi/full/10.2514/1.B37031
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than Wall-Resolved LES to predict the turbulent boundary layer interacting with a shock train 

system in a duct with constant area. The ability of LES methodology to predict the behavior of 

corner vortices and recirculation zones for a pseudo-shock waves in a Laval nozzle was  presented 

by Quaatz et al. [39]. Morgan et al. [40] investigated the normal shock train in a constant area 

isolator using LES methodology. They showed the potential of LES to observe the pertinent 

physical phenomena such as lack of reversed flow in the mean and the development of secondary 

shear layers. Using LES and RANS methodologies, Mousavi et al. [41-43] showed that variations 

in the heat generation rate and the total temperature of air flow affect the starting point of Lambda 

shocks system and its strength, the minimum pressure and the maximum flow Mach number. In 

another work, they [44] analyzed effects of the inlet total pressure, back pressure, nozzle inlet 

angle and wall temperature on the behavior of the shock train system. Using the same method, 

Goshtasbi-rad and Mousavi [45] reported that the local changes in wall temperature, free stream 

Reynolds number and total pressure affect the reattached shock waves as well as the collision angle 

of separated shock waves. Mahapatra et al. [46] observed the accurate mixing region of pseudo 

shock waves system in turbulent diffuser in supersonic condition using an explicit LES 

methodology. Using RANS model and LES methodology, the shock train structure, separation 

characteristics and Mach number distribution were analyzed by Joy et al. [47] by observing the 

back and forth movement of the shock train.  

From the above discussions, it is clear that there are several works on understanding the shock 

train structure in various working conditions. However, because of the enormous applications of 

pseudo shock phenomenon in modern aerodynamics, this phenomenon still needs further 

examinations to control its behaviors under different conditions. Therefore, the main objective of 

the present work is to study the pseudo shock structure in a 3D convergent–long divergent duct. 
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To serve this purpose, a finite volume code with LES method through various subgrid scale (SGS) 

models, hybrid initialization and the dynamic grid adaptation techniques [48] are employed. To 

evaluate the accuracy of the numerical results, the root of R-square formula (RRF) is applied. After 

validating the accuracy of the obtained results, the length of divergent section is changed with a 

constant ratio of outlet to throat area to analyze the behavior of the shock system. In addition, the 

effect of discontinuity in wall temperature on shock structure is examined. 

2. Numerical Modelling  

2.1. Large Eddy Simulation 

LES is a mathematical methodology for computational modelling of turbulent flows. It was first 

proposed by Smagorinsky [49] for simulation of atmospheric air flows, and was explored by 

Deardorff [50]. In LES methodology, filters are used to separate the large-scale eddies from small 

ones [51]. Therefore,  as a variable is divided into grid and subgrid parts. By filtering 

compressible Navier-stokes equations, the following filtered equations are generated. 
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The isentropic contribution, Tkk is unknown parameter which attracted to the filtered pressure. In 

addition, the subgrid scale kinetic energy is calculated from [51, 52]: 

 

Pr

j SGS jSGS SGS SGS

ij SGS

i i t i i

u K uK K

t x x x x


 



   
+ = − − 

     

% %
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https://en.wikipedia.org/wiki/Joseph_Smagorinsky
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SGS  is the subgrid scale viscosity which in Smagorinsky-Lilly [49] subgrid model it is obtained 

from: 

 
2

t sL S =  (5) 

in which  

2 ij ijS S S=  

in WALE [53] subgrid model, it is calculated from: 
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d
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and finally in WMLES, the subgrid scale viscosity is achieved as follows [54, 55]: 
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 (7) 

2.2. Hybrid Initialization 

Hybrid initialization is a useful initialization method which works with a component of instructions 

and boundary interpolation methods. It solves the Laplace equation to produce velocity and 

pressure fields as follows: 

 2 0 =  (8) 

 2 0P =  (9) 

These equations are solved with suitable boundary conditions to provide the smooth velocity and 

pressure fields in the computational domain. In this method, the pressure field is computed as ±1% 
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of specified gauge pressure and total pressure for the outlet and inlet zones. Moreover, the velocity 

for the inlet boundaries is computed as follows: 

 
inlet

V
n


⊥


=


 (10) 

On the wall boundaries, the normal gradient of P and normal velocity are set to zero. 

 
0

wall

P

n


=


 

(11) 

 0 =  (12) 

Further, the temperature is initialized with a constant value. Hence, it can be concluded that, a 

hybrid initialization helps reaching the final converged solution in shorter time in comparison with 

standard initialization approach [56]. 

Additionally, in order to discretize the pressure equation, we used the second order upwind scheme 

[57] and the central differencing scheme [58] was used for discretizing the momentum, energy and 

density equations. Furthermore, the boundary conditions for turbulent characteristics are presented 

in Table 2. 

3. Boundary Conditions and Geometry Characteristics  

A schematic representation of duct geometry evaluated in this study is indicated in Fig.1. This duct 

consists of a 50 mm converging part with 10º angle, a 600 mm diverging part and a throat with 1.5º 

outlet angle and 3 mm height locating at coordinates (0, 0, 0). At the convergent section, there are 

two 1.5ºconverging angles at the distances of 25 and 160 mm far away from the throat. In addition, 

the height of the duct at the distance of 160 mm from the throat is 8 mm. This geometry is 

dimensionally similar to the one used in the work of Weiss et al. [1]. 

The proper boundary conditions need to be introduced to run the simulations. The initial values of 

the inlet and outlet of the duct are chosen based on the experimental data presented in Table 1. It 

https://www.sciencedirect.com/science/article/pii/S0094576515002696#t0010


8 

can be seen that the flow enters the duct fast, while the wall temperature remains fixed. In this 

paper, the pressure condition is applied at the inlet in order to satisfy the velocity in accordance 

with the work of Weiss et al. [1]. As the boundary condition takes static and stagnation pressure, 

the velocity is satisfied due to isentropic relations. This is because the boundary layer does not 

grow in the inlet section and there is no discontinuity in the flow and thermal transfer properties 

in this section. It should be noted that either the static or stagnation pressure needs to be available 

in order to evaluate the other pressure. The stagnation pressure is 4.8 bar and the outlet pressure is 

3.25 bar [1]. The working fluid is assumed to be dry air and is treated as an ideal gas. Further, the 

wall temperature is 300 K and the no-slip condition is used for the channel walls.  

Grid independency checking has been carried out separately for each subgrid model, and it is found 

that the computational grid with 3.2×107 cells is appropriate for WMLES subgrid. Figure 2 

indicates the sample cell structure of the computational domain. It should be noted that after 

applying the pressure gradient dynamic adaptation technique, the number of required cells changed 

to 5.4×107 cells (for WMLES). 

4. Result and Discussion 

4.1. Comparison of Subgrid Models 

Figures 3 shows the comparison among the obtained results of three subgrid models and the 

experimental data reported in Ref. [1] for the time averaged Mach number in centerline of the duct 

and wall pressure. Evidently, for all the three subgrid models, the simulations predict the first 

shock position in the duct with acceptable accurately. Both WMLES and WALE subgrid models 

provide similar results in a distance between the beginning of the shock train and duct outlet. These 

subgrid models are in good agreement with the experiments data [1]. However, according to the 

results, the accuracy of the WMLES is more than WALE models in a way that the RRF value to 
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predict the wall pressure is 93 for WMLES while it is 92 for WALE model. Also, this value is 94 

for WMLES at the prediction of centerline Mach number while, it is equal to 90 for WALE model 

with higher number of grid cells. Thereupon, the WMLES solution is more accurate and slightly 

performs better than the WALE model, particularly prior to the beginning of shock train system. 

This is because of the rapid development of boundary layer thickness over the duct wall as well as 

the growth of the gradient of velocity in this area. Probably, the WALE subgrid model gives a 

better result with finer grids near the wall which increases the computational costs. The 

Smagorinsky-lilly model presents slightly different results, particularly before and after the 

beginning of shock train system which is due to a limitation of the Smagorinsky-lilly model in 

wall-bounded flow [59-61]. Concerning CPU time, the Smagorinsky-lilly and WALE subgrid 

models need 8% to 10% more CPU time in each iteration in comparison with the WMLES model, 

as the number of the computational cells increased. In addition, due to a decrease in the number of 

cells in the WMLES model, the cost ratio in terms of computational time between the 

aforementioned subgrid models is around 1:3 for our current test case. It follows that for the current 

case of the duct shock train, WMLES subgrid model is superior to the other models. In addition, 

As depicted in Fig. 4, the WMLES subgrid model is able to detect the exact structure of Lambda 

shocks system based on the existing experimental data [1].  

4.2. Unsteadiness Effects  

Figures 5(a-b) and 6 show the results of WMLES subgrid model for instantaneous contours of 

stagnation pressure and pressure gradient at the center surface of the duct for the time period of 

1.86 to 2.02 ms. Furthermore, the distribution of instantaneous centerline stagnation pressure on 

this period are shown in Fig. 6. The results show that the changes in the flow behavior and shock 

unsteadiness are insignificant. It is due to the small angle of the divergence part of the system, 
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which helps the flow nearly reach the steady state condition. It should be noted that similar results 

have been reported by Gatski and Bonnet [36].  

4.3. Effect of duct length 

The variations in the compressible flow behavior and structure consisting of lambda shocks series 

in the long duct are investigated in this section. This behavior is due to changes in the length of 

the diverging part of the duct and the relevant boundary conditions which are given in table 1. Five 

different diverging section lengths including 0.56 (4=1.65o), 0.58 (4=1.57o), 0.60 (4=1.45o), 

0.62 (4=1.41o) and 0.64 m (4=1.37o) are applied for this purpose, while the ratio of the outlet 

area to throat area remains constant. The results are illustrated in Figs. 7 to 10. According to Fig. 

7, the minimum flow pressure of 0.94 bar for the diverging length of 0.56 m decreases to 0.78 bar 

for the diverging length of 0.64 m. Additionally, the maximum Mach number increases from 1.71 

(for diverging length of 0.56 m) to 1.88 (for diverging length of 0.64 m), as indicated in Fig. 8 and 

table 3. A decrease in the minimum flow pressure and an increase in the maximum Mach number 

result in an increase in lambda shock strength due to a change in the diverging angle followed by 

variations in structure of the flow separation and boundary layer thickness based on Fig. 9.  

The contour of pressure distribution gradient along the duct is shown in Fig. 10. Applying pressure 

gradient is a proper way to predict flow structure as there are severe discontinuities in the flows 

with shock waves. It is noted from this figure that shock wave structure is well marked using this 

contour. Furthermore, as the length of diverging part increases (due to a decrease in diverging 

angle followed by a delay in flow separation), the location of the first lambda shock wave moves 

towards the section of duct outlet. According to the earlier discussion, it can be deduced that in a 

constant outlet pressure, the shock strength increases while moving towards the duct exit as proved 

by [1]. The Mach number distribution is depicted in Fig. 11 to present the effects of variations in 
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the length of the diverging part on the distance between the first and the second lambda shocks. 

Since a decrease in the diverging length causes an increase in boundary layer thickness, it makes 

the shock wave occur faster in a duct with shorter diverging length. This fast occurrence in flow 

discontinuities also affects the downstream flow such that a reduction in the diverging length from 

0.64 to 0.56 m leads to a decrease in the distance between the first and the second lambda shocks 

from 10.55 to 8.667 mm, respectively. As the shock strength is further weakened by a decrease in 

the diverging length, it can be deduced that the total strength of the shock system is reduced with 

a decrease between the shock waves distance.  

4.4.  Effect of discontinuity in wall temperature 

In this section, the effects of discontinuity (jump) in the wall temperature on the flow structure are 

analyzed. Jumps in the wall temperature are applied where first lambda shock occurs with 10 mm 

length. The discontinuous temperatures are varied from 200 to 700 K in steps of 100 K. The applied 

boundary conditions are like those represented in table 1, and the wall is not set to adiabatic 

condition but constant temperature at the jump location. Figure 12 shows the pressure distribution 

over the duct wall, indicating that as the discontinuity temperature rises from 200 K to 700 K, the 

minimum flow pressure decreases gradually. It should be noted that in the duct diverging part, the 

flow structure mainly depends on the fluid viscosity, and consequently, on the boundary layer 

thickness. In accordance with Sutherland’s law, as the discontinuity in temperature increases, the 

fluid viscosity rises. Hence, as shown in Fig. 13, the flow Reynolds number diminishes with an 

increase in temperature. Therefore, since the Reynolds number diminishes, the boundary layer 

thickness increases and forces the shock waves to occur earlier. Figure 14 illustrates the Mach 

number distribution when the temperature jump is applied at the duct’s wall. It is obvious that as 

the wall temperature at the shock waves location occurrence increases, the maximum Mach 
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number decreases followed by a reduction in the shock strength. The reason of this phenomenon 

is the dependency of the speed of sound on temperature as well as the reverse relation between the 

Mach number and the flow temperature. A rise in the flow temperature causes an increase in the 

speed of the sound and leads to a decrease in flow Mach number. In addition, a decrease in the 

flow maximum Mach number for a fixed geometry and constant pressure results in declining shock 

wave strength. Therefore, it is concluded that applying a jump in the wall temperature is an active 

method to control the shock wave behavior.  

The shock waves filtered contours which are stemmed from the relation ( )2 2 2. ( )x y zu P a P P P + +

are illustrated in Fig. 15, showing the lambda shock wave structure dependency on jumps in the 

duct wall temperature. The filtration implies that the previous relation is equal to zero when

( )2 2 2( ) 0.14x y zP P P P+ +  . As clearly demonstrated in this figure, with an increase in the 

discontinuity wall temperature from 200 K to 400 K, the distance between two oblique shocks 

impacting with a bow shock diminishes from 1.24 mm to 0.24 mm. Subsequently, by increasing 

the discontinuity wall temperature to higher than 400 K, the structure of the shock waves is not 

lambda anymore, and the oblique shocks merge before the bow shock. As the jump temperature 

rises from 500K to 700 K, the distance between the locations of the oblique shocks increases from 

0.8 to 1.7 mm. The change in the collision position of oblique shocks is due to alteration in 

boundary layer thickness induced by an increase in the flow temperature. As mentioned before, an 

increase in temperature will result in a decrease in lambda shock strength.  

Conclusion 

In this study, the supersonic flow behavior with a series of lambda shock waves in a long duct was 

examined numerically. In this regard, a comparison was made between various subgrid models by 
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applying the LES method imbedded in a finite volume code. The obtained results were compared 

to experimental data reported by Weiss et al. [1]. The results demonstrated that the WMLES model 

presents a higher accuracy than the other subgrid models. After validating the solution method, the 

changes in the length of diverging part (while the ratio of outlet area to throat area was kept 

constant) and the effects of discontinuities in the duct wall temperature (temperature jump) at the 

locations of shock waves were investigated. It was found that with an increase in the length of the 

diverging section, the minimum wall pressure reduces, and the maximum Mach number of the 

flow in the duct rises due to a reduction in divergence angle. Additionally, the position of the 

lambda shock moves towards the duct throat, and the shock waves strength increases and with an 

increase in the distance between the first and second lambda shocks. Regarding the temperature 

jump in duct wall, it is indicated that with an increment of discontinuity temperature, the minimum 

wall pressure increases and the maximum Mach number decreases. This is followed by a decline 

in the shock wave strength owing to the effect of temperature on the boundary layer thickness. 

Furthermore, it is noted that increasing the discontinuity temperature results in reduction of the 

lambda shock wave strength. 
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Fig. 1. A schematic representation of duct geometry. 
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Fig. 2. Configuration of 3D cells at different locations of the computational domain. 
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Fig. 3. Comparison between the obtained results of three subgrid models and the experimental 

data reported by Ref. [1]. 
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Fig. 4. Comparison between the real shocks structure and WMLES results. Experimental images 

were taken from Ref. [1]. 
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Fig. 5. Contours of instantaneous stagnation pressure and pressure gradient. 
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Fig. 6. Distribution of instantaneous stagnation pressure
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Fig. 7. Distribution of wall pressure at various divergence section length. 
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Fig. 8. Distribution of Mach number at various divergence section length.
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Fig. 9. Variation in boundary layer thickness at various divergence section length 
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Fig. 10. Pressure gradient contours at various diverging section length.
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Fig. 11. Mach number contours at various lengths of diverging section such as a- 0.56 m, b- 0.58, 

c- 0.6, d- 0.62, and e-0.64. 
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Fig. 12. Wall pressure distribution at various wall temperatures.
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Fig. 13. Reynolds number distribution at various wall temperatures.
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Fig. 14. Mach number distribution at various wall temperatures.
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Fig. 15. Filtered shock waves contours at various wall temperatures.
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Table 1. Boundary condition according to Ref. [1]. 

 Ptotal (kPa) P static (kPa) T (K) V (m.s-1) 

Inlet 480 - 300 89.27 

Outlet - 325 - - 
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Table 2. Boundary condition for turbulent characteristics. 

Backflow turbulent intensity (%) 3.4 

Backflow hydraulic diameter (m) 0.047 

Backflow UU Reynolds stress (m2/s2) 1 

Backflow VV Reynolds stress (m2/s2) 1 

Backflow WW Reynolds stress (m2/s2) 1 

Backflow UV Reynolds stress (m2/s2) 0 

Backflow VW Reynolds stress (m2/s2) 0 

Backflow UW Reynolds stress (m2/s2) 0 
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Table 3. Minimum pressure and maximum Mach number dependency on the divergence length. 

0.64 0.62 0.6 0.58 0.56 Diverging length, m 

0.78 0.79 0.89 0.91 0.94 Pmin 

1.88 1.86 1.725 1.72 1.71 Mmax 

 

 


