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Abstract. The objective of this work is to propose a
modified Min-Sum decoding Low Density Parity Check
(LDPC) algorithm and perform the hardware imple-
mentation analysis of Min-Sum, optimized Min-Sum
and modified Min-Sum decoders. The Min-Sum algo-
rithm mainly uses the process of finding the minimum
and addition. Hence the number of multiplications is
drastically reduced which helps in reducing the complex-
ity of implementation. Adding an optimisation factor
to the decoder increases the accuracy and reduces the
number of iterations required to compute the decoded
message. Hence the process of optimisation reduces
the overall decoding time required. Modified Min-Sum
algorithm is proposed to further improve the perfor-
mance by decreasing the number of stages in the de-
coding process which reduces the complexity in Field
Programmable Gate Array (FPGA) implementation.
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1. Introduction

Low-Density Parity Check (LDPC) codes are a type
of error-correction codes first introduced by Gallager
way back in 1962 [1] and [2] during his research work.

However, due to the lack in availability of advanced
computing methods, practical implementation was not
possible. With the advancement in computing capa-
bilities and the advent of new theories finally, Mackay
and Neal re-invented LDPC codes in 1996 [3], [4] and
[5]. LDPC codes are a type of linear block codes made
up of sparse parity-check matrices. LDPC codes show
better performance, greater flexibility and parallel ca-
pability which ensures better hardware implementation
[6]. Because of the wonderful error-correction capabili-
ties, LDPC codes have become the most accepted tech-
nique in all modern applications in the communication
field [7].

The basic decoding algorithm proposed by Gallager
in 1962 was Sum Product Algorithm (SPA). SPA [8]
and [9] comprises of more addition and multiplication
steps which makes the computation complex in case of
real-time implementations such as Field Programmable
Gate Array (FPGA) [10], [11] and [23]. As a result,
a simpler version of the SPA was introduced to fa-
cilitate practical implementation of codes. The Min-
Sum is one such algorithm designed to reduce hard-
ware complexity [12]. In this method, approximation
is done at check nodes for complex computation by
comparing and summation operation. N. Weiberg [12]
worked extensively on Min-Sum algorithm and showed
that it greatly reduces the implementation complexity.
Several modified versions of Min-Sum decoding algo-
rithms were later proposed to improve its performance
with respect to SPA [13], [14], [15], [16], [17], [21] and
[22]. Min-Sum decoding technique is greatly used in
many digital broadcasting applications due to its low
complexity. Here, in case of optimized Min-Sum [15],
a scaling factor is used to decrease the error caused by

c© 2019 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 179



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 17 | NUMBER: 2 | 2019 | JUNE

having minimum operation and thereby increasing the
accuracy. A modified Min-Sum algorithm for LDPC is
proposed in this work. Its performance is very close
to SPA while retaining its main feature, i.e. low com-
plexity. The Min-Sum algorithm performs in main four
steps [12] and [13]:

• Initialization.

• Horizontal Step.

• Vertical Step.

• Decoding / Estimation.

1.1. Initialization

In initialization step, the value of ~L(ci) is obtained from
the received vector ~r. This received data has noise
added to it. The received data is negated and assigned
to ~L(ci). A priori information is:

~L(ci) = log

(
Pr(Ci = 0 | yi)
Pr(Ci = 1 | yi)

)
~L(ci) = 2Rn/σ

2.

(1)

In the BI-AWGN Channel, the above value can be re-
placed by the following equation.

~L(ci) = −Rn. (2)

The advantage of this process is that the noise power
σ2 is not required for computation.

After obtaining ~L(ci) bit to check message, initial-
ization is done. In this process, the value of L(qij) is
obtained which is the initialized matrix of dimension
equal to parity check matrix. To obtain L(qij) matrix,
the vector ~L(ci) is multiplied with each row of parity
check matrix H.

L(qij) = log

(
qij(0)

qij(1)

)
, (3)

L(qij) = H. ∗ ~L(ci). (4)

For error correction and detection at the receiver,
the same H matrix, which is used at the Transmitter
side, is used.

Then L(qij) is factorized into its sign and magnitude.
For that, the sign and magnitude values of the previ-
ous step are extracted and assigned to two variables of
different matrices [8].

L(qij) = αij · βij , (5)

Where:
αij = sign [L(qij)] , (6)

βij =| L(qij) | . (7)

1.2. Horizontal Step

In this step, the check node is updated by finding the
minimum of all the variable nodes, multiplying it by
the sign and assigning it to the check node. Also, in
this step, a message from the variable node to the check
node is passed. Thus, variable node data is passed on
to the check node. From αij and βij matrices, Lrij
matrix is obtained by updating the check node. To
update the check node, the minimum value (except the
one being updated) is calculated in each row of βij
matrix and multiplied it with the product of signs of
the same row from αij matrix. This value is stored in
Lrji matrix. Thus, the check node is updated.

L(rji) = log

(
rji(0)

rji(1)

)
. (8)

Thus
L(rji) = παij ·minβij . (9)

In this way, the algorithm of Min-Sum is derived from
Log-SPA algorithm [18] by replacing the horizontal
step by the above Eq. (9) [13].

1.3. Vertical Step

In this step, the variable node is updated. The L(qij)
is updated for next iteration and L(Qi) is obtained for
decoding purpose. From L(rij) matrix, variable node
is updated to obtain Lqij matrix. The variable node
is updated by adding all the elements (except the one
being updated) in the column of L(rji) matrix with
the respective element from ~L(ci). This is done for
all elements of Lrij matrix and thus variable node is
updated.

L(Qi) = ~L(ci) +
∑
j∈Ci

L(rji), (10)

L(qij) = ~L(ci) +
∑

j′∈Ci\j

L(rj′i). (11)

1.4. Decoding / Estimation

Ĉi =

{
1 if L(Qi) < 0,

0 if L(Qi) > 0.
(12)

In the decoding step, the output vector is estimated
depending on the value of L(Qi). The decoded vector
is verified by calculating syndrome.

1.5. Syndrome Calculation

The calculation of syndrome is done to verify the re-
ceived data with the original data.
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The syndrome is calculated by using the below for-
mula:

S =
(
Ci ·HT

)
mod 2. (13)

If the syndrome is not zero, next iteration has to be
continued, until the syndrome is obtained as zero.

2. Optimized Min-Sum
Decoding

Optimized Min-Sum decoding improves decoding pro-
cedure by introducing an optimization factor at check
nodes. Consider an optimization factor as ‘A’. To ob-
tain the optimized Min-Sum algorithm, it is required to
multiply the optimization factor ‘A’ in the horizontal
step so that the number of iterations can be reduced
compared to the Min-Sum algorithm.

From the horizontal step obtained in Eq. (9), it can
be modified as:

L(rji) = A · παij ·minβij . (14)

Here, it is observed that before the decoding process,
the optimization factor is determined which causes
no additional complexity in the decoding algorithm.
Thus, the algorithm proposed is a very efficient decod-
ing technique in case of irregular LDPC codes [19]. Be-
cause of introduction of this optimization factor, there
will be an additional multiplication in the horizontal
step, which will be compensated by decrease in the
number of iterations required for decoding the message.
Matlab simulations are performed for various values of
‘A’ and value of ‘A’, for which the least Bit Error Rate
(BER) is obtained, is chosen as the optimization fac-
tor. I.e. to find the optimization factor ‘A’, simulation
is done for various values of ‘A’ in steps of 0.1, from
0 to 1 in the decoding algorithm. This is done for dif-
ferent values of SNR, as the value of the optimization
factor varies with SNR and the value which produces
the lowest BER is considered as the optimization fac-
tor for the given SNR. The simulation is taken for 100
different trials for one value of SNR [15].

3. Modified Min-Sum
Decoding Algorithm

In the present work, modified Min-Sum algorithm is
proposed, to further improve the performance by de-
creasing the number of additions and comparisons in
the decoding process. In modified Min-Sum decoding
algorithm, complexity is reduced in calculating the val-
ues of Lqij required for further iterations. In Min-Sum

algorithm, two different steps are used to calculate val-
ues of Lqij and L(Qi). This increases the delay in
decoding the data. In modified Min-Sum algorithm,
the number of additions required is reduced by includ-
ing the process of subtraction to compute Lqij . This
is due to the similarity in computing the values of Lqij
and L(Qi). Modification is done only in the vertical
step of the algorithm. Equation (10) and Eq. (11) are
modified into the following equations:

L(Qi) = ~L(ci) +
∑
j∈Ci

L(rji), (15)

L(qij) = L(Qi)− L(rji). (16)

Normally LQi is computed by adding all values of Lrji
along with ~Lci. Then Lqij is computed by updating
each element of Lrij by adding all the values of Lrij ex-
cept the value being updated. Since already the value
of LQi is calculated, the value of each element in Lqij is
calculated using only one subtraction. Hence, number
of additions drastically decreases.

4. MATLAB Simulation

The Min-Sum algorithm is implemented in MATLAB
and its performance is measured. The block diagram
of digital communication system is shown below.

Fig. 1: Block Diagram of Digital Communication system.

The input message is given in decimal form and is
converted to 4-bit binary values. Using the H ma-
trix, generator matrix is obtained and the code vector
[c] of 16-bits is generated by multiplying code vector
with Generator Matrix. The coded bits are transmit-
ted using BPSK modulation through AWGN channel.
Noise gets added to the code vector and this channel
output [r] is fed to the Min-Sum decoder, where the
introduced errors are detected and removed obtaining
decoded vector as d. The simulation result of the out-
put of different steps of Min-Sum decoder is plotted for
H matrix of dimensions (64, 96) as shown in Fig. 2.

The graphs for comparison of performance among
Min-Sum, optimized Min-Sum and modified Min-Sum
is plotted taking SNR values on the X-axis and BER
values on the Y-axis. The graph is plotted for H ma-
trix of dimension 8×12, 64×96 and 504×1008 [20] as
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Fig. 2: Simulation results of Min-Sum Algorithm for H matrix
of dimension 64×96.

Fig. 3: BER performances for H matrix of dimension (8×12)
for 500 iterations.

shown in Fig. 3 to Fig. 6. For plotting, SNR in incre-
ments of 1dB is considered, 1000 test bits for each SNR
are sent, each decoding is set to the maximum of 500
iterations. The BER becomes zero for higher values
of SNR. Good error performance is obtained even for
low values of SNR. The code becomes more accurate if
BER is lower for low values of SNR. It can be noticed
that BER for optimized Min-Sum is lower than that of
Min-Sum and modified Min-Sum decoder for a given
value of SNR. To find the optimization factor, it is re-
quired to perform elaborate simulations and find the
value for which BER is zero. These calculations may
result in delay during computation. Hence, computing
the optimization factor beforehand is necessary. As
the matrix dimension increases, the decoding becomes
more accurate and the BER becomes low for lower val-
ues of SNR. But if the size of H matrix increases, the
computation time also increases. Thus, the selection
of H matrix plays a crucial role in the decoding for
a given message length. The simulation has also been
run for a different number of iterations. Figure 6 shows
the simulation result for 1000 iterations. It can be seen
that when the number of iterations increases, the BER
performance also improves.

Fig. 4: BER performance for H matrix of dimension (64×96)
for 500 iterations.

Fig. 5: BER performance for H matrix of dimension
(504×1008) for 500 iterations.

Fig. 6: BER performance for H matrix of dimension (64×96)
for 1000 iterations.

5. FPGA Implementation

5.1. System Level Architecture

The Min-Sum algorithm uses RAM and ROM to store
data. The Lc values from MATLAB are converted into
fixed-point numbers and are stored in ROM-Lc in the
form of Look Up Tables (LUT). The H matrix is also
stored in ROM-H for the purpose of decoding. Dur-
ing initialization, the Lqij is calculated and stored in
RAM-Lq so that it can be updated later. The alpha
and beta values are also stored in RAM-α and RAM-
β, respectively. Similarly, the Lrij is calculated and
stored in RAM for further access during the horizontal
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step. During the vertical step, Lout is calculated and
stored in RAM-Lout. Lqij is also calculated and RAM-
Lq is updated in this step. The Lout from this step is
used for estimating the decoded vector. The Proces-
sor core is a Zedboard Zync-702 FPGA. The Min-Sum
decoding algorithm is present within the FPGA pro-
cessing core and its architecture is shown below.

Fig. 7: Block diagram of Min-Sum Decoder in FPGA.

5.2. FPGA Architecture of Min-Sum
Decoder

The Min-sum decoding algorithm is implemented on
FPGA, and the algorithm is divided into 8 stages. The
encoding and the addition of noise to the encoded data
are done in MATLAB. The 8 stages are explained be-
low.

Stage 1: In this step, input ‘clock’ is taken from the
FPGA kit. The input ~Lcj values are given as input us-
ing a lookup table method. These values are obtained
from Matlab. The values are converted into fixed-point
numbers and are stored as 16-bit data in ROM. The
16-bit number has 4 bits before radix point and 12 bits
after radix point. This gives the numbers an accuracy
of ‘0.0002441’. The H matrix is stored in the form of
lookup table in ROM. In the Initialization part, the
~Lci values are placed in Lqij when the corresponding
elements in the H matrix are equal to one. Hence it
converts ~Lcj vector of the length ‘n’ into (n − k) × n
matrix Lqij .

Stage 2: In this step, we split Lqij matrix into its
magnitude matrix (βij) and sign matrix (αij). The
MSB of each element is checked in the Lqij matrix.
If MSB is ‘1’, then it is considered to be a negative
number and hence the number is negated and stored
in β. Also, α is set to -1. If MSB is zero, it is considered
to be a positive number and hence the number is stored

as it is in β. The α is made as ‘1’. Thus, both α and
β are updated.

Stage 3: Now the value of βmin is set to the highest
number that can be represented, i.e. 7FFF. The β
values are compared in each row and the lowest β value
is found out using bubble sort. This smallest value is
assigned to βmin. Then the signs of all these numbers
are multiplied with each other to obtain product of
signs. Then the sign is multiplied with βmin to obtain
the Lrij values of each position. This step is repeated
for all values of Lrij .

Stage 4: From the Lrij matrix, Lqij values are ob-
tained for the next iteration by adding all values of
Lri except for the corresponding elements that need to
be updated in each column. These steps are repeated
until the complete Lqij matrix is obtained.

Stage 5: After obtaining Lrij matrix, the vertical step
is initiated. In this step, a variable called ‘sum’ is used
to store the temporary sum of addition. From Lrij ,
Lout is obtained by adding all the elements in each col-
umn to obtain a single sum per column. ~Lcj is added
to this sum to obtain the Lout. These steps are re-
peated to obtain the entire ~Lout vector. The ~Lout will
be a vector of length 12.

Stage 6: From the ~Lout vector, the decoded vector is
obtained. The MSB of ~Lout of each element is checked.
If it is 0, the number is positive, and output is made
d=0. If MSB is 1, the number is negative, and output
is made d=1.

Stage 7: In this stage, the transpose of H is got by
interchanging the i and j variables of H matrix; (n −
k)× n matrix is converted into n× (n− k).

Stage 8: In this stage, a temporary variable called
‘temp’ is used to calculate syndrome. First, AND op-
eration is performed between output data and H trans-
pose. Then, XOR between this result and temp is per-
formed. Then, the syndrome is updated with value of
temp.

Stage 9: In this stage, comparison is done to check, if
the syndrome is 0 using a comparator. If the syndrome
is zero, the output is placed in ‘d’ and then computa-
tion is stopped. If the syndrome is not zero, then go
back to Stage 2 and perform all the operations again.
The updated Lqij is used for upcoming iterations.

5.3. FPGA Implementation of
Optimised Min-Sum Decoding

In the optimized Min-Sum Decoder, a new factor called
an optimization factor is introduced in the horizontal
step of the decoding algorithm which helps in increas-
ing the accuracy of the algorithm. The optimisation
factor is multiplied to update Lrji in the horizontal
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step which will normalise the value of Lrji. Thus opti-
misation factor is used to update the check node. The
Eq. (9) is updated to:

L(rji) = A · παij ·min(βij), (17)

where ‘A’ is the optimization factor.

Since an extra variable is used to store the value of
the optimization factor, the number of LUT required
will increase. But the accuracy of the design also in-
creases and hence the time in which the decoding com-
pletes decreases. This optimization is done in Stage 3
of FPGA design shown in Fig. 8 and it updates only the
check node. It does not affect the variable node. Thus
the complexity of the algorithm does not increase.

Fig. 8: FPGA architecture of Min-Sum Decoder.

5.4. FPGA Implementation of
Modified Min-Sum Decoding
Algorithm

Modified Min-Sum algorithm is proposed to further im-
prove the performance by decreasing the number of
stages in the decoding process in FPGA implementa-
tion. In modified Min-Sum decoding algorithm, com-
plexity is reduced in calculating the values of Lqij re-
quired for further iterations. In Min-Sum algorithm, 2
different stages are used to calculate values of Lqij and
LQi. This increases the delay in decoding the data. In
modified Min-Sum algorithm, both of these values are
calculated in a single stage. Thus the number of addi-
tions decreases. This is due to the similarity in comput-
ing the values of Lqij and LQi . Modification is done

only in the vertical step of the algorithm. The formu-
lae for these values is given by Eq. (10) and Eq. (11).
These equations are modified into the following equa-
tions shown below.

L(Qi) = ~L(ci) +
∑
j∈Ci

L(rji), (18)

L(qij) = L(Qi)− L(rji). (19)

Normally LQi is computed by adding all values of
Lrji along with ~Lci. Then Lqij is computed by updat-
ing each element of Lrij by adding all the values of Lrij
except the value being updated. But in modified Min-
Sum decoding, the above two steps are implemented
in a single stage as indicated in Fig. 9, which shows
the stage 4 in FPGA architecture mentioned in Fig. 8.
Since the value of LQi is already calculated, the value
of each element in Lqij is calculated using only one
subtraction. Hence, number of additions drastically
increases. Moreover, since the values are computed in
a single stage, the number of nodes to be updated de-
creases thus increasing the operating frequency of the
overall decoding algorithm. The usage of memory and
LUT increases by a small amount, since computation
of these values is done in a single stage. Thus there is
a trade-off between operating frequency and memory
utilisation. But the increase in operating frequency
overweighs the increase in memory thus making this
algorithm more suitable for practical implementation.

Fig. 9: FPGA architecture of Modified Min-Sum Algorithm.

5.5. Synthesis Result Comparison
between Min-Sum, Optimised
Min-Sum and Modified
Min-Sum Decoder

Product Family: Zync-702.
Product Part: ZedBoardZynq Evaluation and Devel-
opment Kit (xc7z020clg484-1).
Device: xc7z020.
Package: clg484.
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Tab. 1: Comparison between Min-Sum, Optimised Min-Sum
and Modified Min-Sum decoder.

Parameters Min-Sum Optimised
Min-Sum

Modified
Min-Sum

LUT 14976 17749 15740
LUTRAM 6 6 8

FF 6293 6199 6216
DSP 2 2 2

Modified
Minimum
Period

42 ns 40.5 ns 39 ns

Maximum
Frequency 23.81 MHz 24.691 MHz 25.641 MHz

Slack 2.924 ns 6.240 ns 2.455 ns
Total On-
Chip Power 0.164 W 0.18 W 0.188 W

Min-Sum Decoder uses less LUTs because it does
not have any extra variables to store. The operating
frequency is lower than other techniques for this De-
coder because it consists of an extra stage for decod-
ing. Optimized Min-Sum Decoder, on the other hand,
uses a variable called an optimization factor which is
used for check node update. This optimization factor
needs a register to be stored and also to be updated
frequently. Hence the number of LUTs increases. But
the frequency increases since the optimization factor
increases the accuracy and also decreases the number
of iterations required for decoding. The value of Slack
in Optimized Min-Sum Decoder is higher because the
time delay between different stages is longer due to the
introduction of the optimization factor. The Modified
Min-Sum Decoder balances between the use of LUTs
and also operating frequency. This decreases one stage
in FPGA implementation and thus increases the fre-
quency of operation of the code. The increase in LUT
over that of Min-Sum Decoder is because of the fact
that two stages are combined into one stage which in-
creases memory usage.

6. Conclusion

In optimized Min-sum Decoder, the optimization fac-
tor is introduced in the horizontal step, so that the
number of iterations for decoding decreases. The com-
putational requirement for the optimization factor is
high. Hence, a Modified Min-Sum LDPC Decoder
is proposed for the efficient operation which can de-
tect and correct errors with less decoding time and
further decreases one stage in FPGA implementation
and thereby increases the frequency of operation of the
code. Thus, Modified Min-Sum Decoder increases the
operating frequency without much increase in the re-
source utilization. The graphs showing the BER per-
formance of Min-Sum, Optimized and Modified Min-
Sum algorithm are plotted for parity check matrix com-
binations such as (8×12), (64×96) and (504×1008).

FPGA implementation is done for Min-Sum, Opti-
mized and Modified Min-Sum algorithm for parity
check matrix (8×12) using Zynq-702 boards and the
results are obtained in VIVADO. The algorithm can be
further implemented for the higher parity check matrix
on the hardware.
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