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Abstract 
 

Hurricanes cannot be controlled by humans, and are increasing in number day by day. Hurricanes are 

responsible for large-scale loss of life and assets. They appear within a very short time, and are 

unstoppable by people once they have started. Therefore, for effective risk management, damage should 

be assessed after the disaster. Satellite radar images (SAR) have advantages because the radar sensor can 

work in all-weather conditions, is not affected by clouds, so the use of SAR imagery is useful in 

identifying damage and loss of assets. In our project, we selected the Jesenik area, because a hurricane 

occurred on March 17, 2018, and there were substantial losses in forest areas in particular where there are 

many homes. Sentinel 1 (S1) images have been used, some from the pre-disaster period and others from 

the post-disaster period. Backscatter values are analyzed in both images. It is expected that the difference 

between post-disaster images will be greater than the pre-disaster images. (In case of extensive damage). 

After applying the segmentation algorithm, we find out the segmentation of different area. The results 

show a polygon for damages detected by SAR images. 
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Abstrakt 

 

Hurikány nemohou být kontrolovány člověkem a každým dnem se zvyšuje jejich počet. Hurikány jsou 

zodpovědné za rozsáhlé ztráty na životech a majetku. Objevují se ve velmi krátkém čase a nemohou být 

zastaveny lidmi. Proto by pro účinné řízení rizik měla být posouzena míra škod po katastrofě. Družicové 

radarové snímky (SAR) mají výhody, protože radarový senzor může pracovat za všech povětrnostních 

podmínek, není ovlivněn oblačností, takže použití snímků SAR je užitečné při identifikaci poškození a 

ztráty majetku. V našem projektu jsme vybrali oblast Jeseník, protože 17. března 2018 došlo k hurikánu a 

v lesních oblastech došlo k velkým ztrátám, zejména v blízkosti obydlených oblastí. Byly použity snímky 

Sentinel 1 (S1), některé z období před katastrofou a jiné z období po katastrofě. Hodnoty zpětného odrazu 

jsou analyzovány na obou snímcích. Očekává se, že rozdíl mezi obrazy po katastrofě bude větší než 

obrazy období před katastrofou. (v případě, že dojde k rozsáhlému poškození). Po použití segmentačního 

algoritmu zjišťujeme segmentaci různých oblastí. Výsledky ukazují polygon pro poškození detekované 

obrazy SAR. 
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1 Introduction 
 

This project based on find out the damaged forest, after heavy wind or storm. Storm with high windstorm 

is cause of damage forest. It is natural phenomenon, but due to that heavy storm forest and economic is 

damage. Damage forest can increase the fungal infection with high wind [1]. We need to clean the 

damaged forest immediately but due to limited manpower and resources, we are using the different 

approach to clean the forest. Bark beetle dispersion are the good approach to protect undamaged tree and 

we can save the economic losses [2]. Recently, the events of extreme storms have influenced Central 

Europe regularly, changing climate very frequently [4]. For example, Europe and Asia, is suffered by Ips 

typographus. 

We can get the rough estimation of damaged area with field survey and air imagery. But both method are 

costly and time consuming and we cannot reached all the areas due to security reasons.  

Remote sensing is good and fast method as compare with above both methods, for large scale area. 

We can choose the different method as per size of area. For example, optical sensor, airborne laser 

scanning (ALS), or synthetic aperture radar (SAR). Air imagery with both spaces and individual spatial 

resolutions has been used to find the wind-throw.  

 

“Study on wind-throws were obtained by Elatawneh et al. [6] and Einzmann et al. [7] based on Rapideye 

imagery with a spatial resolution of 5 m and change detection techniques.”  

 

A general critical reduction of optical imagery is dependent on its daylight and cloud-free conditions, 

which is not expected to occur immediately after the occurrence of a storm. Airborne laser scanning data 

is based on approaches using promising and even more beneficial results. A significant benefit of ALS 

data is the feasibility of detecting single wind through trees.  

 

Synthetic Aperture Radar (SAR) is good approach to find the affected area. It is good method and works 

well in daylight and cloud cover. Because resultant is good of SAR data, so nowadays uses is more. SAR 

backscatter is depend on object and some sensor property, such as frequency: X-, C-, L-band. SAR data 

will works horizontal as well as vertical, For example co-polarized horizontal-horizontal (HH) And 

Vertical-Vertical (VV), and cross-polarized vertical-horizontal (VH) and horizontal-vertical (HV). C-

band, is used for high frequency and L-band is used for low frequency.   

The effect of polarization is slightly different, but cross-polarized (VH or HV) backscatter usually shows 

high relation with biomass compared to co-polarized channels. Object properties that can affect 

backscatter from forested areas and we can divided into two categories.  

In the first category, wood temperature is most important. The second, will depend size, orientation, and 

the overall pattern of the trees as a whole, but their branches and leaves [13].  

 

“Apart from this, Ahern et al. [14] and Rüetschi et al. [15] reported a different effect of phonological 

changes in the leaves on backscatter in wide forests.” 

 

In October 2017 and March 2018, Hurricane happened in many places in the Czech Republic, especially 

in Moravia and North Bohemia. The Czech Republic faced very differently frosty morning on 17 March 

2018. Šerák was very cold, where the recorded temperature was 17.9 degrees Celsius below Zero. The 

country is also troubled by heavy winds, especially in Moravia and North Bohemia. In the evening, power 

lines failed in fifteen places mainly in Moravia and East Bohemia. There were about two thousand houses 

without electricity. Additionally, due to the sudden cooling before start of the spring, the temperature 
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recodes statistics to 35 places. In addition to the Labská bouda chalet, the Jeseník, Rokytnice v Orlických 

Horách, Ostrava-Poruba, Žabovřesky, and Brno Libuš stations report overcoming the previous low 

temperatures (Ceska televize, 2018).   

 

For this project, we choose the Jeseník area, focusing on the March 2018 hurricane. For this area, we have 

SAR images with VH channel. The test images about vegetation and leaves. We are following below steps 

to get shapefile with disaster area. 

 

 

 

 

       

 

      

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Process flow of the project 
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•    Data pre-processing 

 

•    Forest Segmentation 

 

•    Vectorization / Polygon Shapefile 

  

•    Testing Result 

 

 

In the First step, data preprocessing, we are detecting the difference between pre and post-hurricane 

images. In this step input file is GRD images and we are getting output in tiff format.   

   

In the second step, the output of the first step we are taking as an input for this step. In this step are finding 

segmentation of changes which happened due to the storm. Before finding Segmentation, we are removing 

noise and doing thresholding of data.  

 

In the third step, we are getting shapefile for the segmented image. The final output is a shapefile format. 

 

In the last step, we are checking the result with Ing. Marek Mlcousek on-site verification mapping. 
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2 Study Area and Data 
 

2.1 Study Area 

 

In this project, the Jeseniky area is located in the Czech Republic is selected as a test area (Figure 2).The 

Jeseniky Mountain is unique for its rich prosperity, which is primarily due to the elevation and 

polymorphism of the landscape; Climate and oil structure are other important factors. Most of the areas 

are in cold regions, and the mountain ranges are the coldest in the country. At the study area, the average 

annual temperature is 0.9°C. [18]. 17 March 2018, due to heavy wind in Jeseniky area lot of forest area 

damaged, and due to the fallen trees, power supply was failed. Many houses were without power.  The 

temperature reached minus 17 degrees.  

 

  
  

Figure 2 Study area, Jeseniky Area, Czech Republic (Google Map) 
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2.2 Data 

 

 

          
 

Figure 3: Descending Pass Orbits 22 and 124 

 

       
 

Figure 4: Ascending pass orbits 73 and 175 

 

Sentinel-1 was launched on April 3, 2014. It was fully operational and provided data on a regular basis. 

The data was acquired in every twelve days from Sentinel [19]. To detect wind throws, we used Sentinel-1 

C-band SAR data acquired at VH polarization. Ten S-1 acquisitions before the event and ten after the 

storm were used for study areas. For the study area, we chose 10 pre and post-storm VH images, 

respectively. Both orbits included S-1 acquisitions from both ascending and descending pass directions. 

This can also be stated for the pre and post-storm timespans of the study area. We used a maximum of ten 

acquisitions after the storm event, as we decided that further latency (more than four weeks) would not 

conform to the fast response framework and would increase the probability of contamination from already 

started clean-up in the forest. Moreover, after approx. Four weeks, the chances of being able to acquire 

cloud-free optical imagery, which can offer spatial resolution and spectral information superior to SAR 

data, substantially increase.  
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Figure 5: Average images from SENTINEL-1 images:  before and after the hurricane for both pass orbits 

 

 

For this project, Sentinel-1 images dated between January 17, 2018, and May 17, 2018, were used as basic 

data to determine fields which were affected by the tornado. These images were demonstrated in Figure 5. 

In Figure 5 first row for average VH intensity maps from 2 descending passes - averages of 10 Sentinel-1 

images per pass before and 10 images per pass after the wind calamity and second row: average VH 

intensity maps from 2 ascending passes - averages of 10 Sentinel-1 images per pass before and 10 images 

per pass after the wind calamity 

The SAR data were obtained in Interferometric Wide Swath Mode (IW) and GRD file format. Information 

about used SAR images is provided in Table 1. 
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Date range: 17.01.2018 (pre-disaster)  

17.05.2018 (post-disaster) 

Instrument: SAR-C 

Polarisation: VH 

Pass Orbits Direction:  Descending 

Ascending 

No. of Images Used 10 Images(Pre-disaster) 

10 Images(Post-disaster) 

 

Table 1: Features of Sentinel-1 Data 
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3 Tools and libraries used 
 

3.1 Python 

 

Python is a powerful scripting language and is very useful for solving statistical problems involving 

machine learning algorithms. It has various utility functions which help in pre-processing. Processing is 

fast, and it is supported on almost all platforms. Integration with C++ and other image libraries is very 

easy, and it has in-built functions and libraries to store and manipulate data of all types. It provides the 

pandas and numpy framework which helps in manipulation of data as per our need. A good feature set can 

be created using the numpy arrays which can have n-dimensional data. 

 

 

3.2 Anaconda 

 

Anaconda is an open-source tool. It is the easiest way to work in Python /R.  It is available for all the 

operating system like Linux and Windows. It has many features [20]. 

 

 •    Easy to download Python / R package. 

 •    Manage environments with Conda and manage libraries.  

 •    Data performance with Dask, NumPy, pandas, and Numba and analyze with scalability. 

 •    Show results with Matplotlib, Datashader, Bokeh, and Holoviews. 

 •    Scikit-learn, TensorFlow, and Theano are useful for developing and train machine learning and 

      deep learning algorithm. 

 

3.3 Jupyter Notebook 

 

Jupyter Notebook is an integrated development environment. We can integrate with python very easily, 

and all the libraries can be used in our Implementation. It is interactive, although some complex 

computations require time to complete. Plots and images are displayed instantly. Most of the libraries like 

Dlib, OpenCV, Scikit-learn can be used easily. 

 

 

3.4 OS 

 

The OS module in Python gives a method for utilizing the working framework subordinate usefulness. 

The capacities that the OS module furnishes enables you to interface with the hidden working framework 

that Python is running on – be that Windows, Mac or Linux. We can discover vital data about your area or 

about the procedure. 

 

 

3.5 OpenCV-Python 
 

OpenCV-Python can be defined as a library of Python bindings that was fundamentally designed to solve 

computer vision problems. Python was started by Guido van Rossum for general purpose programming, 

and it became very popular in a short period of time due to its code readability and simplicity. Python 

provides the users to implement their ideas in decreased lines of code without affecting the readability. 

Python is slower compared to C/C++, but python can be used with C/C++ as an extension. As a result, a 
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computationally intensive code can be written in C/C++, and it can be made into Python wrappers which 

can be used as Python modules. It gives us two benefits: 1st, the code is fast as the C/C++ original version 

code (As it’s the original C++ code running in the background). 2nd, Python is easier to code compared to 

C/C++. OpenCV-Python is a wrapped Python for the original OpenCV C++ implementation. NumPy is 

made used in OpenCV-Python, where library for numerical operations is highly optimized with MATLAB 

style syntax. To and from NumPy arrays all OpenCV array structures are converted. This makes it easier 

to integrate with other libraries that make use of NumPy such as SciPy and Matplotlib. OpenCV is useful 

for image processing.  

 

 

3.6 NumPy 

 

The fundamental package for computing numbers with Python is this. It contains many things: 

 

 •    A powerful N-dimensional array object. 

 •    For broadcasting functions, we can use. 

 •    Tools available for integrating C/C++ and FORTRAN language. 

 •    Useful linear in Algebra, Fourier transforms, and in random number problems. 

 

NumPy can also be used with N-dimensional array. We can define different data-types. This is quickly 

integrated with a large type of databases. 

 

 

3.7 Matplotlib Tutorial: Python Plotting 

 

Humans are visual creatures, to understand things better we need to see things in a visualized manner. 

However, the steps to present analyses, insights or results may be a tough task, we might get an idea 

where to begin, or we might have a predefined format in mind, but still questions may arise like, “Is this 

the proper way to visualize the insights that we want to bring to the audience?” 

Matplotlib is a library used for plotting in Python programming language, and NumPy is the numerical 

extension of Python. Using general-purpose GUI toolkits like Tkinter, wxPython, Qt or GTK+ it provides 

object-oriented API for embedding plots into applications. To closely resemble MATLAB there is a 

procedural PyLab interface based on a state machine like (OpenGL), though its use is discouraged. SciPy 

makes use of Matplotlib. 

 

3.8 GDAL/OGR in Python 

 

This Python bundle and expansions are various apparatuses for programming and controlling the GDAL_ 

Geospatial Information Deliberation Library. It is two libraries - GDAL for controlling geospatial raster 

information and OGR for controlling geospatial vector information - yet we allude to the whole bundle as 

the GDAL library for the motivations behind this record. 

The GDAL venture (principally Even Rouault) keeps up SWIG created Python ties for GDAL and OGR. 

As a rule, the classes and methods, for the most part, coordinate those of the GDAL and OGR C++ 

classes. There is no Python explicit reference documentation, yet the 'GDAL Programming interface 

Tutorial'_ adds Python models. 
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3.9 SNAP 

 

The SNAP tool is used for Earth Observation processing and analysis due to the following technological 

innovations: Extensibility, Portability, Modular Rich Client Platform, Generic EO Data Abstraction, Tiled 

Memory Management, and a Graph Processing Framework. 
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4 Methodology 
 

A static approach for forest segmentation using image processing is used in this project. The focus is on 

extracting segment and vectorization, using python, image processing libraries and using Geospatial Data 

Abstraction (GDAL) Library. Our implementation is divided below parts.   

 

 Data pre-processing 

 Forest Segmentation 

 Vectorization / Polygon Shapefile  

 Testing Result 

 

4.1 Data pre-processing 

 

Generally, this implementation takes GRD images before and after the event from both ascending and 

descending Sentinel-1 tracks, we did some preprocessing and prepared averages of images before the 

event and after the event. Then it merges both descending and ascending average images together (Figure 

6) and finally it does a PCA analysis, choosing component 3 image is the most effective for identification 

of tiny radiometric changes due to wind-fallen trees (Error! Reference source not found.). We p

erformed the following steps: 

 

 Pre-step 

 Averaging descending and ascending tracks for before and after the event 

 Merging the before and after images 

 

4.1.1 Pre-step 

 

Download the Sentinel-1 GRD files: In this step, we are downloading the data. We used the openSARTool 

kit and SNAP tool. For downloading the data we are using two parameters one is a start date, and another 

one is the end date, around ten images before and ten after the event, in this case between 2018-01-17 and 

2018-05-17 because the event happened on 17th March 2018 and revisit time of Sentinel-1 is six days. 

This download step was performed twice because we are using both ascending and descending passes.  

After downloading the data, we applied some SNAP filtering algorithm:  

 

1. Calibrating the data: Perform radiometric calibration to get VH bands. 

 
Figure 6: Calibration Process 

 

2. Radiometric Terrain Flattening: Perform radiometric calibration for removal of topography 

related signal. 

3. Multi-temporal Speckle Filter: Perform a multi-temporal filter to reduce the salt and pepper noise. 

We used Refined Lee filter because it will preserve the edges. 
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Below are lines of code which we used for this step. This code was reused to our purpose.[25] 

 

 

 
  
 

 

 

4.1.2 Averaging descending and ascending tracks for before and after the event:  

 

Now data is ready for both ascending and descending passes. For this step, we used Orfeo Toolbox. We 

did averages before and after the event. In Error! Reference source not found. first row, for average VH i

ntensity maps from 2 descending passes - averages of 10 Sentinel-1 images per pass before and ten images 

per pass after the wind calamity. Second row, average VH intensity maps from 2 ascending passes - 

averages of 10 Sentinel one image per pass before and ten images per pass after the wind calamity. Third 

row, image after averaging the both ascending and descending passes we get one image for before and one 

for after. We removed the residual topographic signal from both sets of images. Below is the line of code 

which we used to perform this step. Below are lines of code which we used for this step. This code was 

reused to our purpose.[25] 
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Figure 7:  VH Intensity Maps for Sentinel-1 Images 
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4.1.3 Merging the before and after images:  

 

In this step, we used OTB functionalities within the bash shell script. We merged before and after image 

and tried to get one image with that. For this, we used the Principle Component Analysis (PCA) algorithm 

with component value 3. Below code, we used for this step and  

Figure 8 shows the output of this step. Below are lines of code which we used for this step. This code was 

reused to our purpose.[25] 
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Figure 8: Finding the difference between after and before the event using PCA with component 3 

 

4.2 Forest Segmentation 

 

The aim of this step, get the part of the forest which was affected by heavy wind. To find the segment of 

the forest we used edge detection algorithms. Because input image ( 

Figure 8) was noisy so, before using edge detection algorithm we applied denoising and threshold 

algorithm on the input image. After detecting the edges we tried to make a smooth shape for segments. 

We removed white noise and increased the segment area using morphological transformation. For that we 

performed below steps (Figure 9) 

 

 Pre-step 

 Denoising filter 

 Thresholding 

 Edge Detection        

 Morphological Transformation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Take the input image (PCA 

with Component 3 output)  

Performed Denoising Filter: 

NL Mean Filter on PCA 

Component 3 Output 

Performed Thresholding: 

Simple TOZERO thresholding 

on NL Mean filter output 

Performed Edge Detection: 

Canny Edge detection on 

TOZERO thresholding output  

Performed Morphological 
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Figure 9: Process flow for the forest segmentation 

 

 

4.2.1 Pre-step: 

 

In pre-step, we loaded all the required library files and read the input image. After reading the data, we 

found some basic information for the data. To improve the contrast of the image we used equalization 

function and compared both the results.  

 

1. Loading Library: Before starting the process we imported all the required libraries. Section 3 

(Tools and libraries used) is about more details and purpose of about used libraries. 

 

     

   

2. Read the data:  For reading the input image in a grayscale mode, we used imread function of 

OpenCV. We used the tiff image as an input. The first parameter of the function defines the name 

of the source image and the second parameter is defining the scale of the image (grayscale/color). 

With imshow function, we displayed the input image.     

 

 
 

For checking the pixel size and type of input data we used type and shape function. After used this 

function we got the image properties. Below output is showing image properties.  

 
  

In Figure 10, we plot image histogram. The histogram is a plotting pixel value (ranging from 0 to 255) in 

X-axis and the corresponding number of pixels in the input data on Y-axis. Figure 10 is showing, from 

120 to 170, pixel values, the number of pixels is high, and from 0 to 50 and from 210 to 255, it is low. 0-

pixel value defining the black color in the data and 255 is for white color.      
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Figure 10: Histogram of input data 

 

3. Histogram equalization: To improve the contrast of input image we tried equalization method. 

Equalization method is useful for satellite images. The appendix (A1. Histogram equalization) is 

containing more details about this function. In  

4.  

5. Figure 11 right-hand side image showing the output of the used function. As we can easily see 

that difference between both the images. We tested the edge detection algorithm with both input 

images.  

 

 
 

Figure 11:  Left-hand side image without equalization and right-hand side image output of histogram 

equalization. 
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Figure 12: Left-hand side histogram of without equalization and right-hand side histogram for equalization 

image    

 

 

Figure 12 is showing the color contrast for every pixel. In the left-hand side, histogram is containing the 

low black and white contrast as compared to the right-hand histogram. In left-hand side histogram slightly 

increasing the color contrast from 0 to 4000 and in right-hand side histogram color contrast, for all pixel 

value lying between 2000 to 3500. It is starting itself from 2000.  

4.2.2 Denoising Filter 

 

For removing the noise from data, we used a denoising filter. Many denoising filters are available in 

python with OpenCV library. We tried Gaussian Blurring, Bilateral Filtering, Median Blurring, and Non-

local Means denoising algorithm. After comparing the result for all denoising algorithm, Non-local Mean 

denoising filter produced a good result. This filter is available for grayscale images as well as colored 

images. Our input data is contained the grayscale image as an input, so we used a filter for grayscale. 

Below is the syntax for non-local mean denoising filter for the grayscale image. Details about this filter 

can be found in the appendix (A2. Non-Local Mean Filter). 

 

cv2.fastNlMeansDenoising(src[, dst[, h[, templateWindowSize[, searchWindowSize]]]]) [21] 
 

We performed this filter for both the images (We performed this filter for both the images ( 

 

Figure 11) with different parameters. Below table ( 

Table 2) is containing some parameters details which we used for finding the de-noised image. First 2 

columns contain the input and output image details, and the third column is responsible for removing the 

noise so for the third column we used different-different values and tried to find out suitable parameter. In 

First row we used suggested parameter h = 10, templateWindowSize = 7 and searchWindowSize = 21 and  

Figure 13(a) showing the result for same.  

 

 

 

   

h templateWindowSize searchWindowSize 

10 7 21 

20 7 21 

40 7 21 

20 51 21 

10 19 31 

20 7 41 

   

Table 2: Non-local means denoising parameter details for without equalization input data (here src =PCA 

Component 3 output image and dst = none) 
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As per our test, In Table 2, in the first three rows, we changed only h value and tried to find out the result. 

We observed after increasing the h value from 20, we are losing our data information and because our data 

contained a lot of noise, so h =10 is not good value as shown in  

Figure 13(a). So as per comparison we observed h = 20 is a suitable parameter with our data and in the last 

three rows, we changed templateWindowSize and searchWindowSize. But as per result and comparison 

we find out for templateWindowSize = 7 is good and for searchWindowSize = 21 is suitable parameter.  

 

 

Figure 13(a) shows the output of when h = 20, templateWindowSize = 7 and searchWindowSize = 21 and 

we observed this output is still containing the noise.  

 

 

Figure 13(b) shows the output of when h = 20, templateWindowSize = 7 and searchWindowSize = 21 and 

as per comparison and observation this is the best output for our input data. 

 

 

Figure 13(c) shows the output of when h = 40, templateWindowSize = 7 and searchWindowSize = 21 then 

we observed we are missing the actual data. So we avoided this result.  

 

 

Figure 13(d) shows the output of when h = 20, templateWindowSize=51, searchWindowSize=21. We 

observed output is same as second row output ( 

Figure 13(b)).   

 

 

Figure 13(e) shows the output of when h = 10, templateWindowSize=19, searchWindowSize=31. We 

observed output is same as first row output ( 

Figure 13(a)).   

 

  

Figure 13(f) represents the output of when h = 20, templateWindowSize=7, searchWindowSize=41. We 

observed output is same as first row output ( 

Figure 13(b)). 
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(a)       (b) 

  
    (c)      (d) 

 
   (e)       (f) 

Figure 13: Output of NL Means denoising with different parameter for without equalization input data 

      

 

 



32 

 

The Same test we performed for Histogram equalization input image. But we did not get any good result. 

After comparison both output, we selected input data without equalization.  

 

After comparison, we get good result when h = 20, templateWindowSize = 7 and searchWindowSize = 

21. 

Figure 13(b) shows the output of same. 

 

4.2.3 Thresholding: 

 

After denoising filter, we performed thresholding on previous step output. For segmentation, thresholding 

is the simplest way, for finding the binary image, we used the thresholding on a grayscale image. In 

python, OpenCV library is providing different types of thresholding methods like Simple Thresholding, 

Adaptive Thresholding, Otsu’s Binarization methods. In our project, we used a simple thresholding 

method to get the image segment. Below is the syntax of simple thresholding. The appendix (A3. Simple 

Thresholding) is containing a piece of more information about simple thresholding. 

In simple thresholding, the input image should be a grayscale image. Threshold value based on our 

requirement. Max value should be a max pixel value, i.e. 255 and the last parameter defined which 

thresholding method we want to use. In our project, we performed different methods for simple 

thresholding.   

cv2.threshold(input_image,threshold_value,max_value,cv2.thresholding_name)  

 

 

 

threshold_value max_value cv2.thresholding_name 

10 255 cv.THRESH_BINARY 

 

10 255 cv2.THRESH_BINARY_INV 

 

10 255 cv2.THRESH_TRUNC 

 

10 255 cv2.THRESH_TOZERO 

 

10 255 cv2.THRESH_TOZERO_INV 

 

   

Table 3: Simple Thresholding Methods with different parameter (here input_image = NL Mean denoising 

output image) 

 

 

Above Table 3, showing the parameter details which we used to get the threshold image and Figure 14 is 

showing the resultant image for used parameters.  
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Figure 14: Output for Simple thresholding with different methods  

 

 

 

After performed all the different type of thresholding and comparison of result we selected 

cv2.THRESH_TOZERO thresholding. 

 

Figure 15 is showing a brief working of a tozero threshold. x and y are representing the pixel size. As per 

algorithm, if the input image pixel size is greater than the threshold value, then the output of thresholding 

is the same as the input image. Alternatively, else if the pixel size is smaller than it will replace with black 

color.  

 

  
  Figure 15: working of THRESH_TOZERO simple thresholding 
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Table 4 is showing some parameter which we tested for TOZERO thresholding. After compared all the 

results, we get good when threshold_value = 10 and max_value = 255. Figure 16 shows the output for 

same. 

 

threshold_value max_value 

10 255 

5 255 

15 200 

 

Table 4 : THRESH_TOZERO thresholding with different parameter (here input_image = Denoising 

output image and thresholding_name = cv2.THRESH_TOZERO). 

 

 

 

 
 

Figure 16: THRESH_TOZERO output image with threshold_value = 10 and max_value = 255 
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4.2.4 Edge Detection 

 

After finding the segment of the image we performed edge detection algorithm for finding the edges of the 

area. In python, OpenCV library has many algorithms to detect the edges. We performed Laplacian, 

Sobelx, Sobely and Canny edge detection methods. Figure 17 is showing the output for the edge detection 

method. After comparing the result, canny edge detection, detect the part which we expected. However, 

with the result of the remaining edge detection algorithm, we did not get any good result.  

 

 
Figure 17: Output for the edge detection algorithm 

 

Canny edge detection works well compared to remaining algorithms. Multiple stages are there to detect 

the edges. Below is the name for stages: [22] 

 Noise Reduction 

 Finding Intensity Gradient of the Image   

 Non-maximum Suppression 

 Hysteresis Thresholding 

 

 

Below is the syntax for a canny algorithm. For the canny algorithm, we need to pass three parameters. The 

first parameter is for an input image. The second parameter is showing the minimum value of edges and 

the third parameter for a maximum number of edges that we want to include in our result. Last parameter 

responsible for finding gradient magnitude. If it is true, then we need to define the values of magnitude, 

but by default it is false. In our project, we are not passing L2gradient values. The appendix is containing 

more information about the canny method. 

 

cv2.Canny(input_Imgage,min_value,max_value,L2gradient) 
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We applied the canny method with different values.  

Table 5 is showing some values which we tested on our input. We tested this method with different 

L2gradient values, but after observing the result, we used default L2gradient. For the experiment, we 

slowly increased the min_value parameter, but for max_value we increased parameter value by a large 

amount. 

 

 

min_value max_value 

 

100 450 

 

150 700 

 

210 950 

 

250 1000 

 

 

Table 5: Different parameter detail for Canny Edge Detection (here Input_image = THRESH_TOZERO 

output image) 

 

In Figure 18, after getting the result, we compared with input image and we observed with min_value = 

100 and max_value = 450, getting output is containing many unwanted areas of forest. Because in this test 

we chose edge value very small, so we decide to increase the number of parameter values. In this test due 

to the small value of parameter, the output is showing extra area which we can easily notice on top left 

near to pixel value x=100 and y = 200 and bottom right near to pixel value x = 800 and y = 100. So we 

performed a new test with different values. 

 

Figure 19, is showing a new output image with changed parameters. This time we choose min_value = 

150 and max_value = 750 and performed our test. Because our interest to find out the big area as well as a 

small area of the forest also if something happened at the time of heavy wind. That is why we increased 

min_value with 50 and max_value with 250. After getting the result we compared with the input image 

and we observed with min_value = 150 and max_value = 700, getting output is containing a still unwanted 

area of forest, so we decide to increase the number of parameter values again. In this test, we can easily 

see that we are near to result but some area on the top right is unwanted. 
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Figure 18: Canny Edge Detection Output for min_value = 100 and max_value = 450 

 

 
Figure 19: Canny Edge Detection Output for min_value = 150 and max_value = 700 
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After getting a result of Figure 19, we slowly increased both the parameters with the small number of 

differences and after comparing all results we observed with min_value = 210 and max_value = 950 we 

are getting wanted area of forest. Figure 20, is the output of the same. We observed we are getting a large 

affected area as well as small area also as per our expectation. Bottom left near pixel value x = 110 and y 

= 450 area is small area and bottom left between x = 100 and y = 400 area is largest area of forest. And at 

last, we performed one new test. 

 
Figure 20: Canny Edge Detection Output for min_value = 210 and max_value = 950 

 

Figure 21, is showing the output of a new test. In this test, we increased min_value with 40 and max_value 

with 50. After comparison, we observed we are losing our target area also if now we are increasing the 

value of our parameter. In top left near to pixel value x = 400 and y = 390, detected area was wanted area. 

But in a new test we are losing that part.  

 

So as per different result, we decided to test 3 with main_value = 210 and max_value = 950 is producing a 

good result. So for the further test, we selected this value and we moved with this output. 
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Figure 21: Canny Edge Detection Output for min_value = 250 and max_value = 1000 

 

4.2.5 Morphological Transformation 

 

After edge detection method we used morphological transformation for finding the smooth area of 

detected edges. In python, the OpenCV library provide the morphological transformation. The different 

operator is available for this transformation like Erosion, Dilation, Opening, Closing, and Morphological 

Gradient. But in our project, we used 2 operator Erosion and Dilation.  

 

We got the edges but it was not smooth, it was broken, so dilation was useful for joining broken parts of 

the area and also useful to increase the object area. But our main purpose to join the broken parts of edge 

and Erosion is useful to remove the white noise from input image [23]. For both the method we need a 

kernel and as per kernel size, both operators will work. Below is the syntax of dilation and erosion. 

 

cv.dilate(input_image,kernel,no_of_iterations) 

 

cv.erode(input_image,kernel,no_of_iterations) 

 

For both the operator we need to mention 3 arguments. The first argument is for input data, the second 

argument we are providing kernel value and size and third argument we are using for no of iterations. 

In our project, first we are performing dilation on the output of edge detection and after getting the output 

of dilation, we are performing erosion. For Erosion, the output of dilation is the input of erosion. We 

performed both operators with multiple iterations. But after result comparison, we are using only one 

iteration for both operators. We used the different kernel for both the operator.  

https://docs.opencv.org/trunk/d4/d86/group__imgproc__filter.html#ga4ff0f3318642c4f469d0e11f242f3b6c
https://docs.opencv.org/trunk/d4/d86/group__imgproc__filter.html#gaeb1e0c1033e3f6b891a25d0511362aeb
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Table 6 is showing some values for the kernel which we tested in our project. Below is the syntax for the 

kernel. 

 

np.ones((x_size,y_size),np.uint8)    

 

Using the above syntax we defined our kernel for both the operator. In python, with Nummy library we 

can create a kernel with one value. Kernel size depends on x_size and y_size. In our project, we created a 

kernel with (1, 10), (5, 10), (10, 10) and (1, 10) ( 

Table 6). If we are going to define kernel with (10, 10), then we are generating a matrix with 10 rows and 

10 columns with 1 value.   

 

1st test 

 x_size y_size 

Kernel value for Dilation 1 10 

Kernel value for Erosion 1 10 

2nd test 

Kernel value for Dilation 5 10 

Kernel value for Erosion 5 10 

3rd test 

Kernel value for Dilation 10 10 

Kernel value for Erosion 1 10 

  

Table 6: Morphological Transformation test for Dilation and Erosion with different size of kernel  

 

In the first test we defined (1, 10) kernel, and after getting the result we observed area is broken, so for the 

best result, we performed next test. Below  

Figure 22 is showing the resultant image for dilation and Figure 23, is for erosion 
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Figure 22:  Dilation Output with kernel (1, 10) 

 

 

In the next test we defined (5, 10) kernel for both operators and after getting the result we observed that 

area is still not smooth, so for a smooth area, we performed next test. Below  

Figure 24 is showing the resultant image for dilation and Figure 25, is for erosion. 

 

 
Figure 23: Erosion output with kernel (1, 10) 
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Figure 24: Dilation Output with kernel (5, 10) 

 

 
Figure 25: Erosion output with kernel (5, 10) 

 

In the last, test we defined (10, 10) kernel for dilation and (1, 10) kernel for erosion.  

After getting the results and comparing with all the previous result we observed this is a good result and 

we are getting the smooth object. Below  

Figure 26 is showing the resultant image for dilation and Figure 27, is for erosion. This step was the last 

step for segment detection, and Figure 27 is the final result for this detecting the segments of the forest. 

After this step, we were able to say this area was affected due to heavy wind.  
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Figure 26: Dilation Output with kernel (10, 10) 

 

 

 
Figure 27: Erosion output with kernel (1, 10) 

 

4.3 Vectorization / Polygon Shape file 
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The aim of this step is to get the polygon shapefile and visualize the result for previous step output. In this 

step we are using the python, Geospatial Data Abstraction Library (GDAL) and OGR library. GDAL used 

for raster data and OGR used for vectorization.  

GDAL library is providing many functions, but for our project we used GDAL.Polygonize function. 

Erosion output is input for this step and after this step, we got the shapefile. Below is the syntax of this 

method (Figure 28). 

 

gdal_polygonize.py [-8] [-nomask] [-mask filename] raster_file [-b band][-q] [-f ogr_format] out_file 

[layer] [fieldname] 

Figure 28 : Syntax of GDAL_polygonize method [24] 

 

Below lines of code, we performed to get shapefile from tiff input data. After performing this function we 

got below four files for output.   

 DBF file 

 PRJ file 

 SHP file 

 SHX file  

 

Figure 29, is showing the output of shapefile. 
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Figure 29: Shape file output 

 

 

 

4.4  Testing Result  

 

4.4.1 Test 1 

 

In this test, we performed forest segmentation (4.2) with different parameter for NL denoising filter and 

compared with final result (Figure 27: Erosion output with kernel (1, 10)).  
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Step 1: Denoising filter: We applied NL Mean filter this following parameters (Table 7) and Figure 30 

shows the output for same. 

 

h templateWindowSize searchWindowSize 

40 7 21 

 

Table 7: Non-local means denoising (here src =PCA Component 3 output image and dst = none) 

 

 

 

Step 2: Thresholding: We applied Simple THRESH_TOZERO with following parameter (Table 8) and 

Figure 31 shows the output for same. 

 

threshold_value max_value 

10 255 

 

Table 8: THRESH_TOZERO thresholding (here input_image = Denoising output image and 

thresholding_name = cv2.THRESH_TOZERO). 

 

 

 

Step 3: Edge Detection: We applied Canny Edge Detection with following parameter (Table 9) and 

Figure 32 shows the output for same. 

 

min_value max_value 

 

210 950 

 

 

Table 9: Canny Edge Detection (here Input_image = THRESH_TOZERO output image) 

 

 

 
Step 4: Morphological Transformation: Apply Dilation and Erosion with following kernel (Table 10) and  

Figure 33 shows the output for Dilation and  

Figure 34 shows output for Erosion operation. 

 

  

 x_size y_size 

Kernel value for Dilation 10 10 

Kernel value for Erosion 1 10 

  

Table 10: Size of kernel for Dilation and Erosion operation 
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Figure 30: Output of NL Means denoising 

 

 
Figure 31: Output of THRESH_TOZERO thresholding  
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Figure 32: Output of Canny Edge Detection 

 

 
 

Figure 33: Output for Dilation  
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Figure 34: Output for Erosion 

 

 

4.4.2 Conclusion for Test 1 

 

After getting result from test 1, we compared our final result (Figure 27: Erosion output with kernel (1, 

10)) and test1 result (Figure 34: Output for Erosion). We concluded, if we are changing the parameter 

values then we did not get good result. In Figure 34: Output for Erosion, we can clearly see that forest 

segments are not good and it is not matching with Figure 35: Result from Ing. Marek Mlcousek Jesenik 

area. 

 

 

 

4.4.3 Test 2 

 

The test aimed to verify our result. We wanted to ensure that which output we get from our 

implementation, that is correct and not. So for that, we compared our result with Ing. Marek Mlcousek 

from Frydek-Mistek result. Ing. Marek Mlcousek is working in the forestry department, and he did site 

verification for two areas and below output image ( 

Figure 35) is showing the two wind-fallen forest segments on Jesenik area, which Marek Mlcousek got. 

Because this was the actual result, so we compare this two segment with our output, and both segments 

are present in our result.  

Figure 36, is showing the result which is matching with the actual result. Figure 30 is showing our result 

after vectorization of erode output.     
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Figure 35: Result from Ing. Marek Mlcousek Jesenik area. 

 

 

 
 

Figure 36:  Our final result for Jesenik area 
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Figure 37: Our result overlaid on newest ortophotomap. Affected forest segments are visible. Our result is 

fitting these areas very well. 
 

 

 

 

 

 

 

4.4.4 Conclusion for Test 2 

 

 

Figure 36, is showing the result is matching with the actual result (Figure 35).  
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5 Application for edge detection 
 

The aim of the step is to generate a user-friendly application for selecting the parameters for thresholding, 

Canny edge detection, and NL Mean filter. 

 

For this implementation, we used OpenCV library in python. OpenCV providing a trackbar method. With 

trackbar, we can get the position and we can able to create our track bar also. For our application we used 

createTrackbar() function. With this function, we were able to manage the values with this button. Figure 

38, is showing the output for this application.  

 

 

 
Figure 38: Application for setting all the parameter 
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6 Conclusions 
 

In this project, we find out the area of forest which is affected by heavy wind. We found the damaged area 

and made segments of the object. We divided our implementation into three parts: 

 Data pre-processing 

 Forest Segmentation 

 Vectorization / Polygon Shapefile  

 Testing Result 

 

In the data pre-processing part, SAR data was used for the assessment of damages caused by the heavy 

wind in the forest. The multispectral image was also used to identify the areas which were affected by the 

wind. The results from SAR and multispectral image both correlate, so SAR image can be an alternative 

for detection of hurricane damages with its advantage of operability in all weather conditions. After 

dealing with SAR images, PCA was used to find out the difference. 

For forest segmentation, OpenCV library was used. openCV contained the necessary methods for image 

processing. OpenCV library was very useful for research work on images.      

For visualizing the result, GDAL library was instrumental.  

The result from Marek Mlcousek side was very useful for us. After comparing the results, we could verify 

our implementation.  
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7 Future work  
 

 For future work, to improve the results and improve the accuracy we can use experiment the 

different algorithm. After studied research paper, we believe K-mean will be helpful for finding a 

good result.      

 Because our data is satellite images so we can integrate the ArcGIS with python, it will be very 

useful for visualizing good results and saving time.  

 The future, to reduce the computational time and speed up, we can use the NVIDIA GPU 

programming for PCA implementation. GPUs have been shown to increase the performance of 

machine learning algorithms by up to 100 times because they are highly efficient at parallel 

processing. All the matrix multiplications, which are integral to neural network models, can be 

performed simultaneously to gain drastic speedup in performance.  

 The storm is a very common problem nowadays, so in future, with the full implementation, we 

can make as a user-friendly application and can offer it to the forest department. If this full 

implementation is user-friendly then the normal user can easily access the application and find out 

the result.  

 In the future, we can integrate big data platforms with python for storing the input and output 

result.  
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9 Appendix 
 

A1. Histogram equalization  

 

The histogram equalization process is an image processing method to adjust the contrast of an 

image by modifying the image's histogram. The purpose behind this process is that histograms 

with large peaks correspond to images with low contrast where  

The background and the foreground are both dark and both light. Hence histogram equalization 

stretches the peak across the whole range of values leading to an improvement in the global 

contrast of an image. It is usually applied to grayscale images and it tends to produce unrealistic 

effects, but it is highly used where high contrast is needed such as in medical or satellite images. 

 

A2. Non-Local Mean Filter 

 

Noise is containing a random variable with 0 mean. Consider a noisy pixel, p is equal to the 

summation of  p0 and n where p0 is containing the original value of pixel and n is the noise in that 

pixel. We can take a large number of same pixels (say N) from different images and computes 

their average. Lastly, we should get p equal to p0 since mean of noise is 0. 

OpenCV provides four methods: 

cv.fastNlMeansDenoising() – useful for single grayscale images 

cv.fastNlMeansDenoisingColored() – useful for color image. 

cv.fastNlMeansDenoisingMulti() – useful for grayscale image sequence captured in short period 

of time. 

cv.fastNlMeansDenoisingColoredMulti() - useful for color image sequence captured in short 

period of time. 

Same Arguments for all 4 methods: 

 

•    h: parameter deciding filter strength. Higher h value removes noise better but removes details 

of the image also. (10 is ok) 

•    hForColorComponents: same as h, but for color images only. (normally same as h) 

•    templateWindowSize: should be odd. 

•    searchWindowSize: should be odd. 

 

 

A3. Simple Thresholding 

 

In simple thresholding If the pixel value is greater than a threshold value, it is equal to 1 value 

(white), else it is assigned 0 (black). The function used is cv.threshold(). The first parameter is the 

input image, which should be a grayscale image. The second parameter is the threshold value 

which is used to classify the pixel values. The third parameter is the max value which represents 

the value to be given if the pixel value is more than (sometimes less than) the threshold value. 

OpenCV provides different styles of thresholding and it is decided by the fourth parameter of the 

function. Different types are: 

 

 

•    cv.THRESH_BINARY:  
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•    cv.THRESH_BINARY_INV: Inverse binary thresholding is just the opposite of binary 

thresholding. The output pixel is set to zero if the same input pixel is greater than the threshold, 

and to the max value, if the input pixel is less than the threshold. 

•    cv.THRESH_TRUNC: In this, the output pixel is set to the threshold if the input pixel value is 

greater than the threshold. Else it is set to the input pixel value. Max value is not considered. 

•    cv.THRESH_TOZERO: In this, the output pixel value is set to the same input pixel value if 

the input pixel value is larger the threshold. Otherwise, it is set to 0. Max value is not considered. 

•    cv.THRESH_TOZERO_INV: In this thresholding, output pixel is set to be 0 value if the input 

pixel value is larger than the threshold. Else it is set to the same as an input pixel value. Max value 

is considered. 

   

A4. Canny Edge Detection 

 

Canny Edge Detection Method By applying edge detection method the data volume in the image can 

significantly be reduced without affecting the structural properties which will be later used for image 

processing. There are several procedures available for edge detection. We have considered a Canny edge 

detection method with regards to the following criteria:  

• Detection: The probability of detecting real edge points should be maximized while the probability of 

falsely detecting non-edge points should be minimized. This corresponds to maximizing the signal-to-

noise ratio.  

• Localization: The detected edges should be very close to real edges. There will be a minimum gap 

between the real edge and detected Edge.  

• A number of responses: One real edge should not result in more than one detected edge. We have chosen 

a Canny edge detector which is optimal for step edges. Canny edge detection algorithm runs mainly in 

below steps:  

1. Smoothing: By applying the Gaussian filter, smoothing of an image is done to reduce noise.  

2. Finding gradients: The edges have been marked where the gradients of the image are having large 

magnitudes.  

3. Non-maximum suppression: Only local maxima have been marked as edges.  

4. Double thresholding: Potential and actual edges are determined by thresholding.  

5. Edge tracking by hysteresis: Edges that are not connected with strong edges have been suppressed. 

Smoothing Images will contain some amount of noise. As noise can change the result in finding edges, we 

have to reduce the noise. 

 


