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Abstract. Sepsis is a life-threatening complication caused by the body’s
response to an infection. For that reason, it is important to have an accu-
rate method to detect sepsis as early as possible. The features extracted
from the used ICU data have missing values and non-uniform sampling
frequencies, hence an advanced GP based interpolation method is pro-
posed that increases the performance of the models. Additionally, this
thesis abstract develops and compares different sepsis detection models
based on real medical data [1]. The results show that accurate models
can be developed to predict the occurrence of sepsis during an ICU stay.
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1 Introduction

Worldwide, more than 30 million people are affected by sepsis each year, of which
6 million people die as the mortality rate lies between 17% and 26% [2]. Hence, it
is important to detect sepsis as early as possible. Current tests to diagnose sepsis
are time consuming and often inaccurate. Therefore, an automatic detection
system could be beneficial. In this work, electronic measurements of the patient’s
current condition are used to develop a machine learning model that can predict
sepsis, allowing doctors to start a treatment as early as possible.

2 Prediction models

This work makes use of the MIMIC-III database from which 48063 samples with
each 34 features are extracted. A 70 -10 -20 % ratio was used for the train, val-
idation and test sets. The features are based on existing sepsis scores and use
a combination of vital signs and laboratory results. To address missing values
and different sampling frequencies of these features, a Gaussian Process based
interpolation technique is introduced that fits the data. The interpolated points
consist of a value and its uncertainty which is used to improve the models. Exper-
imental results confirm the superiority of this technique to linear interpolation
(see Figure 1).

Copyright c© 2019 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0).

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Ghent University Academic Bibliography

https://core.ac.uk/display/237011879?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2 A. Maes et al.

Secondly, the performance of different models are compared to each other.
The first three models (L1D, L3D and L5D) consist of one up to five LSTM
layers, followed by a fully connected layer as the final layer of the model. The
next three models (CL1D, CL3D and C2L3D) are similar to the previous ones
except that they are now preceded by one or more 1D convolutional layers.
These combined architectures take advantage of the automatic feature extraction
property of CNNs and improve the model results.

3 Results

Figure 2 shows the performance of these models using the area under ROC
metric. Comparing the L1D, L3D and L5D models to each other, a small im-
provement can be noted. The models with the extra convolutional layers perform
better than without these extra layers but exceptions exists.
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Fig. 1. Area under ROC performance of
linear and GP interpolation.

L1D L3D L5D CL1D CL3D C2L3D0.0
0.2
0.4
0.6
0.8
1.0

Ar
ea

 u
nd

er
 R

OC

0.789 0.825 0.835 0.814 0.817 0.835

Fig. 2. Area under ROC performance of
different models, tested on MIMIC-III.

4 Conclusion

In this work, an advanced interpolation method based on Gaussian processes was
tested and compared to linear interpolation. The experiments showed that the
GP interpolation method is superior to such a simpler method. Secondly, a com-
bined architecture, called convolutional recurrent neural network, was developed.
Experimental results showed that this architecture performs better in general
than a regular RNN or CNN. Such architecture, with additional optimisations
like hyperparameter tuning and dropout, can obtain an area under ROC of 0,918.
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