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1. Introduction

The concern about the causes and effects of harmonics in power systems began in the 1920’s
when distorted voltage and current waveforms were observed on power lines for the first time
[58]. The level of harmonics was very small in the past, but with the increasing number of elec-
tronic devices (harmonic sources) used by industrial, commercial and residential customers,
the level of harmonic voltages and harmonic currents in the networks have increased, and
with them the need of more accurate and complete studies about harmonics.

Research has been focused mainly on the harmonic distortion caused by industrial installations,
due to the high power electronic devices that they use. However, the amount of electronic
devices used by residential customers have also increased significantly during the last decades.
Different electronic household appliances, like computers, compact fluorescent lamps, LEDs,
flat panel TVs, smart-phones, etc., and new technologies as electric vehicles and photovoltaic
systems are now widely used by residential customers. Fig. 1.1 shows exemplary the increment
of some electronic household appliances and electric vehicles during the last years in Germany.
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Figure 1.1.: Increase of some household appliances and electric vehicles in Germany

The increasing number of harmonic sources in public distribution networks may lead to an
unacceptable increase in the voltage and current distortion levels and other unwanted effects,
like additional loading of the neutral conductor, overheating of network elements, damage
of equipment, etc. Therefore, the causes and effects of harmonic voltages and currents are
more and more considered in both the planning and the operation of distribution systems.
This analysis is complex, because multiple factors influence the emission and propagation of
harmonics through the network, like the network impedance, the voltage distortion and the
time-variation of number and type of connected equipment.

The analysis of harmonic propagation in public distribution networks requires the develop-
ment of aggregate models, that represent the harmonic emission of the multitude of household
appliances. The emission of harmonic currents of residential customers is highly time-variant
due to the continuous changes in load conditions (e.g. types and number of connected devices)
and system parameters (e.g. voltage distortion). These variations have a non-deterministic



1. Introduction

character, which is better represented with stochastic models.

There are two common approaches to obtain stochastic models of the harmonic emission of
aggregate customers: component-based approach and measurement-based approach. The
component-based approach uses a bottom-up methodology, where models of individual house-
hold appliances are combined to build the model of multiple customers. This approach requires
high amount of input data, like models of individual household appliances and detailed infor-
mation of customer behavior and device composition, which is usually not easy to acquire. The
measurement-based approach is based on long-term measurements of the networks, which in-
clude inherently the real harmonic emission of the multitude of household appliances and the
behavior of the individual residential customers.

Most of the present models were developed with the component-based approach. The measu-
rement-based approach has not been widely used due to limitations to obtain a representative
sample of measurements of the networks. However, with the increasing number of measure-
ment instruments in low and medium voltage networks as well as the integration of harmonic
measurement capabilities into smart meters, it is expected that the required measurements will
be available in the near future.

Objective of the thesis

The main objective of the thesis is to develop a stochastic model of the low-order harmonic
emission of aggregate residential customers for harmonic analysis of low and medium-voltage
networks. Different to the present models, this stochastic model is based on a measurement-
based approach, where measurements of several low-voltage networks are used to represent
the most important characteristics of the harmonic emission of aggregate residential customers.

The stochastic model includes not only the representation of harmonic magnitudes, but also
the representation of harmonic phase angles. The inclusion of the phase angles in the model
allows a more accurate analysis of the harmonic propagation in the networks, where the real
complex summation of harmonic currents is considered.

Outline of the thesis

The document is organized in three parts. The first part (chapters 2 and 3) includes a detailed
description of the propagation of harmonic currents in distribution systems, and the present
models of the harmonic emission of residential customers available in the literature. Based
on a systematic comparison of the component-based and measurement-based approaches, the
advantages and disadvantages of both approaches are identified, and the feasibility of the
measurement-based approach to generate accurate models of aggregate customers is explained.

The second part (chapter 4) analyzes the characteristics of the harmonic currents of several
low-voltage residential networks obtained thorough an extensive measurement campaign in
Germany. Different methods are applied in order to characterize the stochastic variation of
harmonic magnitudes and phase angles, and their correlation with different electric and non-
electric parameters. Based on the most relevant characteristics of the real emission of aggregate
residential customers, the main characteristics of the model are identified.

The third part of the document (chapters 5 and 6) contains a detailed description of the mod-
eling methodology applied to obtain the representation of the harmonic emission of aggregate
residential customers for the simulation of low-voltage and medium-voltage networks. The
model is parameterized with the measurements of German networks, but the methodology
can be easily applied to obtain the model of other regions or countries. Finally, the model is
used in a practical application example (chapter 7), where the impact of electric vehicles on
medium-voltage networks is studied.
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2. Fundamentals of harmonic distortion

The term power quality began to be extensively used in the 1970s due to the proliferation of
electronic equipment, which represented a major change in the usual design and operation of
electric power systems. There is no universally accepted definition of power quality, and usu-
ally the definition depends on the point of view of the affected entities, i.e. the energy suppliers,
the network operators, or the customers. The International Electrotechnical Commission (IEC)
defines power quality in the standard IEC 61000-4-30 as the "characteristics of the electricity at
a given point in an electrical system, evaluated against a set of reference technical parameters"
[68]. In this way, power quality may be interpreted as the combination of voltage quality and
current quality. Voltage and current quality are concerned with deviations of the real voltage
and current waveforms from the sinusoidal reference waveform with constant magnitude and
frequency [20].

Power quality covers a multitude of electromagnetic disturbances that may deteriorate the volt-
age and current quality. In order to ensure a "good" quality, all the elements in a power network
(environment) should be electromagnetically compatible, i.e. each element should not cause in-
tolerable disturbances to other elements and it should be sufficiently immune to disturbances
inside the power network [63]. The sources of the disturbances, the way they propagate in the
power network, and the effects that they may produce on other network elements have to be
studied in order to establish limits that ensure a proper operation of the whole power system
and an acceptable deviation of the voltage and current waveforms.

Fig. 2.1 illustrates the electromagnetic compatibility problem. An emitter (source of distur-
bance, e.g. a lightning strike, a machine, etc.) produces a disturbance and a coupling path
transfers the disturbance to a receiver (other elements in the power network), where it may
result in an undesired behavior. The problem concerns all three elements and not only the
emitter. The coupling path may alter the original electromagnetic disturbance, which may re-
sult in an increase or decrease in the effects on the receiver. Moreover, the receiver should have
some immunity to the disturbances since a power network is never disturbance-free.
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Figure 2.1.: The electromagnetic compatibility problem [63]



2. Fundamentals of harmonic distortion

Depending on the disturbance level (total disturbance produced by all the emitters) and the
equipment immunity level, different limits, as shown in Fig. 2.1, can be defined in order to
ensure the electromagnetic compatibility in power networks:

1. Compatibility level is the level of a disturbance which can be expected in a power net-
work, allowing for a small probability (less than 5%) of it being exceeded [63].

2. Emission limits are the maximum disturbance level that any emitter is allowed to produce
[62].

3. Immunity level is the level of disturbance that the receiver should tolerate such that it
can remain capable of operating at a required degree of performance [62]. The immunity
levels should be higher than the accepted compatibility level.

4. Planning level is the level of a disturbance in a specific network that is adopted as ref-
erence value by the network operator to set the emission limits of a group of emitters or
large emitters which are to be connected to that network [63]. The planning level should
be lower than the accepted compatibility level.

There are several electromagnetic disturbances present in the networks. This thesis is focused
exclusively on the waveform distortion, specifically on harmonic distortion.

2.1. Waveform distortion and harmonic distortion

Waveform distortion is one of the most common electromagnetic disturbances present in power
systems. It is the steady-state deviation of voltages and currents from the ideal sine waveform
[48]. Periodic distorted voltages and currents are usually studied using the Fourier transform,
which decomposes the original distorted signals into a linear combination of pure sinusoids:

x(t) = c0 +
∞∑
k=1

ck · sin (fk · 2π · t+ θk) (2.1)

where c0 is the DC component, ck and θk are the amplitude and phase angle of the spectral
component of order k with frequency fk = (k/N)fh1, fh1 is the fundamental frequency (50 or
60Hz in most power systems), and N is the number of fundamental periods within the window
width. According to the standard IEC 61000-4-7 [66], N = 10 for 50Hz systems and N = 12 for
60Hz systems. In this document, all quantities are referred to 50Hz systems.

Using the Fourier transform, the total waveform distortion can be separated into:

• Harmonics: Spectral components with frequencies that are integer multiples of the fun-
damental frequency. These spectral components are renamed as harmonic components,
e.g. the 30th spectral component corresponds to the third harmonic component if N = 10
and fh1 =50Hz.

• Interharmonics: Components with frequencies that are non-integer multiples of the fun-
damental frequency, e.g. f35 = 3.5 · (50Hz) =175Hz if N = 10 and fh1 =50Hz. All inter-
harmonics with frequencies below the fundamental frequency (k = 1, 2, .., 9) are known
as subharmonics.

• Supraharmonics: Spectral components in the frequency range between 2 to 150 kHz [21].

• DC-offset: The constant component c0 (non-sinusoidal component).

Fig. 2.2 presents an example of a distorted signal with a fundamental frequency of 50Hz com-
posed with a DC-offset, an subharmonic component at 25Hz, and two harmonic components

12



2.2. Sources of low-order harmonics

at 100Hz (second harmonic) and 150Hz (third harmonic), as described in eq. 2.2.

x(t) = 20 + 20 · sin(25 · 2π · t) + 80 · sin(50 · 2π · t− 30◦)

+ 40 · sin(100 · 2π · t− 10◦) + 50 · sin(150 · 2π · t) + 40◦) (2.2)
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Figure 2.2.: Example of the distorted signal in eq. 2.2

In most public power networks, the DC-offset, interharmonics, and supraharmonics are very
small and difficult to measure and study. Low-order harmonics (harmonics with frequen-
cies below 2 kHz) are the most studied distortions due to the continuous increase of harmonic
sources in the networks (emitters) and the subsequent need to understand their effects on the
network elements. The scope of this document is limited to low-order harmonics.

The most applied index to quantify the harmonic distortion of a signal is the Total Harmonic
Distortion THD. The THD is the ratio of the RMS value of the sum of all harmonic components
(Y (h)) up to a specified order (H) to the RMS value of the fundamental component (Y (1)) [66]:

THDY =

√ H∑
h=2

(
Y (h)

Y (1)

)2

(2.3)

The symbol Y should be replaced by the symbol I for currents or by the symbol V for voltages.
Usually only the first 40 or 50 harmonics are considered in the calculation of the THDY. The
signal of Fig. 2.2 has a THD of 112.5%.

The following sections explain the electromagnetic problem related to low-order harmonic dis-
tortion in public low-voltage networks, including a description of the harmonic sources, the
propagation mechanism, their effects on the network elements, and the related standardiza-
tion.

2.2. Sources of low-order harmonics

Harmonic distortion is caused by non-linear devices, i.e. devices that draw a current waveform
that is not directly proportional to the applied voltage. Electric equipment often has a non-
linear behavior. For example, power transformers and generators are non-linear devices since

13



2. Fundamentals of harmonic distortion

they use ferromagnetic materials that are operated very close to the non-linear region. This
produces a non-sinusoidal magnetizing current even if the applied voltage is sinusoidal.

However, the main source of harmonics in power systems is the electronic equipment used
by industrial, commercial, and residential customers. Numerous types of industrial electronic
equipment emit harmonic currents, like three-phase power converters and arc welders. How-
ever, in public low-voltage networks, the principal sources of harmonics are the multitude of
electronic household appliances used by residential and commercial customers, like energy
saving lamps (CFLs and LEDs), computers, television sets, battery chargers, electric vehicles,
etc.

Electronic appliances usually have a switch mode power supply (SMPS) for their operation. A
simple SMPS has a three stage topology, consisting of protection and filtering, rectification, and
inverting stages (c.f. Fig. 2.3). The first stage contains different elements that protect the SMPS
from e.g. current peaks, and also an EMC filter that reduces the high-frequency components
emitted by the SMPS [34, 134]. The rectification stage includes a capacitor-fed diode bridge
rectifier and provides smooth DC voltage to the inverting stage. Finally, the inverter stage con-
verts this DC voltage to a stabilized voltage/current signal of certain shape and level required
by the load [17]. For harmonic studies, usually the first two stages are represented in detail and
the inverting stage is simply represented with a resistor, as shown in Fig. 2.3 [134].

Control Circuit
D(t)=f (Vin,Vo, IL)

Vin
+

- Vo
+

-IL

SMPS without PFC SMPS with passive PFC SMPS with active PFC

Protection/ 
filtering

Inverting 
stage PFC InductorRectification 

stage

Figure 2.3.: Simplified circuit diagram of electronic appliances with SMPS

Depending on the existence of standardized limits (e.g. IEC 61000-3-2 [69]), some devices also
implement a power factor correction stage (PFC). PFC methods can be classified as passive and
active according to their components. Passive PFC methods use capacitors and/or inductors
either to the input or the output of the rectification stage in order to improve the shape of
the current pulse (see Fig. 2.3) [134]. It is a cost-effective and reliable way to lower current
distortion, but passive PFC methods nevertheless increase the size and weight parameters of
SMPS by using bulky capacitors and inductors. These drawbacks are not present in active PFC
topologies, which use different DC-DC converters that shape the input current waveform by
high-frequency switching and control circuits [17].

Fig. 2.4 compares the current waveforms and the harmonic current magnitudes of some elec-
tronic household appliances with different topologies obtained when an undistorted voltage
waveform was used for the measurements. CFLs below and equal 25W have a simple SMPS
without PFC, while CFLs higher than 25W have a SMPS with active PFC due to the require-
ments of the standard IEC 61000-3-2 [69]. Computers power supplies are available with passive
PFC or active PFC topologies. Fig. 2.4-b also compares the total harmonic distortion of the cur-
rent (THDI) and the power factor (PF ) of the devices (Power factor is the ratio of the total
active and apparent power as defined in [70]). Devices without PFC usually have the highest
distortion and lower power factor (THD I > 80%, and PF < 0.7), while active PFC topolo-
gies have the best performance related to low-order harmonic emission (THD I < 30%, and
PF > 0.85).
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Figure 2.4.: Harmonic currents emitted by five electronic household appliances when an undis-
torted voltage is applied [17]

2.2.1. Variation of harmonic current emission of electronic household appliances

Harmonic current emission of electronic devices varies with the distortion of the voltage sup-
ply. Fig. 2.5 shows the fifth harmonic current emitted by different household appliances when
a sinusoidal and a flat-top voltage supply is applied. A flat-top voltage was selected because
almost all residential low-voltage networks show a more or less distinctive flat-top voltage that
is caused by the massive use of single-phase SMPS. The characteristics of the flat-top voltage
waveform used for these measurements are described in [14]. A comparison of Fig. 2.5a and
Fig. 2.5b reveals that the harmonic current magnitudes and phase angles change more or less
significantly with voltage distortion. This phenomenon is usually known in the literature as
attenuation effect because in most of the cases, when a flat-top voltage is applied, the harmonic
emission of the electronic devices decreases, i.e. it is attenuated. However, as already proved
by several authors, depending on the voltage waveform characteristics (magnitude and phase
angle of the voltage harmonics), harmonic current emission of electronic devices can increase
or decrease [17, 30, 87, 104].

It is also noticeable from Fig. 2.5 that devices of the same topology do not have exactly the same
harmonic emission. This is caused by slight changes in the circuit elements or circuit schematic
implemented by the different manufacturers. Moreover, some devices have non-steady state
harmonic current emission, such as computers, laptops, and battery chargers, which depend
strongly on customer behavior and/or operating modes. A specially designed constant resis-
tive load connected to the DC-side was used for the measurements of computers and laptops
shown in Fig. 2.5 and Fig. 2.4.

2.2.2. Harmonic current emission of groups of household appliances

The total harmonic current emitted by several devices at one connection point is calculated as
the phasor sum of the harmonic currents emitted by the devices. Thus, the presence of different
devices with different topologies at one connection point can cause a diversity of harmonic
current phase angles, and subsequently may lead to a lower magnitude of the phasor sum than
the arithmetical sum of the harmonic current magnitudes. This is known as cancellation effect
and has a high influence on the total harmonic distortion emitted by larger groups of electronic
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Figure 2.5.: Fifth harmonic current of different appliances measured with a sinusoidal and a
flat-top voltage waveform. Measurements from [72]

devices in the network [94]. The cancellation effect is commonly quantified by the phase angle
diversity factor DF (h) individually for each harmonic order [17]:

DF (h) =

⏐⏐⏐I(h)PHS

⏐⏐⏐
I
(h)
ARI

=

⏐⏐⏐⏐ n∑
i=1

I
(h)
i

⏐⏐⏐⏐
n∑

i=1
|I(h)i |

(2.4)

where I
(h)
i represents the harmonic current phasor of the device i, n is the number of devices,

and h is the order of the harmonic. The phase angle diversity factor varies between 0 (perfect
cancellation) and 1 (no cancellation). Fig. 2.5 shows the DF (h) factors obtained for each group
of devices under the different voltage distortions. In both cases, the arithmetical sum of the
harmonic currents I

(5)
ARI is higher than the magnitude of the phasor sum I

(h)
PHS, which results

in a good cancellation between the harmonic currents and, subsequently, in a low diversity
factor. The diversity of harmonic phase angles that lead to a cancellation of harmonic currents
emitted by different appliances is an effective way to manage harmonic current emission in
public low-voltage networks [96].

2.3. Propagation of harmonics in distribution networks

Harmonic analysis is conducted to determine the propagation of harmonic currents through
the network and calculate the resulting distortion of the voltage waveform. It must consider
not only the harmonic currents emitted by household appliances (emitters of distortion), but
also the characteristics of the network (coupling path) and the presence of other linear and
non-linear devices. The main objectives of harmonic analysis are [39, 48]:

• Determine individual and total harmonic distortion levels produced by harmonic sources

16



2.3. Propagation of harmonics in distribution networks

at individual nodes and at the distribution transformer and verify the compliance with
the standards.

• Analyze the effects of harmonic currents and voltages on network elements.

• Specify the design characteristics of harmonic filters to reduce the harmonic distortion
levels.

• Assess the connection of new loads /customers in order to maintain the harmonic distor-
tion levels within tolerable limits.

2.3.1. Methods for harmonic analysis

There are three main methods for harmonic analysis: time-domain, frequency-domain, and
hybrid methods [91]. In the time-domain method, the dynamic characteristics of the power
networks are represented in terms of non-linear differential equations that are usually solved
by numerical integration [56]. This method is the most accurate one, but it requires consider-
able time and computing resources, making it hard to simulate extensive or complex networks.
Moreover, the modeling of some loads and network components (overhead lines, cables, trans-
formers, etc.) in the time-domain may require deep knowledge of internal components and
circuit schema, which is often not easy to acquire.

Frequency-domain methods are preferred because they require simpler computation programs
and short computing times. In this case, the network components are modeled considering
their frequency-dependent characteristic. The harmonic sources are usually represented with
a Norton model that represents the injection of harmonics with a current source [56] (see Fig.
2.6).

There are several simplifications that may be applied to harmonic studies in the frequency-
domain:

• Independence: It can be assumed that the networks respond to each harmonic indepen-
dently of others, thus each harmonic can be treated separately [131]. With this simplifica-
tion, an equivalent circuit for each harmonic order is obtained and solved independently
to find the respective harmonic voltage at each node. Using the superposition principle,
the total distortion in the network is the result of the sum of the responses obtained for
each harmonic order [56].

• Network balance: It is common to assume that the network is completely balanced and
the original three-phase network can be solved using a single-phase representation [56].

• Background distortion: Real voltages and currents in the medium-voltage networks are
also polluted with harmonics, and some of those harmonics cross through the distribu-
tion transformer to the low-voltage network. However, it is commonly assumed that the
voltage distortion at the low-voltage side of the distribution transformer is negligible (no
background distortion).

Fig. 2.6 shows exemplary the representation of a simple balanced network with a unique har-
monic source in the frequency-domain. If the independence and network balance conditions
are applied, the network can easily be solved by direct methods for each harmonic order:

U (h) =

(
Z

(h)
S Z

(h)
N

Z
(h)
S + Z

(h)
N

)(
U ′(h)

MV

Z
(h)
S

+ I
(h)
N

)
(2.5)

Z
(h)
S = Z ′(h)

MV + Z ′(h)
T + Z

(h)
L (2.6)
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Figure 2.6.: Simple low-voltage network representation for harmonic studies in frequency-domain

The relation between the impedances in the network determines the flow of harmonic cur-
rents. For example, if the Norton impedance Z

(h)
N (equivalent impedance that represents the

customers/loads) is considerably bigger than the system impedance Z
(h)
S , the current I(h)N will

flow directly towards the medium-voltage network. This assumption is usually accepted in the
analysis of residential low-voltage networks, thus the impedance Z(h)

N is neglected and the Nor-
ton model is commonly simplified with a Current source model. If the background distortion
is also neglected, the voltage source in Fig. 2.6 is eliminated.

The flow of harmonic currents can be altered by the presence of other loads, especially the
presence of power factor capacitors. A resonance may occur if the natural frequency of the
network lines up with the frequency of one harmonic current present in the network, which
can increase the harmonic voltages and currents at that frequency considerably. However, the
resistance in the network usually provides enough damping to prevent the rise of catastrophic
voltages and currents [48].

The accuracy of the frequency-domain technique relies on the accurate representation of all
linear and non-linear devices, which is usually a challenging task. Hybrid methods have
been developed in order to combine the individual advantages of the frequency-domain and
time-domain methods [91]. In this case the linear network components are represented in the
frequency-domain while the non-linear devices and the time-varying components are repre-
sented in the time-domain. First, the response of non-linear devices is obtained in a time-
domain simulation, and the results are integrated to solve the complete network in the frequency-
domain. In this way the hybrid method combines the computational efficiency of the frequency-
domain method and the accuracy of the time-domain method.

2.3.2. Aggregate harmonic emission models

It is not practical to simulate an entire distribution network using individual models of each
device; hence, it is indispensable to develop aggregate models that represent the aggregate
harmonic emission of sets of devices. Depending on the goal of the harmonic study, different
levels of aggregation, like individual customers, customer groups, or all customers of a low-
voltage network might be useful [17].

There are two common methodologies to obtain aggregate harmonic emission models (aggre-
gate model in short): component-based and measurement-based approaches. The component-
based approach uses a bottom-up methodology which models each individual device (house-
hold appliances) to set up the aggregate model of a customer or a group of customers. The
measurements-based approach is based on measurements of the network, which inherently in-
cludes the aggregate effect of individual devices connected to a respective measurement point.
Moreover, the aggregate model can be deterministic or stochastic. Deterministic aggregate
models represent specific harmonic emission levels, for example, the maximum or the 95th per-
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2.3. Propagation of harmonics in distribution networks

centile of the harmonic emission of aggregate customers during one week, while stochastic
aggregate models represent the random variation of emitted harmonic currents through prob-
ability distributions. Chapter 3 contains a detailed review of the types of harmonic emission
models of residential customers for harmonic studies in low-voltage networks.

The selection of the harmonic emission models depends on the goal of the harmonic analysis.
If a rough estimation of the harmonic voltages and currents in the network is sufficient, then
deterministic models can be used. However, increasing the simplicity of the models will lead
to more uncertain results. There is always a trade off between the complexity of the models
and the desired accuracy of the results.

Table 2.1 lists some common harmonic analyses of public medium and low-voltage networks
with the most suitable aggregate models. Deterministic models are sufficient in most of the
cases, but there are some specific analyses that require a more complete model that repre-
sents in high detail the variation of harmonic currents emitted by the customers, including
the stochastic variation and/or the daily pattern. The development of accurate deterministic
or stochastic models is a complex task that comprises several steps, such as the measurement of
household devices, individual and/or aggregate customers, data processing, attempt different
modeling methods, model verification, etc.

Table 2.1.: Main harmonic analyses and their related harmonic emission models.
Harmonic analyses Harmonic emission model
Calculate the voltage distortion at differ-
ent nodes of the medium-voltage distribu-
tion network and evaluate the compliance
with standards.

Deterministic model of the complete low-
voltage network.

Calculate the voltage distortion at differ-
ent nodes of the low-voltage distribution
network and evaluate the compliance with
the standards.

Deterministic model of individual cus-
tomers or aggregate customers.

Analyze the impact of new devices (i.e.
photovoltaic inverters or electric vehicles)
on the current and voltage distortion lev-
els.

Deterministic or stochastic model of indi-
vidual customers or aggregate customers
that represent the daily variations of har-
monic current emission.

Design of filters and other countermea-
sures to reduce the harmonic distortion in
a network.

Deterministic model of individual cus-
tomers or aggregate customers.

Analyze the effect of harmonic currents on
the network elements, like the increase of
losses and life loss, increase of neutral cur-
rents, etc.

Deterministic or stochastic model of indi-
vidual customers or aggregate customers
that represent the daily variations of har-
monic current emission.

Planning of system expansion following
the recommendations of technical reports
like IEC 61000-3-6 [64] or D-A-CH-CZ
[129] rules.

Deterministic model of individual cus-
tomers or aggregate customers.

Analysis of responsibilities. Calculate the
harmonic power flow in the network and
decide who is responsible for certain har-
monic distortions in the networks.

Stochastic model of individual customers
or aggregate customers that represent the
daily variations of harmonic current emis-
sion.
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2. Fundamentals of harmonic distortion

2.4. Effects of harmonics

Distorted voltages and currents affect every component in the power system. Some of the most
common effects are:

• Additional dielectric, thermal, and/or mechanical stress on network components (trans-
formers, lines, capacitors, loads, etc.). They may lead to a decrease of the efficiency (in-
crease of losses), a faster loss of life, and/or the complete failure of the devices [5, 50,
108].

• Overloading of the neutral conductor caused by the flow of triple harmonics. The over-
loading may lead to the complete failure of a network, given that the overload protection
systems are usually set to protect only the line conductors [20].

• Increase of the skin effect and proximity effect in cables and overhead lines due to an
increase in the conducted signal frequencies [20].

• Additional audible noise in transformers and other electrical machines [58].

• Incorrect operation of electronic equipment, like household equipment, medical equip-
ment, metering, instrumentation, protection and control instruments. [37, 58].

• Higher thermal and dielectric stress in capacitors. Capacitors are a low-impedance path
for harmonics, which increases the current flow through the capacitor causing additional
losses and reduced life. Under resonant conditions, the high harmonic voltages and cur-
rents can cause the complete failure of capacitors [58].

• Interference in communication circuits due to the direct or indirect coupling of harmonic
currents on the power system into the communication system [48, 52]

To avoid these and other possible undesirable effects, different standardization bodies have
established limits for the voltage and current distortion in the networks, as well as immunity
levels for the different network components. The next section summarizes the most used stan-
dards.

2.5. Standardization

The International Electrotechnical Commission (IEC) and the Institute of Electrical and Elec-
tronics Engineers (IEEE) are the most prolific organizations regarding publications related to
the measurement, analysis, limitation, and mitigation of power quality phenomena. There
are also several national and international organizations that have contributed to the under-
standing and regulation of power quality disturbances. In all cases, the goal is to set emission,
immunity, planning and compatibility levels in order to ensure electromagnetic compatibil-
ity in the whole power system (c.f. Fig. 2.1). Moreover, guidelines and norms related to the
measurement and treatment of power quality phenomena are also required. Table 2.2 lists the
most used standards and technical reports related to low-order harmonic distortion in low and
medium-voltage networks.

The emission limits are set as the maximum harmonic currents that any harmonic source (in-
dividual devices and/or individual customers) can inject into the network. The limits are set
considering that the total harmonic currents emitted by all the devices in the network lead to
an acceptable voltage distortion in the entire power system, which requires some assumptions
about the impedances (system and load) in the power system. The devices should not only
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Table 2.2.: Most important standards and technical reports related to harmonic current distor-
tion in low-voltage and medium-voltage networks.

Document no. Title Type
Emission
IEC 61000-3-2 Limits for harmonic current emissions (equipment input

current ≤ 16A per phase)
IS

IEC 61000-3-12 Limits for harmonic currents produced by equipment
connected to public low-voltage systems with input cur-
rent >16A and ≤ 75A per phase

IS

IEEE Std 519-2014 IEEE Recommended practice and requirements for har-
monic control in electric power systems

NS

IEC TR 61000-3-6 Assessment of emission limits for the connection of dis-
torting installations to MV, HV and EHV power systems

TR

IEC TR 61000-3-14 Assessment of emission limits for harmonics, interhar-
monics, voltage fluctuations and unbalance for the con-
nection of disturbing installations to LV power systems

TR

Immunity
IEC 61000-4-13 Harmonics and interharmonics including mains sig-

nalling at a.c. power port, low frequency immunity tests
IS

Compatibility levels
IEC 61000-2-2 Compatibility levels for low-frequency conducted distur-

bances and signalling in public low-voltage power supply
systems

IS

IEC 61000-2-12 Compatibility levels for low-frequency conducted distur-
bances and signalling in public medium-voltage power
supply systems

IS

IEEE Std 519-2014 IEEE Recommended practice and requirements for har-
monic control in electric power systems

NS

Planning levels
IEC TR 61000-3-6 Assessment of emission limits for the connection of dis-

torting installations to MV, HV and EHV power systems
TR

IEC TR 61000-3-14 Assessment of emission limits for harmonics, interhar-
monics, voltage fluctuations and unbalance for the con-
nection of disturbing installations to LV power systems

TR

D-A-CH-CZ TR Technical rules for the assessment of network distur-
bances

TR

Measurement
IEC 61000-4-7 General guide on harmonics and interharmonics mea-

surements and instrumentation, for power supply sys-
tems and equipment connected thereto

IS

IEC 61000-4-30 Power quality measurement methods IS
IEEE Std 519-2014 IEEE Recommended practice and requirements for har-

monic control in electric power systems
NS

IEEE Std 1159-2009 IEEE Recommended practice for monitoring electric
power quality

NS

IS: International standard, NS: National standard, TR: Technical report
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2. Fundamentals of harmonic distortion

comply with the emission limits, they should also operate correctly in the already harmonic
distorted environment. Therefore, the immunity levels are set as the maximum harmonic volt-
age distortion at which any device can operate satisfactorily.

Emission limits and immunity levels are set according to the compatibility levels. Compatibil-
ity levels are usually based on the 95th percentile of harmonic voltage distortion levels of power
systems [64] (c.f. Fig. 2.1). The voltage distortion levels are obtained through measurements
of several networks with different characteristics and/or through extensive simulations. How-
ever, compatibility levels should also consider the costs that device manufacturers, customers,
and utilities have to assume. If the compatibility levels are set too high, the cost of improving
the immunity of devices will increase. If the compatibility levels are set too low, then the cost
of limiting the harmonic emission of devices or the measures to reduce the harmonic distortion
in the networks (e.g. filters) will increase [20].

Planning levels are set by each network operator according to the compatibility levels and the
characteristics of their own networks. These levels are useful when defining internal quality
objectives and setting emission limits for the connection of new customers [63]. Some technical
reports provide different methods for setting the planning levels, but network operators are
free to set the limits according to their experience and knowledge about their network.

The emission, immunity, and compatibility levels defined in the standards are compulsory in
some countries, but in other countries they are only considered as recommended values. In any
case, the measurement of harmonic voltages and currents is essential to supervise and control
the harmonic distortions in the networks. Continuous monitoring of harmonic distortion is
recommended, not only to verify the compliance of planning levels, but also to evaluate the
performance of the network, assess the effect of the connection of new loads or changes in the
network configuration, identify problems, etc. [48]. Moreover, the measurement of single de-
vices is also required to characterize the harmonic sources and verify the fulfillment of emission
limits. The requirements of the measurement instruments and the proper procedure to analyze
the data is also covered in the standardization.

2.6. Chapter summary

Low-order harmonic distortion is one of the most studied electromagnetic disturbances in pub-
lic low-voltage and medium-voltage networks due to the continuous increase of electronic ap-
pliances (harmonic sources) used by residential and commercial customers. Electronic appli-
ances are non-linear devices that inject harmonic currents into the network, which propagate
in the network and produce the distortion of the voltage waveform.

Analyses of harmonic currents propagation in distribution networks are carried out not only to
evaluate the levels of voltage distortion with respect to the standards, but also for many other
studies, like the effect of distorted voltages and currents on the network elements, the impact of
the connection of new customers or new devices, design of filters, etc. These analyses require
accurate models of all network components, especially the harmonic sources. For analysis
of extensive and complex distribution networks, it is not suitable to simulate each individual
electronic appliance; instead aggregate models that represent the harmonic emission of sets of
devices are required. Developing aggregate models is a complex task that can be achieved by
two different approaches: component-based and measurement-based approaches. The next
chapter describes both approaches and their advantages and disadvantages.
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3. Overview of harmonic emission models of
residential customers

Harmonic emission models can be classified into two main groups: equipment models and ag-
gregate models. Equipment models correspond to the models of individual devices (household
appliances), which are mainly used to:

• understand the response of household appliances under different voltage distortions (at-
tenuation effect) and network conditions (i.e. [86, 102, 136]),

• study the effects of harmonic currents on specific devices, like the increase in losses or the
decrease in operational performance (i.e. [55, 83]),

• study the cancellation effect between different types of devices in the networks (i.e. [17,
61, 94]),

• analyze the impact of the introduction of new technologies on the distribution networks
(i.e. [77, 79, 133])

Aggregate models represent the aggregate harmonic emission of a set of devices/customers.
They are used to analyze complex networks because it is not practical to simulate an entire
network using individual models of each device. Some of the analyses that can be done with
aggregate models are listed in Table 2.1.

The next sections contain the state of the art of both types of models for harmonic studies,
including a more comprehensive description of aggregate load models. The focus is put on
models of residential customers, which is linked to the objective of this thesis.

3.1. Equipment models

Household appliances consist of resistive and inductive loads (linear loads) like stoves, ovens,
and refrigerators, and several electronic loads (non-linear loads) like CFLs, LEDs, personal
computers, and battery chargers.

For harmonic analysis, linear-loads are usually considered as constant impedance loads and
modeled with a RL equivalent if the inductive loads are not operating within their saturation
range. If the electric motors are operated in saturation, the inductive loads are considered as
non-linear loads and their model is more complex (examples of these models can be found in
[125]).

However, in harmonic analysis the modeling of electronic equipment is more important be-
cause they are the main sources of harmonic currents. These non-linear devices can be repre-
sented with time-domain or frequency-domain models. Most time-domain models represent
the internal electronic circuit of the device, which is then solved with specialized circuit simula-
tion programs like Pspice, EMTP, and Simulink. This type of model allows for a very good ap-
proximation of the behavior of the device under different voltage and network conditions, but
it requires considerable time and computing resources. Besides, complete information about
the internal electronic circuit schema and its components is required to build up the model,



3. Overview of harmonic emission models of residential customers

and such information is difficult to acquire for most household appliances. Moreover, time-
domain models cannot be easily integrated with most power system analysis programs, which
are configured to use only frequency-domain models. Examples of some time-domain models
of household appliances can be found in [17, 34, 88].

Frequency-domain models are widely used for harmonic analysis due to the simplicity of their
formulation and later simulation. As explained in chapter 2, the Norton model is used to rep-
resent harmonic sources in the frequency-domain. The Norton model contains an admittance
in parallel with a current source, as shown in Fig. 3.1.
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Figure 3.1.: Norton model and Current source model

The Decoupled Norton model can be mathematically represented as [78]:⎡⎢⎢⎢⎣
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where n is the maximum harmonic order considered in the model. The Decoupled Norton
model does not consider the couplings between different harmonic orders, i.e. each harmonic
order is threated separetelly. The Decoupled Norton model may be further simplified to a Cur-
rent source model. The Current source model represents the non-linear device as an admittance
for the fundamental current and as a current source for the harmonic currents (i.e. I(1)N = 0 for
h = 1 and Y

(h)
N = 0 for h ̸= 1) [58]. The Current source model is only valid if the non-linear

device is not sensitive to distorted voltages, which is usually not the case for most electronic
equipment [17].

In order to include the variation of harmonic emission of devices with the voltage distortion,
the Decoupled Norton model is extended. In this case, the admittance matrix is modified to
represent the relation between the emitted harmonic currents and the supplied voltage as [78]:⎡⎢⎢⎢⎣
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This model is known as the Coupled Norton model. To calculate the model parameters, sev-
eral measurements of the electronic equipment under different voltage distortion levels are
required. It has been proved that the Coupled Norton model is more accurate than the Decou-
pled Norton model or the Current source model [3, 51, 78].

Several models exist to represent individual linear and non-linear devices using time-domain
and frequency-domain models, some of the most relevant models in the literature are presented
in [2, 15, 30, 34, 36, 88, 103, 124, 125, 133].
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3.2. Aggregate harmonic emission models

3.2. Aggregate harmonic emission models

Aggregate models represent the harmonic emission of all individual devices connected at some
node in the network. Depending on the goal of the harmonic study, different levels of aggre-
gation, like single customers, customer groups, or the entire low-voltage network, might be
useful. Fig. 3.2 shows the possible aggregation levels. If the harmonic current propagation in
low-voltage networks shall be analyzed, an aggregate model of individual customers or groups
of few customers is required in order to obtain the necessary detail in the simulation. If e.g. the
analysis of the harmonic situation in medium-voltage network is needed, one aggregate model
containing all customers of a low-voltage network is usually sufficient.

Customer group 1 Customer group k

...

Customer mCustomer 1

Equipment 1 Equipment n 

...

...

LV network

Individual devices
(e.g. TV set)

Single customers 
(e.g. household)

Group of customers 
(e.g. apartment building, 

feeder) 

Figure 3.2.: Aggregation levels of aggregate harmonic emission models

An aggregate model can represent different characteristics of the load composition and the
customer’s behavior. The more characteristics the aggregate model can represent, the more
complex the model is and the more computation resources requires the simulation. A balance
between the accuracy of the model and its complexity always has to be found. The most im-
portant characteristics that an aggregate model can include are:

• Balanced/unbalanced condition

The aggregate model can represent the balanced or unbalanced condition of the load. A
balanced aggregate model is generally simpler to develop and implement. However, it is
often inadequate to analyze networks with numerous single-phase household appliances
as in residential networks [48].

• Stochastic/deterministic behavior

Current and voltage harmonics at network/customer buses have a stochastic (random)
nature due to continual changes in network configuration and load condition. Therefore,
stochastic aggregate models are preferred to quantify harmonic levels in distribution net-
works [10]. However, stochastic aggregate models require stochastic analysis of the har-
monic power flow (e.g. Monte Carlo simulations), which is more difficult to implement
and demands more time and computing resources. Therefore, deterministic aggregate
models are widely used due their simplicity, but they can only be applied if network and
load variations are negligible.

• Stationary/non-stationary condition

The harmonic emission of most customers is a non-stationary process, i.e. the statistical
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3. Overview of harmonic emission models of residential customers

properties of the harmonic emission (mean, standard deviation, etc.) change over time.
An aggregate model may include the daily/monthly/yearly variations of the harmonic
emission of the customers.

There are two main approaches to obtain aggregate models:

• Component-based approach

This approach is based on a bottom-up methodology where models of single devices (i.e.
each household appliance) are used to build the aggregate model of an individual cus-
tomer or a group of customers connected at some point in the network (c.f. Fig. 3.3). Each
component (each device) is modeled individually using a time-domain or frequency-
domain technique, as shown in the previous section. An aggregate model is approxi-
mated by combining the models of the components in certain proportions based on, for
example, load surveys [38].

• Measurement-based approach

The aggregate model is based on measurements of the network (see Fig. 3.5). The mea-
surements are later analyzed using descriptive statistics or probability functions, which
indicate the amount of harmonic currents emitted by several residential customers. The
precision and reliability of the model depend on the number of measured sites and the
measured window.

An overview of the different types of aggregate models available in the literature is presented in
the following sections. The aggregate models are divided first according to the applied model-
ing approach (Component-based or Measurement-based approach), and then subdivided into
deterministic and stochastic aggregate models. The emphasis is laid on modeling of residential
customers.

3.3. Component-based approach

This approach uses a bottom-up methodology where the models of the equipment (linear and
non-linear devices) are first developed, and then those models are aggregated to build the
model of an individual customer. The aggregation is usually done with information about us-
age behavior (when and how the devices are used) and load composition (types and number of
equipment for individual customers or a customer group). The model of individual customers
can be further aggregated to obtain the model of a customer group or the whole low-voltage
network (c.f. Fig. 3.3).

The equipment models can be time-domain or frequency-domain models, as explained in sec-
tion 3.1. In some cases, the individual devices are first grouped according to their circuit topolo-
gies (i.e. SMPS topologies) or harmonic emission characteristics, in order to reduce the amount
of required equipment models.

The modeling of each device or device group is not an easy task. First there is a high variety of
devices with different circuit topologies which have to be characterized and modeled individu-
ally. There are also differences between devices within the same topology due to differences in
the electrical components used by each manufacturer. Besides, some devices have non-steady
state harmonic current emission, like PCs and laptops, which depends strongly on customer
behavior and/or operating modes.

Another challenge of the component-based approach is the acquisition of information about
usage behavior and device composition. This information can be obtained from surveys, but
might not always be available with the required detail.
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3.3. Component-based approach
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Figure 3.3.: Component-based approach

If the above aspects are properly treated in the model, this approach provides reliable aggre-
gate models to simulate different loading conditions or the impact of future technological and
legislative changes on harmonic network performance.

Some models based on the component-based approach are deterministic aggregate models
where some specific combinations of equipment are used to represent some states of the res-
idential customers, like low and high load states corresponding to the night and the evening
load characteristics, respectively. However, most aggregate models use a stochastic approach
to represent the random variations of load composition and harmonic emission of different de-
vices. Some of the deterministic and stochastic aggregate models obtained with the component-
based approach are described below.

3.3.1. Deterministic aggregate models - component-based approach

One of the first deterministic models obtained with a component-based approach was pre-
sented in [25], where time-domain models of some electronic household devices were used to
simulate specific real-life combinations of devices, which were identified through interviews
of the households in the area of study. The harmonic emission of the different combinations
was compared with real measurements on a residential low-voltage network, showing that
some of the defined combinations match the real emission of the residential customers. The
authors proposed to use a table with different combinations of devices to estimate the daily
variations of harmonic currents. Moreover, the reference tables could also be used to identify
the penetration of different non-linear devices and evaluate the impact of new devices on the
network.

A similar methodology was later applied by [12], but in this case a more complete set of equip-
ment models was used. The household appliances were modeled with a fingerprint, which is
a database that contains a large set of harmonic current measurements of a device under dif-
ferent voltage distortions. The fingerprints were introduced in a simulation program, which
can select the harmonic current emission of each device according to the present voltage dis-
tortion at the connection node. Some device combinations were defined based on residential
load compositions known by the local network operator. At the end, the harmonic emission of
each device combination case was obtained and used as the model of each residential customer
in the simulation of a low-voltage network. This aggregate model is proposed to compare the
harmonic current emission in the low-voltage networks with the limits of available standards.

A more recent development explained in [31, 32, 33] uses time-domain models of different
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3. Overview of harmonic emission models of residential customers

household devices and more detailed information about the daily variation of load composi-
tion in order to recreate the variation of harmonic emission during the day. In this case, the
household appliances were grouped into five general categories, which are further divided
into subcategories as shown in Fig. 3.4. Then, time-domain models of each category were de-
veloped in order to accurately represent the emitted current waveform of each type of device.
Parameters of the models were obtained from manufacturers’ data sheets and measurements,
and each equipment model can be adjusted to represent any subcategory. Finally, these models
were aggregated based on load curves and information about the load structure. The output of
the model is the current waveform of the aggregate devices and, hence, its harmonic content.
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Figure 3.4.: Device categories and subcategories used by [32]

The previous models make a noble effort to model the household appliances, but they over-
simplify the stochastic variation of harmonic currents emitted by residential customers or their
typical daily variations. They only check some specific combinations of devices, which can
over- or underestimate the real harmonic emission of residential customers.

3.3.2. Stochastic aggregate models - component-based approach

Stochastic aggregate models are widely used in order to represent the variation of the harmonic
emission of the customers in more detail. One of the first stochastic aggregate models obtained
with a component-based approach was presented in [9], where the household appliances were
divided into four categories according to their operational modes and switching states. For
example, there are some devices that have a constant emission of harmonic currents during the
whole working cycle (one operational mode and one switching state), but other devices emit
random currents during different operational modes, like personal computers. In this way, the
authors defined the following four categories:

1. Constant number of constant currents

2. Random number of constant currents

3. Constant number of random currents

4. Random number of random currents

The probability distribution of each device category was defined and the current injected by
several customers was obtained through Monte Carlo simulations. In this case, also infor-
mation about the type and number of devices connected to the network during the day was
necessary to complete the model.

In [24] and [111] the household appliances were also modeled using probabilistic approaches,
but the devices were not grouped in advance, which requires a more extensive database of
models. In [24] each device was modeled with a bivariate normal distribution which represents
the emission of harmonic currents of the device under different voltage distortions, while in
[111] linear and non-linear devices were modeled with fuzzi admittance and fuzzi harmonic
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3.3. Component-based approach

current sources, respectively. The aggregate models were obtained using information about the
load composition of residential customers. The model of [24] was verified using measurements
of a German medium-voltage network, providing satisfactory results for that specific network.
In [111] only a numerical example was given and no comparison with real measurements was
made.

In [113] the aggregate model was developed based on the assumption that the random har-
monic emission of residential customers is almost exclusively due to the random on/off states
of the household appliances, which could be modeled with probability distributions. The
distributions were obtained based on information of residential customers characteristics and
habits, like the size and occupancy pattern of the household, type and number of devices per
house, estimated working cycle duration, and number of switch-on events per day of each
device. The household appliances were represented with Decoupled Norton models, which
parameters were obtained from measurements of several devices. The electric models of the
different household appliances and the probability distributions of on/off states were used to
obtain the aggregate model of a single-house. Finally, single-house models were aggregated to
obtain the aggregate harmonic emission at the secondary side of the distribution transformer.
Both models, single-house and aggregate model, were validated with some field measure-
ments. The model was also used to investigate the impact of new technologies and changes
on the network parameters [74]. Similar approach was also used by [135].

The model developed in [7, 8] represents not only the harmonic emission of the different ap-
pliances, but also the customer's behavior and load composition using probability distribu-
tions. In this case, all the devices connected at some point of connection (POC) are divided
into linear and non-linear devices. The non-linear devices were further divided into 4 groups,
namely magnetic ballasts, single-phase SMPS, three-phase converters, and adjustable speed
drives. The hth order harmonic current injected by m different non-linear device groups was
obtained as following:

I
(h)
AHL =

m∑
i=1

ai · I(h)i (3.3)

where ai is a weighted coefficient representing the fraction of the respective non-linear device
group into the power demand (

∑m
1 ai = 1) and I

(h)
i is the harmonic current phasor of the

corresponding non-linear device group. The harmonic currents I
(h)
i were established as aver-

age deterministic values obtained from measurements. The harmonic current distortion at the
POC depends on the power participation of the non-linear devices in the total demand of the
aggregate customers. The total harmonic current at POC was represented as:

I
(h)
POC = KE · I(h)AHL (3.4)

where KE is the fraction of non-linear devices participating in the total demand of the aggre-
gate model. To represent the random behavior of harmonic currents, the variables ai and KE
are random variables whose characteristics were derived from field measurements of different
customers (residential, office, hotel, etc.) or using the customer's load information. Moreover,
the model considered the harmonic emission during two time periods, corresponding to high
and low power demand of the aggregate load.

In general, the stochastic aggregate models obtained with a component-based approach are
very flexible since different load conditions can be established and also the influence of new
loads can be easily analyzed. However, these models require a high amount of input data
which is usually not easy to acquire.
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3. Overview of harmonic emission models of residential customers

3.4. Measurement-based approach

This approach is based on measurements of the network, which inherently include the oper-
ating changes of the individual household appliances, variation of customer behavior, effect
of line impedances, cancellation and attenuation effects, etc. The measurements can be taken
at different levels as shown in Fig. 3.5. In general, both modeling directions, top-down and
bottom-up, are possible. If the measurements are taken on the substation or feeder level, the
measurements can be decomposed to find approximate models of customer groups (feeder sec-
tion) or even individual customers. Vice versa, measurements taken at the POC of customers
can be used to build the model of customer groups or the whole low-voltage network.
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Figure 3.5.: Measurement-based approach

Aggregate models based on the measurement-based approach can also be grouped into deter-
ministic and stochastic aggregate models.

3.4.1. Deterministic aggregate models - measurement-based approach

The simplest deterministic aggregate models obtained with the measurement-based approach
are based on the statistical analysis of measurements from several substations or feeders. The
customers are represented by a Current source model, the magnitude of which corresponds
to the mean or the 95th percentile value of the measured harmonic magnitudes (the 95th per-
centile value is prefered in order to compare the results with the limits given in most of the
national and international standards). The daily variations and the correlation of the measured
harmonic currents with other electrical and non-electrical parameters are usually not deeply
analyzed and it is always assumed that the data is stationary and normal distributed. These
models should be used carefully, because they can overestimate or underestimate the real har-
monic emission of the residential customers, and it is recommended to use them only to have
a general idea of the behavior of the network. Some examples of such models can be found in
[22, 40, 82].

Other deterministic aggregate models define the equivalent Norton model of the aggregate
customers using snapshots of the network; that is, the equivalent Norton model of the group
of customers at a specific point in time. The first of these models was presented in [84], where
the Norton equivalent model (c.f. Fig. 3.1) was broken down into 5 elements, as shown in
Fig. 3.6. The Norton impedance consists of a parallel combination of resistor, inductance, and
capacitor, and the current source is divided into the sources ir and ig. The source ir represents
to the harmonic currents that are coupled with the voltage u, while ig represents to uncoupled
harmonics with the voltage u. In this case the model is defined in the time-domain.
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3.4. Measurement-based approach

( )u t

T ( )i t

R L C r ( )i t g ( )i t

Figure 3.6.: General load model defined by [84]

The parameters of the elements were obtained by solving the differential equations of the circuit
using measured voltage and current waveforms. In [49, 116, 117, 118] other techniques were
applied to find the parameters of the elements, like least square errors, z-transform and Kalman
filtering algorithms, using measured voltage and current waveforms, or the complete spectrum
of both signals including the harmonic phase angles. However, it was proved by [59, 127] that
the estimated parameters are highly dependent on the measured waveforms and the network
characteristics. To consider the daily variations of the load, this model should be extended.

Another way to get the Norton model parameters consists of making measurements of har-
monic voltages and harmonic currents under two different operating conditions of the net-
work [90, 107, 127]. The change in the operating conditions can be obtained by switching a
shunt capacitor, disconnecting a parallel transformer, or some other action that makes a sig-
nificant change in the supply network harmonic impedance. However, the model parameters
change depending on the performed switching action, which makes accuracy and reliability of
the obtained model questionable [1].

A more recent model presented in [3, 4] represents the aggregate load using a Coupled Nor-
ton model. The model was calculated from several measurements of the aggregate customers,
which allows the solution of the linear system in equation 3.2. The measurements should rep-
resent different operating conditions of the aggregate customers in order to solve the linear
system. This can be done by selecting the measurements with the higher variation of voltage
and current distortion inside the considered time interval.

None of the modeling techniques of deterministic measurement-based models have been used
to create a general model of residential customers. All the methods were developed and tested
using measurements of a single network, and none of the models consider the possible changes
in the model parameters with the number of residential customers, temporal variations (daily
and seasonal variations), network conditions, etc.

3.4.2. Stochastic aggregate models - measurement-based approach

The first stochastic aggregate models obtained by a measurement-based approach used joint
probability distributions to represent the magnitude and phase angle of harmonic currents
measured over long periods of time (at least one week). Some authors (e.g. [35, 76, 114])
used normal or uniform distributions to represent the variation of harmonic magnitudes and
phase angles and it was assumed that both variables were independent and stable during time.
However, it was later proved in [27] that this methodology does not work properly with resi-
dential customers, because their harmonic currents are non-stationary, which results in multi-
modal distributions of harmonic magnitudes and phase angles; therefore, the time characteris-
tic (trend, seasonal and daily variations) should be considered in the model.

In [6] the daily emission of aggregate residential customers was divided into three periods
(high, medium, and low power demand) and described with normal distributions. The prob-
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3. Overview of harmonic emission models of residential customers

abilistic spectrum was used as input in a Monte Carlo simulation to find the harmonic voltage
distortion (THDu) at each network bus in a radial distribution network. The method gave a
very good approximation of the 95th percentile of THDu, but it failed to represent the change
of THDu during the day. In [93] a similar method was used, but in this case the daily harmonic
emission was divided into stationary (periods of the day where the harmonic magnitudes do
not change significantly) and transitional intervals (interval between stationary intervals). Each
interval was modeled using also a normal distribution.

Time-series methods have also been applied to represent the variations of harmonic currents
over short (daily), medium (seasonal), and long terms (annual). Time-series methods separate
a time-series y(t) into different types of behavior patterns [110]:

y(t) = yT(t) + yS(t) + yD(t) + yR (3.5)

• yT(t) is a deterministic function that represents the trend or secular behavior i.e. the
increase or decrease of the time-series over several years.

• yS(t) is a deterministic function that represents the seasonal variations.

• yD(t) is a deterministic function that represents the variations of the time series during
the day.

• yR is a stochastic component that represents the random variations around the determin-
istic components.

Fig. 3.7 shows exemplary the variation of the fundamental current of a low-voltage substation
with residential customers over four years. The data clearly show a trend, a seasonal variation
and, zooming in, the daily variations, which can be represented by deterministic functions. The
daily variations are caused by the variation in the amount and type of household appliances
used during the day, while the seasonal variations are caused by the variation in the tempera-
ture and sunshine hours that lead to a variation in the amount of lighting and heating devices
used in a year. The trend component is usually caused by the introduction of new technologies
(e.g. energy-saving products) or new regulatory policies that slowly change the amount and
type of devices in the network or the customer’s behavior.
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Figure 3.7.: Time-series decomposition

For harmonic studies, usually measurements of only a few days or weeks are available for the
analysis; therefore, the trend and seasonal variations are usually not analyzed. The daily vari-
ations are obtained using polynomial fitting methods, moving average techniques, or Fourier
analyses. The stochastic component is modeled with the residuals (residuals are obtained after
subtracting the deterministic part of the original data) using probability functions, autoregre-
ssive-moving-average (ARIMA) models, Markov chains, etc.

32



3.5. Chapter summary

In [26], measurements of a feeder of a medium-voltage substation with residential customers
were used to verify the validity of the modeling technique. The daily component D(t) was ob-
tained using the arithmetic mean of the samples taken over six weeks, while the stochastic part
was assumed to have a Gaussian distribution. The model was used in a Monte Carlo simulation
to determine the probability density function of the resultant of the sum of harmonic currents
injected at different buses and the harmonic voltages at network buses. The model provided
an effective description of the behavior of the harmonic currents and harmonic voltages.

A similar method was later applied in [130] using measurements of 18 low-voltage substations
with residential customers. In this case, only the 5th harmonic currents were modeled. The
statistical analysis of the measurements showed that not all the substations have the same daily
pattern for the 5th harmonic; therefore, the 5th harmonic daily curves are first clustered in 3
groups according to their characteristics. For each group, the time-series model was obtained
and then verified with simulations. Other references with time-series analysis of harmonic
voltages and currents can be found in [71, 97, 98, 119].

A model based on the bottom-up approach was presented in [16], where measurements at the
POC of residential customers were used to build the model of aggregate residential customers.
Based on statistical analysis of extensive measurement data, the model distinguishes three cus-
tomer classes with different levels of harmonic emission (customers with low, medium and
high harmonic emission) and sub-models of 24 hours. Each sub-model consists of two dis-
tribution functions representing the stochastic behavior of one customer class and one hour
individually for magnitude and phase angle of the harmonic current of a specific order. The
modeling methodology was validated by comparing simulation and measurements for an ag-
gregate of ten customers belonging to one customer class. It shows a sufficient accuracy of
better than 10% for the most important 95th and 99th percentiles.

Finally, in [57] a different method was used to represent the random variation of harmonic
currents. In this case the authors did not use probabilistic functions or time-series methods, but
instead they generated a database with the measured daily harmonic emission of the different
feeders or substations with residential customers. During a simulation, the magnitude and
phase angle of the harmonic currents for a selected time step was chosen randomly from the
database. This method was validated with a Monte Carlo simulation of a network, resulting
in a very good response. The reliability of this modeling technique depends on the amount of
measurements available in the database.

3.5. Chapter summary

Harmonic propagation studies require aggregate models that simulate the harmonic emission
of the multitude of customers in the network. There are two common methodologies to obtain
aggregate models: component-based and measurement-based approaches. The component-
based approach uses a bottom-up methodology where the household appliances are charac-
terized and modeled individually. The aggregate model is approximated by combining the
models of the components in certain proportions based on, for example, load surveys. The
model requires a high amount of input data (e.g. accurate models of each household appliance,
information about customer's behavior and load composition, etc.), which is usually difficult
to acquire. However, this kind of model is very useful for testing different loading conditions
and analyze the influence of technological and legislative changes on loads, changes in the cus-
tomers behavior, implementation of demand side management strategies, and other analyses
that require a detailed representation of the type and amount of household devices connected
to the network.
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3. Overview of harmonic emission models of residential customers

On the other side, the measurement-based approach uses measurements of the networks (indi-
vidual customers, feeder section, or complete low-voltage networks), which inherently include
the operating changes of the individual household appliances, effect of line impedances, can-
cellation and attenuation effects, etc. The measurement-based approach can use a bottom-up
or a top-down methodology depending on the type of available measurements. These models
can represent more accurately the harmonic emission of aggregate residential customers, since
this approach does not make any assumption about the customer’s behavior, load composition
or the harmonic emission of the household appliances. However, the precision and reliability
of the model depend on the number of measured sites and the measured window. With the
increasing number of measurement instruments in the network as well as the integration of
harmonic measurement capabilities into smart meters, it is expected to be easier to obtain the
required comprehensive measurements in order to develop accurate and reliable models.

Component-based and measurement-based approaches can be applied to generate determin-
istic or stochastic models of the harmonic emission of the aggregate customers. Depending
on the desired analysis, the type and the characteristics of the model should be carefully se-
lected. For example, if a rough estimation of the voltage distortion in the network is needed,
then deterministic models are sufficient. But if the impact of, for example, electric vehicles and
photovoltaic inverters is desired, then stochastic models that represent the daily variation of
harmonic current emission are more suitable. Stochastic models are more accurate than deter-
ministic models, since they represent the natural random behavior of harmonic currents, but
they usually require more time and computing resources.

During the last decades, component-based models have been broadly studied and there are
very well documented modeling methodologies to develop aggregate models for different re-
gions or countries. On the other hand, the measurement-based approach has also been studied
and some methods to represent the harmonic emission of aggregate customers based on net-
work measurements have been discussed, but all analyses have been based only on measure-
ments of few networks, and there is no clear and complete modeling methodologies to develop
general aggregate models based on network measurements.

The objective of this thesis is to develop a stochastic model of the harmonic emission of ag-
gregate residential customers using the measurement-based approach, and give a modeling
methodology that can be applied to develop models for other regions or countries. Several
measurements of low-voltage residential networks are available for the model, therefore a top-
down methodology is applied. The measurements are first characterized and analyzed in order
to identify the different electrical and non-electrical parameters that influence the emission of
harmonic currents in residential low-voltage networks (chapter 4). Based on the characteristics
of the data, a modeling methodology is proposed and developed in chapters 5 and 6. Finally,
the model is tested in an application example in chapter 7.
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4. Characteristics of harmonic currents in
residential low-voltage networks

In order to develop the measurement-based model of the harmonic currents of aggregate res-
idential customers, it is indispensable to count with measurements of several residential net-
works that represent the variety of networks and residential customers present in the area, in
this case, in Germany. Once the measurements are obtained, the first step in the modeling
consists in the characterization of the measured harmonic currents and the identification of the
most important parameters that should be included in the model.

This chapter describes the measurement campaign and characterizes the measured harmonic
currents of residential networks available for the model. Specifically, the following characteris-
tics are studied:

• Influence of different electrical and non-electrical parameters on the magnitude and pha-
se angle of harmonic currents (section 4.2).

• Level of unbalance of the harmonic currents (section 4.3).

• Behavior of harmonic current magnitudes and phase angles over time (section 4.4).

• Correlation between harmonic magnitudes and phase angles (section 4.5)

Based on the characteristics of the harmonic currents, the characteristics of the model are de-
fined, and the most appropriate model methodology can be selected.

4.1. Measurement campaign

Measurements of several residential low-voltage networks were carried out in different cities
and towns in Germany with the collaboration of 32 network operators. The sites were selected
in agreement with the network operators in order to have a representative sample of different
types of low-voltage networks or feeders with mainly residential customers. A residential site
is defined in this work as a low-voltage network or feeder where at least 80% of the customers
are residential customers. Certainly, public low-voltage networks are composed of a mixture of
residential and commercial customers, but for this project only networks with predominantly
residential customers were selected. The characteristics of the measured residential networks
are summarized in appendix A.

The measurements were made at the low-voltage side of the distribution transformer, either
at the whole low-voltage network or at one of its feeders. The RMS voltage and RMS current,
the harmonic voltages and harmonic currents up to 50th order, the active and apparent power
and the total voltage and current distortion (THD) were recorded, but for the development of
the aggregate model only the magnitude and phase angle of the harmonic currents are used.
Additionally, information about the electrical characteristics of the network or feeder, the social
environment and the climate conditions during the measurements were also available.

Measurements have been performed using a single type of power quality analyzer complying
with IEC 61000-4-30 class A [68]. The measurement interval is between 1 and 4 weeks with an
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aggregation interval of 1 minute. The measurement campaign was carried out during winter,
where the emission levels in Germany are in general slightly higher compared to the summer
months [44]. Moreover, the measurements were made during the same year and during the
same season in order to reduce the influence of seasonal variations and trends. The character-
istics of the measured sites, the measurement device and the description of the measurement
procedure including the accuracy and plausibility check can be found in appendix A.

After checking accuracy and plausibility of the data, 37 residential sites were selected for the
analysis. Those sites have fulfilled the following characteristics:

• The amount of residential customers of each site is considerably higher than the amount
of individual offices and small commercial customers. The amount of residential cus-
tomers represents at least the 80% of the total amount of customers. The site does not
contain any type of institution (schools, associations, etc.), big supermarkets, construc-
tion zones, storage heaters or any other special type of customers.

• The total power of the photovoltaic systems in the residential site is lower than 10% of
the rated power of the corresponding distribution transformer.

• More than 95% of the measured values (voltage and current odd harmonics up to the 15th

order) were still available after the accuracy test.

• At least one complete week of measurements is available. Measurements made on holi-
days, like Christmas and new year, were excluded.

4.2. Influence of electrical and non-electrical parameters

Power quality parameters are influenced by the electrical and non-electrical environment [45].
As shown in Fig. 4.1, the electrical environment includes the network, customer and generation
configuration, while the non-electrical environment can be divided into the social environment
and the climate conditions. The figure also shows different parameters that can be used to
characterize the electrical and non-electrical environment.

It is indispensable to identify the influence that the electrical and non-electrical environment
has on the magnitude and phase angle of harmonic currents, and thus decide which parame-
ters should be included in the model. In this case, only the influence of network configuration,
customer configuration and social environment is considered. The influence of the generation
configuration and the climate conditions can be neglected due to the characteristics of the mea-
surements, which were selected with low amount of photovoltaic inverters and were made
during winter time to reduce the influence of seasonal variations.

For a comprehensive analysis of the influence of the electrical and non-electrical environment
on the harmonic emission of the selected residential sites, some statistical values that show the
central tendency and the variation of the harmonic magnitudes and phase angles are required.
For harmonic magnitudes, the median (I(h)[50]) and the percentile range between the 95th and

5th percentiles (I(h)[95,5]) were selected as measures of the central tendency and dispersion of the
data respectively. Those measures are robust to outliers and they do not assume a normal
distribution of the data. For harmonic phase angles, the mean direction and the mean resultant
length, as defined in the directional statistics, were calculated. The mean direction ϕ

(h)
MD shows

the central tendency of the phase angles, i.e. the direction where most of the phase angles
are located. The mean resultant length MRL(h) measures the concentration of the phase angles
around the mean direction. MRL(h) varies in the interval [0, 1], and the closer it is to 1, the more
concentrated the data is around the mean direction. A MRL(h) = 0.8 is used as threshold to
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Figure 4.1.: Available electrical and non-electrical parameters of each of the measured sites

define an acceptable dispersion of the harmonic phase angles, where a unique direction of the
phase angles can be defined. If MRL(h) < 0.8, the mean direction is not reported. Appendix
B.1 describes the mean direction and the mean resultant length in more detail.

As example, Fig. 4.2 shows the polar plots of the 3rd and 15th harmonics of one site and one
line conductor and their corresponding statistics. The heat-map representation is used to vi-
sualize the different densities of the data clouds. The third harmonic phasors are concentrated
on a similar direction and MRL(3) is almost equal 1. Therefore, the mean direction indicates
properly the direction of the data-cloud and the central tendency of the harmonic phase angles.
On the other side, the 15th harmonic is high dispersed in the complex plane and there is not a
clear direction of the data-cloud. MRL(15) is below 0.8 and, consequently, a mean direction of
the phase angles is not reported.

The selected statistics were calculated for each site, each line conductor and each harmonic
order using the data of one week. Fig. 4.3 compares the median of the harmonic magnitudes
and the mean direction of harmonic phase angles obtained for the first 15 odd harmonics on the
polar plane (one point for each line conductor and each site). The magnitude decreases with
the harmonic order (notice the change in the scales on the polar plots), being the third harmonic
the dominating harmonic in residential low-voltage networks. Most of the sites have similar
phase angles, especially for the fundamental current (between −20◦ and 0◦), third (between
180◦ and 210◦) and fifth (between 300◦ and 330◦) harmonic currents. The difference between
sites increases with the increase of the harmonic order, and for the 11th, 13th and 15th harmonics,
a common direction between all sites cannot be defined.

Fig. 4.4 shows the percentage of sites with high (MRL < 0.8), medium (0.8 ≤ MRL < 0.89),
low (0.89 ≤ MRL < 0.95) and very low (MRL ≥ 0.95) dispersion of the phase angles. The
definition of the dispersion levels were obtained through systematic simulation of different
types of data distributions, as explained in appendix B.1. The 13th and 15th harmonics show
the highest number of sites with high dispersion of harmonic phase angles, but it represents
less that 30% of the cases. This indicates that in most of the sites, the phase angles of the first 15
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Figure 4.3.: Median and mean direction of the harmonic currents of all residential sites

odd harmonics are concentrated in a similar direction, and, contrary to a common assumption,
the phase angles are not randomly dispersed in the interval [0, 360◦].

4.2.1. Influence of customer configuration

The obtained statistics are clustered according to the different electric and non-electric char-
acteristics of the networks in order to identify the most influencing factors on the magnitude
and phase angle of harmonic currents. First, the influence of the customer configuration is
analyzed. To facilitate the analysis, the customer configuration is divided into four categories:
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• C1 - Residential sites where the number of customers living in single-family houses (SFH)
represents at least 80% of the total number of customers: nu SFH ≥ 0.8 · nu TOT.

• C2 - Residential sites where the number of customers living in apartments (APT) repre-
sents at least 80% of the total number of customers: nu APT ≥ 0.8 · nu TOT.

• M1 - Residential sites where the number of customers living in single-family houses pre-
dominates: 0.5 · nu TOT ≤ nu SFH < 0.8 · nu TOT.

• M2 - Residential sites where the number of customers living in apartments predominates:
0.5 · nu TOT ≤ nu APT < 0.8 · nu TOT.

Fig. 4.5 shows the central tendency and the variation of the third harmonic of each line conduc-
tor (three values per site) related to the number of customers and the customer configuration
category. As expected, the median value and the variation of harmonic magnitudes increase
with the number of customers, because it implies a higher number of electric devices in the
network. However, the increase has a non-linear characteristic due to the complex aggregation
of harmonic currents and the diversity of residential customers. The dashed lines in the figure
show exemplary the tendency of the increment of the harmonic current magnitudes with the
number of customers for customer configuration C1 and C2.
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Figure 4.5.: Magnitude of the third harmonic related to the number of customers and the con-
sumer configuration

Fig. 4.5 also reveals that the type of housing is an important factor. Networks with predomi-
nantly single-family houses (groups C1 and M1) show a higher harmonic emission in compar-
ison with networks with apartments (groups C2 and M2). Usually, single-family houses have
a higher floor area than apartments and are usually occupied by families with 3 to 5 members,
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4. Characteristics of harmonic currents in residential low-voltage networks

which results in a higher amount of electric devices per customer, and consequently higher
harmonic currents in the networks. Moreover, customers living in apartments are more di-
verse than customer living in SFH, which results in a higher cancellation of harmonic currents.
The same relations were also found for the other harmonic orders.

The influence of the number of customers and the type of housing on the harmonic phase
angles of the third harmonic is shown in Fig. 4.6. For customer configuration C1, the mean di-
rection of the phase angles seems to get concentrated around 190◦ and the dispersion decreases
(increase of MRL) with the increase in the number of customers. However, this behavior (con-
centration of phase angles and decrease in the dispersion) is not observable in the other cases,
i.e. for the other harmonic orders and for customer configuration C2. In general, there is no
clear relation between the number of customers and the mean direction and mean resultant
length of the phase angles.
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Figure 4.6.: Mean direction and mean resultant length of the third harmonic phase angles related
to the number of customers and the consumer topology

In conclusion, the customer configuration has a high influence on the harmonic currents of
aggregate residential customers, and this aspect should be considered in the model. The har-
monic current magnitudes increase with the number of customers, and the magnitude is higher
in networks with single-family houses. Harmonic phase angles are more robust to the customer
configuration, showing a less variation with the number of customers. However, the smallest
considered network contains 38 customers and it is possible that the variation of harmonic mag-
nitudes and phase angles increases for networks with smaller number of aggregate customers.
This aspect will be studied in more detail in chapter 6.

4.2.2. Influence of network configuration

Traditional residential low-voltage networks are radial networks with different characteristics
(size of the distribution transformer, length and type of the line conductors, number of feeders,
etc.) that depend on the geographical conditions, the number of customers, the distribution
of the customers in the area, possible expansion strategies, and many other planning criteria
[43]. The characteristics of the network have a considerable influence in many power quality
phenomena. Related to harmonics, the impedance of the lines, transformer and loads have a
high influence in the way the harmonic currents propagate in the network and in the resulting
voltage distortion along the network. However, as discussed in section 2.3, due to the high
impedance of residential loads in relation to the network impedance (impedance of the lines
and the distribution transformer), most of the low-order harmonic currents produced by the
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household appliances flow directly to the distribution transformer. Then, the harmonic cur-
rents measured at the distribution transformer are approximately the result of the phasorial
sum of the harmonic currents emitted by all the electronic devices in the network, and it is
expected that the impedance of the lines and the distribution transformer do not have a con-
siderable influence on the phasorial sum of those harmonic currents.

This aspect is verified by analyzing the influence of the length of the lines and the size of
the distribution transformer on the measured harmonic magnitudes and phase angles. Fig.
4.7 shows exemplary the median harmonic magnitudes of the third harmonic related to the
short-circuit power of the distribution transformer (Sk T) and the total length of the lines in
the network or feeder (ℓTOT). Similar graphs were generated for the other harmonic orders,
as well as graphs to identify the influence of the network configuration on the mean direction
and variation of harmonic phase angles. However, no clear relation between both network
parameters with the harmonic current magnitudes and phase angles could be found. Therefore,
the network configuration is not considered further in the analysis and it is not included in the
model.
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Figure 4.7.: Harmonic magnitudes related to the network configuration

4.2.3. Influence of social environment

Income and population density may have a significant influence on the amount of electric de-
vices per customer and the corresponding usage behavior, which can consequently influence
the level of harmonics in the network. The average annual income (INav) gives an approximate
measure of the purchasing capacity of the customers to acquire household appliances and how
much electricity consumption they could afford. Information about the income of each cus-
tomer may be more appropriate for this analysis, but since this information is not available,
only the official average annual income of the region or city is used. The population density
(ρpop) indicates the type of settlement (e.g. highly urbanized area, rural area, etc.) which can
also indicate the way in which the customers consume energy. The definition of type of settle-
ments used in this work is described in appendix A.

Fig. 4.8 shows the median of the third harmonic magnitude related to both parameters, but
there is no clear influence of income and population density on the harmonic emission. The
same result was obtained for the other harmonic orders. The reason is the low income in-
equality in Germany which results in a similar amount and type of household equipment per
customer and also a similar energy consumption. There are still some differences between cus-
tomers, as seen before, depending on the type of dwelling and the number of inhabitants per
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4. Characteristics of harmonic currents in residential low-voltage networks

house, but the income of the customers has no clear influence on their harmonic emission in
Germany. Moreover, there are no visible differences in the amenities that people from rural
and urban areas have. Therefore, these variables can be neglected from the following analysis
and modeling, but they should be considered depending on the social characteristics of the
considered country or region, especially if high social inequality is present.
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Figure 4.8.: Harmonic magnitudes related to the number of customers and short circuit power
of the distribution transformer

4.3. Harmonic unbalance

Most of the models available in the literature assume perfect balanced conditions, but as al-
ready identified in the previous sections the unbalance of harmonic currents is considerable. In
this section, a more systematic analysis of the unbalance of harmonic currents is developed in
order to decide if this aspect should be considered in the model.

The unbalance is assessed using the symmetrical components of the harmonics currents in-
stead of the original phasors, in order to take into account not only the differences between
magnitudes but also the contributions of the angular displacement (differences between phase
angles) to unbalance. The symmetrical components are calculated based on the Fortescue trans-
formation, but the results are reorganized to facilitate the analysis. The original phase currents
are transformed in a balanced (I(h)b ), first unbalanced (I(h)u1 ), and second unbalanced (I(h)u2 ) com-
ponents. The balanced component corresponds to the so called "characteristic" harmonic se-
quences (e.g. zero-sequence for the third harmonic, negative-sequence for the fifth harmonic,
positive sequence for seventh harmonic and so on). The first and second unbalanced harmonic
components can give information about the amount of linear and non-linear loads which are
not connected in a balanced way. Appendix B.2 contains the mathematical procedure to calcu-
late the symmetrical components for harmonic currents.

Fig. 4.9 shows exemplary the symmetrical components of the third harmonic of one site calcu-
lated for one week. The balanced component (zero-sequence component of the third harmonic)
is a kind of average of the original line currents (all depicted in gray) which follows a similar
daily pattern. On the other hand, the unbalanced components (positive and negative compo-
nents of the third harmonic) do not follow the same pattern as the balanced component and
their values are considerably lower than the balanced current. In this case, the balanced com-
ponent dominates, which indicates that the third harmonic current is mainly composed of a
zero sequence. The phase angle of the balanced component is also similar to the phase angle
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of the line currents, but for the unbalanced components the phase angles take values in all the
interval [0 ◦, 360◦].

0

5

10

15

20

25

Cu
rre

nt
 in

 A

0 1 2 3 4 5 6 7
Time in days

   30°

210°

   60°

240°

90°

270°

120°

    300°

150°

    330°

180°    0°

  
5A

  10A
  15A
  20A
  25A

   30°

210°

   60°

240°

90°

270°

120°

    300°

150°

    330°

180°    0°
  5A
  10A
  15A
  20A

  25A

   30°

210°

   60°

240°

90°

270°

120°

    300°

150°

    330°

180°    0°

  
5A

  10A
  15A
  20A
  25A

IA , B , IC I b
(3) I u1

(3) I u 2
(3)I

Figure 4.9.: Symmetrical components of the third harmonic of one site

Similar as for the phase currents, the magnitude of the balanced component depends on the
number of customers and the type of customers in the network. Fig. 4.10 shows the variation
of the median value of the magnitude of the balanced and unbalanced components of the third
harmonic for all sites in relation with the number of customers and separated according to the
type of customers C1/M1 and C2/M2. The balanced component magnitude increases with the
number of customers, just as shown for the magnitude of phase currents in Fig. 4.5. However,
the magnitude of the unbalanced component do no increase at the same rate as the balanced
component and the difference between balanced and unbalanced components magnitudes in-
crease with the amount of customers.

Comparison of the times-series plots and statistics of the symmetrical components of the other
harmonic orders revealed that the balanced component of harmonic currents behave very sim-
ilar to the phase currents, showing a similar variation of magnitudes and phase angles. The
magnitude of the balanced component shows a clear daily pattern for most harmonic orders,
and the phase angles show a similar mean direction as the phase currents. The unbalanced
components, on the contrary, do not present a clear daily pattern, and nor a mean direction of
the phase angles can be defined (mean resultant length is always below 0.8).

Based on the balanced, first and second unbalanced components of each harmonic, the aggre-
gate harmonic unbalance factor (AHU ) is proposed to evaluate the unbalance of the harmonic
currents [19]:

AHU (h) =

√(
I
(h)
u1

)2
+
(
I
(h)
u2

)2
I
(h)
b

· 100% (4.1)

43



4. Characteristics of harmonic currents in residential low-voltage networks

0 50 100 150 200 250 3000

5

10

15

20

25

0 100 200 300 400 500 600 700 800350

Sy
m

m
et

ric
al

 c
om

po
ne

nt
C1 and M1 C2 and M2

3
b, [50]
( )I 3

u1, [50]
( )I 3

u2, [50]
( )I

u TOTn u TOTn

Figure 4.10.: Median of the symmetrical components of the third harmonic for all sites

where I
(h)
b , I(h)u1 and I

(h)
u2 are the magnitudes of the phasors I

(h)
b , I(h)u1, and I

(h)
u2, respectively.

The AHU factor shows the relation between the unbalanced components with the correspond-
ing balanced component. If the AHU has a value higher than 100%, the harmonic current is
dominated by unbalanced components.

The AHU factors were calculated for the first 15 odd harmonics for each site using the 1 minute
measurements of one week (10080 values per site and per harmonic). Fig. 4.11 shows the
boxplot of the AHU factors of the fundamental, third and fifth harmonic currents for all sites
classified according to the customer type. The boxplot representation allows the comparison
of the median value (middle line in the box), the variation of the data (the tops and bottoms of
each box are the 25th and 75th percentiles of the samples), and the presence of extreme values
(dots) more than 1.5 times the interquartile range away from the top or bottom of the box which
are represented by whiskers.
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Figure 4.11.: Boxplots of the AHU factors calculated for each site during one week
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The AHU factor varies considerably between sites. It is mostly below 60% but it can reach
values higher than 100% which indicates that the harmonic current during that time does not
have the assumed sequence (unbalanced components are higher than the balanced compo-
nent). However, these high values occur usually during short periods of time. The fundamental
current unbalance is in general lower than the harmonic unbalances. Comparing the boxplots
it is noticed that the sites with high unbalances in the fundamental current do not necessarily
correspond to the sites with high unbalances in the harmonic currents.

The boxplots are organized according to the total amount of customers of the respective site.
The fundamental and third harmonic AHU factors of customers C1 show a decreasing trend
with the number of customers, which coincides with the observations made previously on Fig.
4.10. However, the decrease in the harmonic unbalance with the amount of customers is not so
clearly visible looking at the boxplots of the other harmonic orders, especially the unbalances
obtained for customers living in apartments (C2).

In general, most of the sites showed harmonic unbalances between 10% and 50%. Therefore,
this aspect can no be longer neglected in the harmonic modeling and analysis of residential
distribution systems.

4.4. Time-series characteristics

Time-series plots were initially used to identify the daily behavior of the harmonic current
magnitudes during all measured days. As already discussed by several authors (e.g. [26, 44, 57,
93]), the fundamental current and the first odd harmonic current magnitudes in residential low-
voltage networks show a clear 7-day pattern, which is linked to the daily behavior of residential
customers. Fig. 4.12 shows the time-series plot of a typical residential site.
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The fundamental current magnitude shows a daily pattern very similar to the well known load
profile of residential customers. This pattern shows 2 or 3 peaks which are linked to the times
of high activity of most residential customers, i.e. preparation of meals, demand of lighting,
entertainment in the evening, etc [42]. In contrast, the third harmonic magnitude shows a
daily curve with only one peak which is related to the high use of electronic appliances in the
evening. The fifth harmonic magnitude is more similar to the fundamental current, but the
difference between the two peaks is not as clear as for the fundamental current magnitude, but
still a daily pattern can be recognized.

The daily behavior of harmonic currents results in a non-normal distribution of the data, as can
be noticed in Fig. 4.12/right. The distribution of harmonic magnitudes during one day is a
mixture distribution with two or three components. Therefore, as discussed by e.g. [27, 93], the
use of univariate distributions to represent harmonic current magnitudes may result in high
inaccuracies, and more accurate methods are required to model the real behavior of harmonic
currents.

Distance and similarity measures can be used to evaluate the similitude of the daily patterns of
the harmonic current magnitudes, either for each site or between sites. There are different types
of measures in the literature, but only measures that preserve the time-stamp characteristics
should be selected, i.e. the peaks and valleys of the daily curves should not be shifted. For
this analysis the Euclidean distance (DME) and the Pearson's correlation coefficient (SMP) are
used to evaluate the resemblance of the daily curves. The Euclidean distance evaluates the
geometrical distance between two curves, while the Pearson's correlation coefficient evaluates
the correlation between curves. Appendix B.4 contains a review of the chosen distance and
similarity measures.

The data of each site was first normalized and smoothed using the min-max normalization (c.f.
section B.3) and a simple moving average with a window of 10 minutes. The normalization
and smoothing reduce the effects of noise and amplitude scaling, giving more reliable results
(c.f. section B.4).

It is indispensable to define thresholds for the distance and similarity measures in order to
evaluate the resemblance of the daily patters i.e. thresholds that can be used to accept or reject
the similarity between daily curves. Based on the normalized and smoothed daily curves of
the fundamental current and the third harmonic current magnitudes of all sites, 1500 pairs
of curves with acceptable similarity were chosen. The similarity between these curves was
evaluated using time-series plots, as shown in Fig. 4.12, and it was accepted that a pair of
curves was similar based on a visual comparison of their patterns. The measures DME and
SMP were calculated for each pair of curves. Fig. 4.13-a and Fig. 4.13-b show the CDFs of
the calculated measures. According to them, around 95% of the curves showed a DME lower
than 8 and a SMP higher than 0.7 (SMP,[5] ≈ 0.7 which implies that more than 95% of the
cases showed a SMP higher than 0.7). Based on the maximum possible Euclidean distance for
normalized curves in the range [0, 1] (c.f. section B.4), a DME of 8 corresponds to the 21.1% of
the maximum possible distance.

Based on the 95th and 99th percentiles of the DME measure, and the 1st and 5th percentiles of
SMP measure, the thresholds of both measures were defined, as shown in Fig. 4.13-c. The sim-
ilarity between two pairs of curves is accepted if DME is lower than 11 (<30% of the maximum
Euclidean distance) and SMP is higher than 0.55. Both factors should be evaluated simultane-
ously, as each of them evaluates different characteristics between the curves.
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Figure 4.13.: Threshold of distance and similarity measures

4.4.1. Differences between curves of single sites

First, the distance and similarity measures were calculated between the daily curves of each
site and each line conductor, in order to evaluate the similarity of the daily variation of the
harmonic current magnitudes of each site. The Euclidean distance between day i and day j is
defined as DME,i,j and the corresponding Pearson's correlation coefficient as SMP,i,j . If there
are N number of days, then N − 1 distances (or correlation coefficients) are calculated for each
day, i.e. the distance between day i and j for all j ̸= i. In order to give an unique index for each
day, the mean Euclidean distance and the mean Pearson's correlation coefficient for a day i is
defined as [44]:

DME,i =
1

N

N∑
j=1

DME,i,j for i, j = 1, 2, ..., N and i ̸= j (4.2)

SMP,i =
1

N

N∑
j=1

SMP,i,j for i, j = 1, 2, ..., N and i ̸= j (4.3)

Comparing the values DME,i and SMP,i with the thresholds in Fig. 4.13-c, the similarity of day
i with respect to the other days is accepted or rejected. The harmonic currents of a site have a
daily pattern only if at least 80% of the days are similar between them, i.e. the 80% of the days
have good or acceptable DME,i and SMP,i values.

Fig. 4.14 shows the percentage of sites with clear daily patterns for each harmonic order. The
procedure was repeated using only workdays (from Monday to Friday) and also with the bal-
anced component Ib. Results reveal that the fundamental and third harmonic magnitudes
show a clear daily pattern, while the 13th harmonic magnitude showed the worst similarly be-
tween days. All results improve if only workdays are considered, which indicates that there
is a noticeable difference between workdays and weekends, especially for the 5th, 7th and 11th

harmonics.

Results also improved if the balanced component is considered. The balanced component fol-
lows a similar daily pattern as the phase currents, but it is more stable over time, which results
in a more clear daily pattern. The similarity of daily curves of the first and second unbal-
anced components was also assessed, but for those components the percentage of sites with
clear daily patterns is for all harmonics below 5%, therefore the first and second unbalanced
components do not have a daily pattern.

The time-series plots of harmonic phase angles revealed that the phase angles do not show a
clear daily pattern, and their behavior seems more random. This observation was verified with
the distance and similarity measures.
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Figure 4.14.: Percentage of sites with clear daily patterns

4.4.2. Differences between sites

It is also interesting to know if the daily patterns of the harmonic current magnitudes of differ-
ent networks are similar, so that a general daily behavior for residential sites can be defined. In
order to calculate this similarity, the mean Euclidean distance and mean Pearson's correlation
coefficient were calculated between all daily curves of the balanced component of sites with
clear daily patterns, i.e. sites that were approved in the previous subsection. Table 4.1 shows
the percentage of days with acceptable similarity. According to this, for most harmonic orders
the similarity between daily curves is high and there is a high similarity between sites. This
can be explained by the similar daily behavior that residential customers have in general.

Table 4.1.: Percentage of similar days
Harmonic order

1 3 5 7 9 11 13 15
Percentage of days 100 100 97.4 93.3 97.6 84.5 81.7 73.9

Consequently, a model based on the time-series characteristics of the harmonic current mag-
nitudes seems adequate. Moreover, including the daily variations of harmonic currents in the
models will provide flexibility to analyze the influence of certain loads that are operated during
specific periods of time, for example, photovoltaic systems or electric vehicles.

4.5. Correlation between harmonic magnitudes and phase angles

The possible correlations between harmonic magnitudes and phase angles should be identified
in order to include the relationship between variables in the model. Moreover, the correlations
between variables may lead to the simplification of the model, in which only some variables
have to be modeled in detail, and the others are calculated based on the correlations.

Three different correlations are analyzed:

• Relation between magnitudes and phase angles of the same harmonic order.

• Relation between magnitudes of different harmonic orders.

• Relation between phase angles of different harmonic orders.

The Pearson correlation coefficient SMP (see definition in appendix B.4) is used to identify the
correlation between the different variables in a systematic way. In this case, a good correlation
between variables is accepted if |SMP| > 0.7. Lower values of |SMP| indicate that between
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4.5. Correlation between harmonic magnitudes and phase angles

variables there is a non-linear relationship or that there is no relationship at all. The analysis
is complemented using scatter plots, which allow a easy verification of conclusions drawn
with the |SMP| values and the identification of the possible non-linear relationships between
variables.

The correlation analysis is applied to the data of one complete week, and the data of only one
workday during two different periods (1-3 a.m. and 7-9 p.m.). The data of one day during
different time periods is used in order to verify that the correlation is independent of the time,
and to reduce the possible influence of other factors, like the voltage distortion. Moreover, the
analysis is applied to the phase currents and the corresponding symmetrical components.

Fig. 4.15 shows the percentage of sites with good correlation between magnitudes and phase
angles of the same harmonic, for the data of line conductor A (I(h)A ), the balanced component
(I(h)b ) and the first unbalanced component (I(h)u1 ). The results obtained for the line conductors B
and C are similar to the results of line conductor A, while the results of the second unbalanced
component are similar to the results of the first unbalanced component. The amount of sites
with good correlations do not exceed 40% in any of the considered cases. The correlation seems
to improve for the balanced component, but still most of the sites do not show a clear linear
relationship between magnitudes and phase angles of the same harmonic order.
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Figure 4.15.: Amount of sites with good correlation between magnitudes and phase angles

Scatter plots confirm the results obtained with the |SMP| values. Fig. 4.16 shows exemplary the
scatter plots of the magnitudes and phase angles of the third harmonic of three different sites
(line conductor A). There are some sites with clear correlation between variables, like site C in
the figure, but in most of the cases the correlation is not clear. In general, the relation between
variables is different for each residential site, and no unique relation between variables for all
residential networks can be easily defined.

The relation between magnitudes of the same harmonic order, and between phase angles of
the same harmonic order were analyzed in the same way, but no clear relation between magni-
tudes or phase angles could be identified, except for the relation between the first and second
unbalanced component of the fundamental currents, which show a clear linear relationship for
most than 70% of the sites.

It is possible that the relation between variables is linked to the electrical characteristics of the
network, the voltage distortion and/or the impedance characteristic; therefore, the relation be-
tween variables for each site is different. Detailed and controlled measurements in different
networks should be perform in order to verify the correlations between variables. In this the-
sis, each variable will be treated independently and the correlation between variables will be
neglected.
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4.6. Chapter summary

Measurements of 37 residential low-voltage networks are available to develop a harmonic
emission model of aggregate customers using a measurement-based approach. The measure-
ments were made during the winter time to reduce the influence of seasonal variations. More-
over, only networks with mainly residential customers and with none or few photovoltaic sys-
tems were selected, in order to analyze and model the real harmonic current emission of pure
residential customers. According to the initial characterization, the harmonic currents of ag-
gregate residential customers have the following characteristics:

• The harmonic current magnitudes depend on the type and number of customers con-
nected to the network. Harmonic current magnitudes increase with the number of cus-
tomers. Moreover, networks with mainly single-family houses have higher harmonic
current magnitudes than networks with apartments.

• The harmonic phase angles do not vary randomly in the complex plane, but they are con-
centrated in a prevailing direction for most harmonic orders. Most of the residential sites
show a similar direction of harmonic phase angles, especially for the fundamental, third,
fifth, seventh, and ninth harmonic orders. For higher harmonic orders, the variation of
phase angles is higher for each site, and there are more differences between sites. There
is no clear relation between the type and number of customers with the harmonic phase
angles.

• Harmonic current magnitudes show a daily pattern for most harmonic orders, which is
linked to the daily activities of residential customers. There are also differences between
workdays and weekends, which results in variations of the daily patterns. Harmonic
phase angles do not show a clear daily pattern.

• The unbalance of the fundamental and the harmonic currents is significantly high, usu-
ally higher than 10%. The unbalance increases with the harmonic order.

• Magnitudes and phase angles do not show a clear correlation. Magnitudes and phase
angles may be treated as independent variables.

Based on the characteristics of the harmonic currents, a modeling methodology can be defined,
which is explained in the next chapter.
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5. Model of residential low-voltage networks

The main characteristics of the harmonic currents of aggregate residential customers were iden-
tified based on the analysis of several measurements of residential low-voltage networks. The
model is developed in order to obtain an accurate representation of the harmonic magnitudes
and phase angles of the first 15 odd harmonics, including as many characteristics as possible.

Fig. 5.1 shows the general scheme of the model. The input parameters are the harmonic or-
der, the number of customers, and the type of customer; the outputs are the daily harmonic
magnitudes and phase angles. The structure and components of the stochastic model are fixed,
but the values of the parameters vary for each harmonic order and according to the type and
number of customers.

Stochastic Model
Harmonic order (h)

Number of customers (nu)
Type of customer  (C1, C2)

A A A

B B B

C C C

h h h

h h h

h h h

I t I t
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unbalance

Daily 
variations

Figure 5.1.: Basic scheme of the stochastic model

The model represents the random variations of harmonic magnitudes and phase angles of ag-
gregate customers, considering the daily variations of harmonic magnitudes and the harmonic
unbalances between line conductors. The representation of the daily variation of harmonic
magnitudes is of great importance for accurate analyses, especially in penetration studies of
new technologies, e.g. photovoltaic inverters and electric vehicles, which have specific sched-
ules for the generation or demand of energy. The inclusion of harmonic unbalance in the model
allows more accurate and realistic analyses, especially if the propagation of harmonic currents
to the upstream medium-voltage network is of interest.

The model is developed for harmonic propagation analyses of medium and low-voltage net-
works, with the additional characteristic that it can be implemented in widely used analysis
programs, like DigSilent, Neplan, etc. As measurements of the low-voltage residential net-
works are available (measurements at the low-voltage side of the distribution transformer),
first the model of the whole residential low-voltage network is obtained, and then, using a top-
down approach, the model is modified to represent groups of customers, i.e. feeder or feeder
sections (c.f. Fig. 3.5). The model of the complete low-voltage network will allow the analy-
sis of medium-voltage networks, while the model of groups of customers can be used for the
analysis of low-voltage networks. The model of residential low-voltage networks is explained
in this chapter, and the model of groups of residential customers is explained in chapter 6.

It is important to mention that an unique model that represents with high detail all types of res-
idential networks is virtually impossible, because, as shown in the previous chapter, each res-
idential network has slightly different harmonic emission characteristics. The harmonic emis-
sion of residential networks depends on the electrical characteristics of the network (impedan-
ces, possible resonances, influence of other non-residential customers, etc.), the social environ-



5. Model of residential low-voltage networks

ment, the climate conditions, but mainly on the random behavior of the customers, which can
not be exactly determined. Therefore, the objective is to develop a generic model that repre-
sents the typical harmonic emission of most residential networks.

Different modeling techniques were applied in order to obtain a generic model of harmonic
currents. The different modeling techniques were first applied to each of the available residen-
tial sites, i.e. each residential site was modeled individually. Then, the parameters of the site
models were compared, and a generic model was formulated. Below, only the selected generic
model, which had the best results among different models, is presented. Some of the other
approaches, which were not successful, are shortly discussed along the chapter.

This chapter is divided in three sections. The first section describes the stochastic model, in-
cluding all equations and parameters required to estimate the harmonic current magnitudes
and phase angles. The second section explains in detail how the stochastic model was parame-
terized for German cities based on the available measurements. The model with the presented
parameters is valid for Germany and other cities, where the electric and non-electric environ-
ment is similar as in Germany. However, the parametrization procedure can be used to get the
model parameters of other regions with different harmonic current characteristics. Finally, the
third section validates the stochastic model comparing the output of the model with measure-
ments of different residential low-voltage networks.

5.1. Characteristics of the stochastic model

The Norton equivalent (c.f. Fig. 2.6) is selected to represent the aggregate residential cus-
tomers. As only measurements during normal operating conditions of the harmonic currents
are available, only the current source parameters can be estimated. The impedance of the Nor-
ton equivalent should be obtained with dedicated measurement systems (e.g. [105, 123, 128]).
However, as the impedance of the network at low-order frequencies is considerably lower than
the impedance of the customers in typical residential networks [90], most of the harmonic cur-
rents produced by the residential customers flow directly toward the distribution transformer,
and the simplified current source model can be used to get approximate results (c.f. section
2.3).

The aggregate customers are represented then by independent current sources for each har-
monic order. In this model, the behavior of magnitudes and phase angles of each harmonic
order is modeled independently, in accordance with the correlation analysis presented in the
previous chapter. The other advantage of this approach is the easy implementation of the
model in most analysis programs, because most of them use current sources to represent har-
monic polluting loads.

Different to other approaches, this model includes the harmonic unbalances. This is done mod-
eling the symmetrical components, instead of the phase currents. As shown before, the bal-
anced component is a kind of average of the phase currents with similar magnitude and phase
angle. Actually, the balanced component shows a more clear and stable daily pattern (c.f. Fig.
4.14) than the phase currents, which can be represented by time-series modeling techniques.
The magnitude and phase angle of unbalanced components show a more random behavior,
and they can be modeled with more simple models or distribution functions.

Fig. 5.2 shows the flow diagram of the stochastic model, which is divided into three blocks:
estimation of balanced and unbalanced harmonic magnitudes (Block I), estimation of balanced
and unbalanced harmonic phase angles (Block II), and transformation to phase currents (Block
III):
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Figure 5.2.: Flow diagram of the stochastic model.

Block I - Estimation of harmonic magnitudes

The balanced and unbalanced current magnitudes (Î(h)b , Î(h)u1 , Î(h)u2 ) are estimated based on nor-
malized balanced and unbalanced currents (Î(h)b norm, Î(h)u1 norm, Î(h)u2 norm), which are defined in the
interval [0 1]. Once the normalized magnitudes are obtained, they are scaled according to the
number and type of customers.

• Normalized balanced current magnitude Î
(h)
b norm

The normalized balanced current magnitude is described with a stochastic time-series
model, which consists of two main parts: a deterministic component that describes the
daily variations of harmonic magnitudes, and a stochastic component that represents the
random variations around the deterministic component (c.f. equation 3.5 and Fig. 3.7). In
this case, the trend (annual changes) and the seasonal variations are neglected as only the
measurements of few weeks are available. However, if measurements over long periods
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5. Model of residential low-voltage networks

of time are available, the trend and the seasonal variations can be included, extending the
model for more diverse analysis, like forecasting. A discussion about the identification of
trends and seasonal variations can be found in [46, 47, 81].

Equation 5.1 shows the generic model formulation. The deterministic component

Î
(h)
b norm D(t) is a Fourier series, which describes the daily pattern with a constant value

FC0 and three cosine functions, each with magnitude FCk and angle θk. The stochastic

component is represented with an autoregressive model of first order Î
(h)
b norm R(t), also

called a Markov process [110]. The autoregressive model represents the dependence of
successive observations, i.e. a value of the process is expressed as a finite, linear aggre-
gate of previous values of the process and a pure random part described with a normal

distribution N (0, σ) [23]. The function Î
(h)
b norm R(t) is described with the parameters αb

and σb, where αb describes the relation between successive values, and the parameter σb
is the variance of the normal distribution.

Î
(h)
b norm(t) = Î

(h)
b norm D(t) + Î

(h)
b norm R(t)

Î
(h)
b norm D(t) = FC

(h)
0 +

3∑
k=1

FC
(h)
k cos(2π · k · fD · t+ θ

(h)
k )

Î
(h)
b norm R(t) = α

(h)
b Î

(h)
b norm R(t− 1) +N (0, σ

(h)
b )

(5.1)

The period of the deterministic component TD is 1 day, and their corresponding frequency
fD is obtained as fD = 1

TD
. As measurements every 1 minute are available, the frequency

of the deterministic component is fD = 1
1440 Hz. The deterministic component is de-

scribed only with the first four components (including the constant component) of the
Fourier series. The selection of the number of components is explained in section 5.2.2.

The parameters FC
(h)
0 , FC

(h)
k , θ(h)k and α

(h)
b for each harmonic order are described with

normal distribution functions N (Nµ, Nσ), with mean Nµ and variance Nσ. The parameter
σ
(h)
b depends on the calculated value of α(h)

b as:

σ
(h)
b = mb,1 · α

(h)
b +mb,2 (5.2)

• Normalized unbalanced current magnitudes Î(h)u1 norm and Î
(h)
u2 norm

The normalized unbalanced current magnitudes are represented with autoregressive mod-
els of first order that represent the random variation of both unbalanced currents, includ-
ing the dependence between successive values. In this case, the autoregressive models
have the parameters Ku, αu and σu.

I
(h)
u1 norm(t) = Ku + αu · I(h)u1 norm(t− 1) +N (0, σu)

I
(h)
u2 norm(t) = Ku + αu · I(h)u2 norm(t− 1) +N (0, σu)

(5.3)

Parameters Ku, αu and σu have the same expression for all considered harmonic orders.
The parameter αu is described with a normal distribution N (Nµ, Nσ), with mean Nµ and
variance Nσ. The parameters Ku and σu depend on the value of αu as:

σu = mu,1 · αu +mu,2 (5.4)

Ku = mu,3 · αu +mu,4 (5.5)

• Balanced and unbalanced current magnitudes Î(h)b , Î(h)u1 and Î
(h)
u2
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5.1. Characteristics of the stochastic model

The balanced and unbalanced current magnitudes of a network are obtained by scaling
the normalized balanced and unbalanced magnitudes as:

Î
(h)
b (t) = s

(h)
b,1 · Î

(h)
b norm(t) + s

(h)
b,2

Î
(h)
u1 (t) = s

(h)
u1,1 · Î

(h)
u1 norm(t) + s

(h)
u1,2

Î
(h)
u2 (t) = s

(h)
u2,1 · Î

(h)
u2 norm(t) + s

(h)
u2,2

(5.6)

The parameters s(h)X,1 and s
(h)
X,2, where X denotes balanced b, first unbalanced u1 and second

unbalanced u2 components, depend on the number and type of customers in the network
as:

s
(h)
X,1 = I

(h)
X,[max-min] (5.7)

s
(h)
X,2 = I

(h)
X,[max] − I

(h)
X,[max-min] (5.8)

where:
I
(h)
X,[max] = p · (nu TOT)

q (5.9)

I
(h)
X,[max-min] = v · I(h)X,[max] (5.10)

The values p, q, and v are different for each harmonic order, for the balanced and unbal-
anced currents, and for the type of customers connected to the network (C1 - SFH or C2 -
APT).

Block II - Estimation of harmonic phase angles

The balanced and unbalanced current phase angles (ϕ̂(h)
b , ϕ̂(h)

u1 , ϕ̂(h)
u2 ) are described with a von

Mises distribution (VM), which is a circular analogue of the normal distribution (the von Mises
distribution is described in appendix B.1):

ϕ
(h)
b (t) = VM(µ

(h)
b , κ

(h)
b )

ϕ
(h)
u1 (t) = VM(µ

(h)
u1 , κ

(h)
u1 )

ϕ
(h)
u2 (t) = VM(µ

(h)
u2 , κ

(h)
u2 )

(5.11)

The parameters µX and κX represent the mean direction and the dispersion of the phase angles
respectively. Each parameter is described with normal distribution functions N (Nµ, Nσ), with
mean Nµ and variance Nσ.

Block III - Transformation to phase currents

The symmetrical current phasors (Î
(h)
b , Î

(h)
u1 , Î

(h)
u2 ) are obtained with the estimated balanced and

unbalanced current magnitudes and phase angles:

Î
(h)
b (t) = Î

(h)
b (t) ∠ ϕ̂

(h)
b (t)

Î
(h)
u1 (t) = Î

(h)
u1 (t) ∠ ϕ̂

(h)
u1 (t)

Î
(h)
u2 (t) = Î

(h)
u2 (t) ∠ ϕ̂

(h)
u2 (t)

(5.12)
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Finally, the symmetrical current phasors are transformed to obtain the harmonic current pha-
sors of the three line conductors as:⎡⎢⎢⎣ Î

(h)
A (t)

Î
(h)
B (t)

Î
(h)
C (t)

⎤⎥⎥⎦ = T120 · P−(h+2) ·

⎡⎢⎢⎣ Î
(h)
b (t)

Î
(h)
u1 (t)

Î
(h)
u2 (t)

⎤⎥⎥⎦ (5.13)

where the matrix T120 is the transformation matrix used to calculate the symmetrical compo-
nents (Fortescue transformation)[65]. The matrix P is a permutation matrix that reorganizes
the symmetrical current phasors according to the harmonic order, as defined in appendix B.2.

Table 5.1 lists the parameters of the stochastic model. Each of the parameters is estimated
with measurements of the low-voltage networks. The following section explains in detail the
estimation procedure of each parameter.

Table 5.1.: List of the parameters of the model
Îb Îu1 Îu2

Magnitude Normalized value FC0, FC1, FC2, FC3,
θ1, θ2, θ3, αb, σb

Ku, αu, σu

Scaling sb,1, sb,2 su1,1, su1,2 su2,1, su2,2

Phase angle µb, κb µu1, κu1 µu2, κu2

5.2. Model parametrization

Using the measurements of the different residential networks (sites), the parameters of the
stochastic model were estimated. Fig. 5.3 shows the main steps for the parametrization, and the
link between the parametrization procedure and the model blocks introduced in the previous
section.

Preprocessing measurement data

Normalized balanced 
magnitude 

Normalized unbalanced 
magnitude 

Scaling 
factors 

Balanced and unbalanced 
phase angles

Generic 
model

Generic 
model

Site 
models

Generic 
model

Site 
models

Site 
models

Block Ia Block Ib Block IcBlock II

Figure 5.3.: Sumarized procedure for model parametrization

Initially, the measured harmonic magnitudes and phase angles of different residential low-
voltage networks are normalized and transformed into symmetrical components (preprocess-
ing). Then, the described model is fitted to each of the sites (site models). The following pa-
rameters are obtained for each site i :

• Normalized balanced magnitude: FC0,i, FC1,i, FC2,i, FC3,i, θ1,i, θ2,i, θ3,i, αb,i, σb,i

• Normalized unbalanced magnitudes: Ku1,i, αu1,i, σu1,i, Ku2,i, αu2,i, σu2,i

• Balanced and unbalanced phase angles: µb,i, κb,i, µu1,i, κu1,i, µu2,i, κu2,i
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5.2. Model parametrization

In a third step, the parameters of the generic model are obtained through the comparison of the
model parameters of the sites. The following parameters are obtained:

• Normalized balanced magnitude: FC0, FC1, FC2, FC3, θ1, θ2, θ3, αb, σb

• Normalized unbalanced magnitudes: Ku, αu, σu

• Balanced and unbalanced phase angles: µb, κb, µu1, κu1, µu2, κu2

Finally, the relation between the number and type of customers with the balanced and unbal-
anced current magnitudes is obtained. The relation allows the scaling of the normalized bal-
anced and unbalanced magnitudes of the generic model (Block Ic in Fig. 5.2). The parameters
sb,1, sb,2, su1,1, su1,2, su2,1 and su2,2 are obtained.

The result of the parametrization of the generic model based on the measurements of German
low-voltage networks is presented below.

5.2.1. Preprocessing of measurements

The measured harmonic magnitudes and phase angles of each site were preprocessed for the
modeling. The preprocessing consists of three steps:

1. The measured harmonic currents of each site are transformed into symmetrical compo-
nents.

2. The obtained harmonic balanced and unbalanced current magnitudes are normalized
based on a min-max normalization (see appendix B.3), in order to adjust all measure-
ments to the range [0,1], and eliminate the scaling produced by the number of customers.

3. The measurements of each site are separated in two parts, one for model fitting (5 days),
and other for model verification (3 days).

5.2.2. Normalized balanced magnitude

Parametrization of each residential site

The normalized balanced magnitude comprises two components, a deterministic and a stochas-
tic component (c.f. equation 5.1). The parameters of the deterministic component are obtained
with the Fourier transform of the normalized balanced harmonic magnitude of each site. The
parameters of the stochastic component are obtained with the residuals between the original
values and the calculated deterministic component. Fig. 5.4 shows exemplary the original data
(normalized balanced magnitude), the estimated deterministic component I(3)b norm D(t) and the
obtained residuals of the third harmonic of one site. For this example, the obtained determin-
istic and stochastic components are:

I
(3)
b norm D(t) = 0.35 + 0.32 · cos(2π · fD · t+ 67◦) + 0.15 · cos(4π · fD · t+ 86◦)+

0.05 · cos(6π · fD · t+ 110◦)

I
(3)
b norm R(t) = 0.95 · I(3)b norm R(t− 1) +N (0 , 0.00029) (5.14)

The deterministic component is described with the first four components (including the con-
stant component) of the Fourier series. The number of components was selected based on an
iterative procedure, where the number of components was increased step by step until the
mean squared error between the original time-series and the deterministic component had a
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Figure 5.4.: Example model fitting of one site

difference of less than 5%. The iterative procedure was applied to each site and each harmonic
order, and the final selected number of components is the number of components that describes
most of the sites and most of the harmonic orders appropriately.

The stochastic component is described with an autoregressive model of first order, which is fit-
ted to the residuals of each site using maximum likelihood estimation [23]. The autoregressive
model was selected based on the autocorrelation function (ACF) and the partial autocorrela-
tion function (PACF) of the residuals of each site and each harmonic order. Fig. 5.5 shows
exemplary the ACF and PACF of the residuals of the example in Fig. 5.4. In this case, the ACF
decays exponentially and the PACF has only one statistically significant spike at lag 1, which
is the typical behavior of an autoregressive model of first order [110]. Similar graphs were
obtained for each harmonic order and each site, and the autoregressive model of first order is
selected as it is the best representation in most of the cases. Simple probability distributions are
not recommended to describe the residuals, because they are not able to represent the depen-
dence between successive values, a characteristic that should not be neglected with this type of
data.
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Figure 5.5.: Autocorrelation function and partial autocorrelation of the residuals of one site

The adequacy of the model to represent the normalized balanced magnitudes of each site is
evaluated comparing the time-series and the probability distributions of the measured (dataset
for modeling verification) and estimated data (data obtained with the model). The time-series
are compared visually using time-series plots and the similarity measures introduced in section
4.4. The probability distributions are compared using Q-Q plots, which compare the quantiles
of the original and estimated data sets, and if they come from the same distribution, then the
Q-Q plot appears linear. Fig. 5.6 shows the time-series plots and the Q-Q plot of the exam-
ple in Fig. 5.4. Both graphs show a very good similarity between the original and estimated
data. Moreover, the Euclidean distance DME = 5.78 and Pearson’s correlation coefficient
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5.2. Model parametrization

SMP = 0.99 indicate a very good similarity between real and estimated time-series, validating
the model for this specific site.
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Figure 5.6.: Model evaluation results of one site, third harmonic, balanced component magnitude.

Here it is important to clarify, that the objective is to develop a generic model which is able to
represent the behavior of typical residential sites, and not to develop accurate models of each
site. In this case, approximate models of the sites are developed, which later can be compared
to develop the generic model. For that reason, the number of Fourier coefficients and the order
of the autoregressive model were fixed for all site models. Moreover, the models of each site
can not be severally evaluated using formal fitting evaluation criteria or probabilistic tests, and
the adequacy of the model can only be assessed by visual comparison of the time series and
the probability functions.

Table 5.2 indicates the percentage of sites for which the model gives accurate results. The
best results are obtained for the third, fifth and ninth harmonics, where more than 70% of the
sites were correctly modeled. For the 13th harmonic, only 19% of the sites could be correctly
modeled with the time-series representation. This results are comparable with the time-series
characterization presented in section 4.4. Comparing Table 5.2 with Fig. 4.14, it is clear that
the model is successful only if the harmonic currents show a clear time-series. In general, the
selected model can represent the harmonic behavior of the balanced harmonic magnitude of
most residential sites. However, there are sites were there is no time-series, and the model may
be not appropriate in those cases. To improve the model, first the characteristics of residential
networks that lead to a time-series characteristic in the harmonic currents should be wholly
comprehended, in order to define corresponding modeling methodologies for the sites where
the time-series approach is not adequate.

Table 5.2.: Percentage of sites for which the time-series representation of I(h)b is adequate
Harmonic order

3 5 7 9 11 13 15
Percentage of sites 97% 70% 55% 76% 49% 19% 51%

Parametrization of the generic model

The parameters of the models of the sites of the normalized balanced component are compared
in order to determine the parameters of the generic model. Fig. 5.7 shows exemplary the com-
parison of the parameters FC1,i and θ1,i of each of the sites, where a good similarity between
the parameters of the sites is noticeable. For the comparison, only the results of the sites where
the time series was successful are considered. Good similarity was also found for the other
parameters of the deterministic component, which indicates a similar time-series between the
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5. Model of residential low-voltage networks

different sites. This result is also comparable with the time-series characterization made in the
previous chapter (c.f. Table 4.1).
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Figure 5.7.: Comparison parameters FC
(3)
1,i and θ

(3)
1,i and estimation of the parameters of the

generic model

Normal distribution functions are selected to represent the parameters of the generic model, in
such a way that the differences between different networks are also considered. For example,
the parameter FC

(3)
1 of the generic model is a normal distribution of mean 0.295 and standard

deviation 0.034, and the parameter θ(3)1 is a normal distribution of mean 74.5◦ and standard de-
viation 7.7◦, as shown in Fig. 5.7. The mean and standard deviation of the normal distribution
of each parameter are obtained by distribution fitting of the results of the different sites.

A correlation analysis between the parameters revealed that the parameters of the stochastic
component, i.e. αb and σb, are highly correlated, and the correlation is almost the same for
all harmonic orders. Fig. 5.8b shows the correlation between σ

(h)
b and α

(h)
b for all considered

harmonic orders (h = 3, 5, ..., 15). The correlation between both parameters can be described
with a linear regression. In this way, the parameter α(h)

b is described with a normal distribution
for each harmonic order, while the parameter σ

(h)
b is obtained with the regression. Fig. 5.8a

shows exemplary the comparison of α(3)
b and its corresponding normal distribution
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The mean and standard deviation of the normal distribution of each parameter of the generic
model, including their confidence intervals, are listed in appendix C.
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5.2. Model parametrization

5.2.3. Normalized unbalanced magnitudes

Parametrization of each residential site

Different modeling techniques were applied to represent the random behavior of the unbal-
anced magnitudes, including time-series approximation and mixture distribution fitting. How-
ever, the final result of the stochastic model, i.e. the resulting phase currents, did not improve
considerably with the accuracy in the representation of the unbalanced magnitudes. The reason
is that the behavior of the phase currents is mainly determined by the behavior of the balanced
component, and the ratio between the balanced and unbalanced components. For this reason,
the model of the unbalanced magnitudes was selected in order to have a good approximation
of the random behavior of the unbalanced magnitudes, but keeping the model as simple as
possible to reduce the amount of parameters of the generic model.

The normalized unbalanced magnitudes are modeled with autoregressive models of first order
with three parameters (c.f. equation 5.3). The procedure to select the model and calculate the
model parameters of each site is similar as the procedure used for the stochastic component of
the normalized balanced magnitude explained before, but in this case, for each site i and each
harmonic order, six parameters are obtained: K(h)

u1,i, K
(h)
u2,i, α

(h)
u1,i, α

(h)
u2,i, σ

(h)
u1,i and σ

(h)
u2,i.

Fig. 5.9 compares exemplary the first unbalanced component of the third harmonic of one site
during three consecutive days (original data) with the data estimated with its corresponding
AR model. The calculated autoregressive model has the parameters K

(3)
u1,i = 0.03, α(3)

u1,i = 0.93

and σ
(3)
u1,i = 0.0034. Comparing the original and estimated data it is clear that the model cannot

represent exactly the daily variation of the unbalanced magnitudes, but, as mentioned before,
a high detailed representation of the unbalanced magnitudes is not required. The Q-Q-plot
of Fig. 5.9 shows that the autoregressive model gives an approximated representation of the
unbalanced magnitude.
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Figure 5.9.: Model evaluation results of one site, third harmonic, first unbalanced component
magnitude.

Parametrization of the generic model

The model parameters of the sites are then compared in order to determine the parameters of
the generic model. Fig. 5.10 compares the boxplots of the parameters obtained for all sites.
As can be seen, the parameters for the first and second unbalanced components and the dif-
ferent harmonic orders have similar values. Therefore, the model of the normalized unbalance
magnitudes can be simplified as following:

I
(h)
u1 norm(t) = Ku + αu · I(h)u1 norm(t− 1) +N (0, σu)

I
(h)
u2 norm(t) = Ku + αu · I(h)u2 norm(t− 1) +N (0, σu)

(5.15)
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5. Model of residential low-voltage networks

The parameters Ku, αu and σu are the same for all harmonic orders, and for the first and second
normalized unbalanced magnitudes. Each of the parameters are estimated with the results of
the models of each site, filtering first all outliers, i.e. sites that have a completely different be-
havior (outliers in the boxplots of Fig. 5.10). The parameter αu is described with the following
normal distribution:

αu = N (0.95, 0.22) (5.16)
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Figure 5.10.: Comparison of the site models parameters for the normalized first (u1) and second
unbalanced (u2) magnitudes

The parameters Ku and σu are defined based on their correlation with the parameter αu. Fig.
5.11 shows the correlation between the parameters obtained for all harmonic orders and the
first and second unbalanced magnitudes.
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(h)
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u and K
(h)
u of the AR model of the

normalized unbalanced magnitudes

5.2.4. Balanced and unbalanced phase angles

Parametrization of each residential site

Balanced and unbalanced harmonic phase angles are represented with the von Mises distribu-
tion VM(µ, κ), which can be considered as the analogue of the normal distribution for circular
data. The von Mises distribution is a symmetric unimodal distribution, where µ is the mean
direction of the phase angles, and κ indicates the concentration of the phase angles around the
mean direction. The lower the value of κ, the more disperse are the phase angles in the com-
plex plane. If κ = 0, the von Mises distribution resembles a uniform distribution in the interval
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[0◦, 360◦]. Appendix B.1 contains more details about this distribution and some examples for
different values of µ and κ.

The von Mises distribution is ideal to represent the behavior of both, balanced (high concen-
trated) and unbalanced (high dispersed) phase angles. Other distribution functions were also
tested, but the von Mises distribution had the best fitting, especially in the representation of
unbalanced phase angles. As example, Fig. 5.12 compares the PDFs (Q-Q plot) of the balanced
and first unbalanced third harmonic phase angles of one exemplary site with two different
approximations, one with a t location-scale distribution, and the other with a von Mises dis-
tribution. Both distributions can represent the balanced phase angles, but for the unbalanced
phase angles, only the von Mises distribution gave accurate results. The t location-scale distri-
bution, as well as the normal, logistic and other widely used distribution functions, are defined
for linear-scaled data; therefore, those distributions are not adequate for the phase angles that
are described in a circular scale.
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Figure 5.12.: Q-Q plot of the balanced and first unbalanced third harmonic phase angles of one
site fitted with a von Mises and t location-scale distribution

Parametrization of the generic model

The parameters of the von Mises distribution obtained of each site are compared to define
the parameters for the generic model. Fig. 5.13 compares the values of µ and κ of the third
harmonic for the balanced and first unbalanced phase angles. The balanced phase angles of
all sites have similar value of µ(3)

b around 200◦ and a κ
(3)
b higher than 20, i.e. the phase angles

are concentrated around the mean direction. On the other side, the comparison of µ(3)
u1 and κ

(3)
u1

shows that the unbalanced phase angles are closed to a uniform distribution (κu1 close to zero)
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where a common direction of the phase angles cannot be defined. Similar results were obtained
for the other harmonic orders.
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Figure 5.13.: Comparison of the site models parameters for the third harmonic balanced and first
unbalanced phase angles and estimation of the parameters for the generic model

The parameters µ and κ for each harmonic order and for the balanced, first unbalanced and
second unbalanced phase angles are finally described with normal distribution functions that
represent the different values of both parameters in typical residential networks. Fig. 5.13
contains the normal distribution of µ(3)

b , κ(3)b , µ(3)
u1 and κ

(3)
u1 . Appendix C contains the normal

distributions of the balanced and unbalanced phase angles for each harmonic order, including
the corresponding confidence intervals.

5.2.5. Scaling

In order to estimate the harmonic currents of a specific network, it is necessary to scale first the
normalized balanced and unbalanced harmonic magnitudes according to the number and type
of customers in the network (c.f. Fig. 5.2). The scaling is determined with equation 5.6, which
is repeated here for convenience:

Î
(h)
b (t) = s

(h)
b,1 · Î

(h)
b norm(t) + s

(h)
b,2

Î
(h)
u1 (t) = s

(h)
u1,1 · Î

(h)
u1 norm(t) + s

(h)
u1,2

Î
(h)
u2 (t) = s

(h)
u2,1 · Î

(h)
u2 norm(t) + s

(h)
u2,2

The scaling consists in reversing the initial min-max normalization (c.f. appendix B.3). There-
fore, the parameters s

(h)
X,1 and s

(h)
X,2 (X denotes balanced b, first unbalanced u1 and second un-

balanced u2 components) are related to the maximum and minimum balanced or unbalanced
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5.2. Model parametrization

currents of a network, which depend on the number and type of customers. Specifically, s(h)X,1 in-
dicates the difference between the maximum and minimum balanced or unbalanced harmonic
current, while s

(h)
X,2 corresponds to the minimum balanced or unbalanced harmonic current,

that is:

s
(h)
X,1 = I

(h)
X,[max] − I

(h)
X,[min] = I

(h)
X,[max-min] (5.17)

s
(h)
X,2 = I

(h)
X,[min] (5.18)

In order to estimate the scaling parameters, the relation between the number of customers
(nu TOT) and the maximum and minimum balanced and unbalanced harmonic magnitudes
(I(h)X,[max], I

(h)
X,[min]) of the measured low-voltage networks is analyzed. Fig. 5.14-a and 5.14-b

show exemplary the relation between the minimum and maximum balanced current magni-
tude of the third harmonic with the number of customers for networks with SFH (customer
configuration C1). There is a clear increasing tendency, which can be represented with a power
function. The coefficient of determination R2

adj indicates that the regression with a power func-
tion is a good regression in both cases. Moreover, there is also a linear regression among the
difference between the maximum and minimum harmonic magnitude I

(3)
b,[max-min] and the max-

imum harmonic magnitude I
(3)
b,[max] as shown in Fig. 5.14-c. These relations coincide with the

analysis presented in section 4.2 about the influence of the customer configuration on the har-
monic magnitudes.
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Figure 5.14.: Relation between the number of customers (nu TOT) and the maximum and mini-
mum balanced harmonic magnitudes. CI: confidence intervals

Besides the data from the low-voltage networks, some measurements of individual customers
and a small group of 10 customers were added to the analysis in order to have a better regres-
sion (see the original data of Fig. 5.14-a and Fig. 5.14-b for 1 and 10 customers). Those mea-
surements were obtained from different residential customers living in SFH during 2 weeks in
winter. The characteristics of those measurements are detailed in chapter 6 and reference [16].

The regression between maximum and minimum balanced and unbalanced harmonic mag-
nitudes with the number of customers was obtained for each harmonic order. However, the
regression of I

(h)
X,[min] with nu is not accurate for all harmonic orders, especially for the 11th,

13th and 15th harmonics where R2
adj was below 0.6. The regressions obtained with I

(h)
X,[max] are

more accurate in all cases. For this reason, the scaling parameters are obtained based on the
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5. Model of residential low-voltage networks

regression with I
(h)
X,[max] as following:

s
(h)
X,1 = I

(h)
X,[max-min] (5.19)

s
(h)
X,2 = I

(h)
X,[max] − I

(h)
X,[max-min] (5.20)

where:
I
(h)
X,[max] = p · (nu TOT)

q (5.21)

I
(h)
X,[max-min] = r · I(h)X,[max] (5.22)

The values p, q, and r are different for each harmonic order, for the balanced and unbalanced
currents, and for the type of customers connected to the network (C1 - SFH or C2 - APT).
Those values are obtained with the corresponding correlations of equation 5.21 and 5.22, as
illustrated in Fig. 5.14-b and Fig. 5.14-c. Appendix C contains the values of the parameters p.
q and r for all cases, including their corresponding confidence intervals and the coefficient of
determination R2

adj. The power function of eq. 5.21 was selected for the fitting, as it is the best
type of regression that fits all harmonic orders and the balanced and unbalanced components.
In some cases a simple linear regression may be sufficient, but in order to have a more general
model, the power function is used for all regressions.

Fig. 5.15 shows exemplary the coefficient of determination R2
adj obtained in each regression of

equations 5.21 and 5.22 for customers configuration C1 and C2 and for the balanced and first
unbalanced currents.
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Figure 5.15.: Coefficient of determination R2
adj obtained in the fitting of equation equation 5.21

and 5.22

Most regressions have a R2
adj higher than 0.8, indicating a good regression between parame-

ters. However, the regressions obtained for networks with customer configuration C2 are not
as accurate as the regression for networks with customer configuration C1, especially for the
9th, 11th and 13th harmonics. This is caused by the higher variety of customers living in apart-
ments in comparison with the customers living in SFH. While in SFH most of the customers are
families with 3 to 5 members with a similar routine, customers living in apartments are more
diverse, with different number of residents and different usage behaviors. Therefore, the mea-
surements obtained in networks type C2 are more diverse than the measurements of networks
C1, which results in a high uncertainty in the regression between the number of customers and
the harmonic currents. A better regression can be obtained with a bigger database, where a
clustering of the networks according to the level of harmonic emission may be applied. This
idea was already introduced in [16], and it is recommended here to improve the regression and
model of the different types of networks, especially networks with mainly MFH.
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5.3. Model validation

5.3. Model validation

The stochastic model of low-voltage residential networks is validated comparing data esti-
mated with the model with measurements of real networks. As the parameters of the model are
obtained with normal distribution functions, the output of the stochastic model is not an unique
output but a set of possible outcomes, i.e. the possible daily harmonic current magnitudes and
phase angles of typical residential networks with certain number and type of customers. There-
fore, for the model validation, a set of 100 different harmonic current magnitudes and phase
angles are randomly generated for networks with different number and types of customers.
Table 5.3 summarizes the different cases created for networks with customer configuration C1
and C2.

Table 5.3.: Simulation cases for model verification
Customer configuration C1

Case 1 2 3 4 5 6 7 8 9 10
nu TOT 30 60 90 120 150 180 210 240 270 300

Customer configuration C2
Case 11 12 13 14 15 16 17 18 19 20

nu TOT 120 180 240 300 360 420 480 540 600 660

Fig. 5.16 exemplary shows the comparison of the CDFs of the 100 randomly generated third
harmonic currents of case 2 (grey lines) and the CDF of the measured third harmonic currents
(black lines, 1 CDF per line conductor) of a residential network with 60 SFH. The measured
harmonic magnitudes and phase angles are well represented by the model. As expected, the
estimated magnitudes and phase angles vary in a wide range because the stochastic model
represents the behavior of different residential networks.

The time-series of the harmonic magnitudes is also well represented by the model. Fig. 5.17
compares the time-series plot of the measured third harmonic of one line conductor, and one of
the estimated third harmonic currents of the residential network in case 2. The model is able to
represent the daily variation of harmonic magnitudes, where there is a lower emission during
the night, and a higher emission during the evenings for the third harmonic. The figure also
compares the polar plots of the measured and estimated data, where also a good match of the
direction of the data cloud is noticeable.
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Figure 5.16.: CDFs of estimated and measured third harmonic for a network with 60 customers
configuration C1.
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Figure 5.17.: Third harmonic current of a residential site with 60 customers

In order to compare the results of all cases with the measurements of real networks, the statis-
tics of magnitudes and phase angles selected in the previous chapter are used to compare the
statistical characteristics of the measured and simulated data. Fig. 5.18 compares the statistics
of harmonic magnitudes and phase angles of the third, fifth and seventh harmonics of the mea-
surements (dots) and the simulations (bars) of networks with customer configuration C1. The
bars represent the variation of the respective statistic for the 100 simulations of each case. The
results of the other cases and other harmonic orders are included in appendix C. According to
the results, the model is able to represent the statistical behavior of harmonic magnitudes and
phase angles of most networks. The central tendency and variation of the simulated harmonic
magnitudes increase with the number of customers as in real networks, and the simulated
phase angles have a similar direction and dispersion as the measured data. There are some real
networks that are not properly represented by the model because those networks have a sig-
nificantly different harmonic emission in comparison with other networks. Those differences
may be caused by seasonal effects that are not included in the model, the presence of other
non-residential customers, or specific networks characteristics, as the presence of resonances.

Looking at the results of the model verification of all harmonics, it is noticed that the model
hat more inaccuracies in the modeling of the 13th and 15th harmonics. As discussed before, the
randomness of harmonic magnitudes and phase angles increases with the harmonic order, and
there are higher differences in the behavior of the 13th and 15th harmonics between residential
networks, which makes the developing of a generic model more difficult. However, the pre-
sented model gives a good approximation of the magnitudes and phase angles of the 13th and
15th harmonics present in most networks.

Finally, the unbalance of harmonic currents of the proposed model is also compared with the
real harmonic unbalance of low-voltage networks. For this verification, the 95th percentile of
the aggregate harmonic unbalance factor (AHU (h)) of the estimated and measured data are
compared. Fig. 5.19 shows the comparison for the third, fifth and seventh harmonics, and
appendix C contains the comparison for the other harmonic orders. In all cases, the model
shows very good response, indicating that the proposed method is also able to represent the
harmonic unbalance of residential networks.
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Figure 5.19.: Comparison of the 95th percentile of the AHU factors obtained with measurements
of residential networks (points) and estimated data (grey bar)

5.4. Chapter summary

A stochastic model of residential low-voltage networks was developed using a measurement
based approach. Different to other approaches, this model is based on the representation of
the symmetrical components of the harmonic currents, which allows the representation of not
only the behavior of harmonic magnitudes and phase angles, but also the harmonic unbalance,
which is of great importance for accurate simulation of medium-voltage networks.

The model is summarized in Fig. 5.2, where three estimation blocks are identified: estimation
of balanced and unbalanced harmonic magnitudes (Block I), estimation of balanced and unbal-
anced harmonic phase angles (Block II), and transformation to phase currents (Block III). The
balanced current magnitude is represented with a stochastic time-series model, while the nor-
malized unbalanced magnitudes are described with autoregressive models. The balanced and
unbalanced phase angles are represented with von Mises distributions. Once the symmetrical
components are estimated, the harmonic phase currents are calculated applying the Fortescue
transform. The model takes into account the differences between harmonic orders and the
scaling of harmonic magnitudes with the number and type of customers in the network.

The parameters of the model were estimated using the measurements of German residential
low-voltage networks, but the parametrization procedure can be applied to get the parameters
of the model for other regions with different electrical and non-electrical environment.

The stochastic model was finally validated comparing the output of the model with several
measurements of real low-voltage networks. The model gave satisfactory results, where the
variation of harmonic magnitudes and phase angles and the harmonic unbalanced of residen-
tial networks is properly represented.
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6. Model of aggregate residential customers

Models of small number of customers (feeder, feeder section) that represent also the daily vari-
ation of harmonic magnitudes and phase angles are required for different kinds of analyses
of low-voltage networks (c.f. Table 2.1). There are different ways to obtain models of aggre-
gate residential customers, being the component-based approach the most applied modeling
method, as discussed in chapter 3. However, it may be possible to obtain a model of aggregate
customers based on a top-down approach, where the measurements of low-voltage networks
are used as base for the modeling (c.f. Fig. 3.5). In this chapter, the top-down approach is
applied to extend the stochastic model of low-voltage residential networks presented in the
previous chapter in order to represent small groups of customers that can be used in simula-
tions of low-voltage networks.

The model of low-voltage residential networks was developed on the basis that the harmonic
current magnitudes have a clear daily pattern that can be modeled with time series techniques,
and that the phase angles have a quasi-stationary behavior (no significant statistical changes
in time) that can be modeled with uni-variate distribution functions. However, it is expected
that the statistical characteristics of harmonic magnitudes and phase angles change for small
aggregates of customers. For that reason, the first section of this chapter compares the har-
monic emission of single customers and groups of customers and shows, how the variation of
harmonic magnitudes and phase angles changes with the number of customers. Based on the
characteristics of the harmonic current aggregation, the limitations of the time-series stochastic
model are recognized and the limit of the amount of aggregate customers that can be modeled
with the time-series stochastic model is defined.

The second section explains in detail how the top-down approach was applied to obtain the
model of aggregate residential customers. Finally, the extended model is verified with mea-
surements of real networks.

6.1. Aggregation process

Harmonic current emission of single residential customers is highly time-variant due to the
continuous changes in load conditions (e.g. type and number of connected devices) and sys-
tem parameters (e.g. voltage magnitude and voltage distortion). Fig. 6.1-a shows exemplary
the third harmonic current emission of a family with four members living in a single family
house for two consecutive days. The time series plot shows many sharp "needle peaks" of
different size that appear when the family members connect different electric appliances or
when the devices change their operation state. There are some appliances that are used dur-
ing short periods of time, while others remain connected for several minutes or hours. Some
devices have approximately constant harmonic emission, but many others have time-variable
harmonic emission, e.g. due to their changing power consumption like computers and lap-
tops. The devices are randomly distributed to the three phases, which results in a significant
harmonic current unbalance at this point in the network. The polar plot shows that the high
variation affects not only the harmonic magnitude, but also the harmonic phase angle. As ex-
pected, both days behave different with more activity during the evenings than in the mornings
for this specific customer.
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Figure 6.1.: Third harmonic current emission of different amount of aggregate residential cus-
tomers

Residential low-voltage distribution networks are composed by several customers, each with
different number of electric devices and usage behavior, which results in different harmonic
emission characteristics [16]. The harmonic current emission of the network is finally the result
of the aggregation (phasor sum) of the erratic harmonic current emission of the customers
connected thereto. Fig. 6.1-b and Fig. 6.1-c show the total third harmonic current emission of
10 and 320 aggregate customers respectively. Comparing the curves, it is clear that with the
increase of customers the daily curve of the harmonic magnitudes becomes "smoother" and the
harmonic phase angle reduces its diversity and concentrates more and more in one direction.

In order to understand better the aggregation process as well as the transition from virtually
random behavior of single customers to the less varying, prevailing emission of multiple cus-
tomers, an iterative simulation based on the measurements of single customers is developed.
This simulation includes the identification of the minimum number of customers for which a
"smooth" daily curve of harmonic magnitudes and a prevailing direction of harmonic phase
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6.1. Aggregation process

angles can be assumed, i.e. the minimum number of customers for which the stochastic model
presented in the previous chapter is valid. Below is a summary of the most important results of
the simulation, but the complete description of the simulation framework and results is avail-
able in [13].

6.1.1. Simulation framework

The simulation is based on the measurements of third and fifth harmonic currents of 16 dif-
ferent SFH. The details about the measurement procedure and measurement accuracy can be
found in [16]. In total 450 different daily curves of harmonic magnitudes and phase angles
during wintertime were selected (measurement during 150 days, 3 phases, 1 minute interval).
Due to the accuracy of the measured currents, only the third and fifth harmonics are simulated.

Twelve cases were defined with different number of customers (N ) as shown in Table 6.1. For
each case, N different daily curves were selected randomly from the database and the total
harmonic current emitted by the N customers was calculated using the phasor sum of the
individual harmonic currents at each time instant. Line conductors are treated individually.
Next, the statistics that represent the central tendency and variation of harmonic magnitudes
and phase angles were calculated. The procedure was repeated 1000 times for each case and
each line conductor. Fig. 6.2 presents a detailed flow chart of the procedure.

Table 6.1.: Simulation cases
Simulation case 1 2 3 4 5 6 7 8 9 10 11 12

Number of customers N 3 5 8 10 15 20 30 40 50 60 80 100

N

Select randomly N 
curves from the 

database 

Calculate the 
phasor sum of the 

currents

 

m ≤  1000m = 1

m = m + 1

Stop

yes

no

Start   Save
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N
h h
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=
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Figure 6.2.: Flow-chart of the implemented iterative simulation

The calculated statistics are the same as the ones used in the previous chapters to character-
ize harmonic magnitudes and phase angles, i.e. the median (I(h)[50]) and the percentile range

(I(h)[95,5]) for harmonic magnitudes, and the mean direction (ϕ(h)
MD) and the mean resultant length

(MRL(h)) for harmonic phase angles. Moreover, the AHU (h) factors are calculated for each
case to assess the change in the unbalance of harmonic currents depending on the amount of
aggregate customers.

6.1.2. Simulation results

Fig. 6.3 shows the boxplots of the obtained statistics for each case and each line conductor
for the third harmonic magnitudes and phase angles. As expected, the median and percentile
range of the harmonic magnitudes increase with the number of customers, while the phase
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6. Model of aggregate residential customers

angles show a lower dispersion an a more concentrate direction with the increase in the number
of aggregate customers. From case 7 (30 customers and more) the mean resultant length is
higher than 0.8, indicating a low variation of the harmonic phase angles. The analysis of the
fifth harmonic gave similar results (c.f. [13]).
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Figure 6.3.: Boxplot of the statistics of the simulated third harmonic currents

The harmonic unbalance decreases with the amount of aggregate customers. Fig. 6.4 shows
the boxplots of the AHU factors of the third harmonic obtained for each case. As expected,
the unbalance is extremely high for low amount of customers, and in some cases, it can reach
values higher than 100%. Those high unbalances are the result of the random distribution of
the household appliances to the line conductors, which operate at different times. With the
increase of customers, the unbalance decreases, but it does not become negligible.
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Figure 6.4.: AHU factors of the simulated third harmonic currents

A visual comparison of the simulated daily characteristic of harmonic currents indicates a sig-
nificantly "smooth" behavior for groups of also 30 customers or more. Therefore, in case of
aggregates with more than 30 customers, smooth time-series of the harmonic magnitudes and
a prevailing direction of harmonic phase angles can be clearly identified. Consequently, the
time series stochastic model can be applied to represent aggregate customer with minimum 30
customers.

6.2. Top-down approach

Fig. 6.5 shows a general representation of a low-voltage network, where the residential cus-
tomers were grouped in mcg number of groups, each with ncg number of customers (nu TOT =
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6.2. Top-down approach

mcg · ncg). Assuming that there are no additional harmonic impedances that may affect the
flow of harmonic currents, the phasor sum of the harmonic currents emitted by the groups of
customers should be equal to the total harmonic current at the low-voltage side of the distribu-
tion transformer (total harmonic current emitted by the low-voltage network), as described in
equation 6.1:

I
(h)
TOT =

mcg∑
i=1

I
(h)
i (6.1)

MV Busbar LV Busbar

Group of ncg 
customers

( )
2
hI( )

1
hI ( )

3
hI

( )
4
hI ( )

5
hI ( )

6
hI

( )
TOT
hI

( )

cg

h
mI

Figure 6.5.: General representation of a residential low-voltage network

The time-series stochastic model presented in the previous chapter estimates the total current

emitted by a residential low-voltage network (estimation of current I(h)TOT in Fig. 6.5, i.e Î
(h)
TOT).

For simulations of low-voltage networks, it is required to estimate the harmonic currents emit-
ted by small groups of customers, in such a way that the phasor sum of those currents is ap-

proximately the same as the current Î
(h)
TOT. Using the same stochastic model, the harmonic

current emitted by groups of minimum 30 customers can be estimated, but an additional fac-
tor is introduced in order to match the phasor sum of the harmonic currents of the groups of

customers with the total current Î
(h)
TOT, that is:

Î
(h)
TOT = CAF (h) ·

mcg∑
i=1

Î
(h)
i (6.2)

where CAF (h) is the Customers Aggregation Factor. As discussed in section 4.2.1, the har-
monic currents in low-voltage networks do not increase linearly with the number of aggregate
customers, and there are clear differences in the aggregation characteristic for networks with
customer configuration C1 or C2. Therefore, the CAF (h) is a factor that represents the non-
linear characteristic of the aggregation of harmonic currents in residential networks, and it is
different depending on the customer configuration of the network.

The CAF (h) factor only takes into account the aggregation characteristic of harmonic mag-
nitudes. As discussed in section 4.2.1, the phase angles (mean direction and mean resultant
length) do not change considerably with the amount and type of customers of networks with
more than 30 aggregate customers. For this reason, the aggregation factor CAF (h) only con-
cerns the variation of harmonic magnitudes with the number of aggregate customers.

In order to calculate the CAF (h) factor, the difference between the estimated total current of the
complete network (Î

(h)
TOT), and the sum of the harmonic currents from the groups of customers

(
∑mcg

i=1 Î
(h)
i ) has to be estimated. The following procedure was applied to calculate the CAF (h)

factor:
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6. Model of aggregate residential customers

1. Several cases with different amount of groups of customers mcg and different number of
customers in a group ncg were defined. The cases represent networks with different total
number of customers (nu TOT), which are disaggregated in different number of groups.
Table 6.2 lists exemplary the first 10 cases defined for customer configuration C1. Ap-
pendix D includes all cases defined for both customer categories.

For each case:

2. Estimate the total harmonic current of the network Î
(h)
TOT with nu TOT number of cus-

tomers using the stochastic model. Calculate the CDF of the magnitude of Î
(h)
TOT.

3. Estimate the harmonic currents (Î
(h)
i ) of mcg groups of customers, each with ncg aggregate

customers, using the stochastic model.

4. Calculate the phasor sum of the harmonic currents of the mcg groups of customers as:

Î
(h)
PHS =

mcg∑
i=1

Î
(h)
i (6.3)

Calculate the CDF of the magnitude of Î
(h)
PHS.

5. Repeat 100 times the steps 2 to 4, in order to cover different outputs from the stochastic
model.

6. Calculate a mean CDF of the CDFs of the currents Î
(h)
TOT .

7. Calculate a mean CDF of the CDFs of the currents Î
(h)
PHS.

8. Calculate the CAF (h) factor as the mean value of the ratio between the CDFs obtained in
steps 6 and 7

9. Repeat steps 2 to 8 and get the CAF (h) factor for each case.

Table 6.2.: First 10 cases to estimate the CAF (h) factor for customer topology C1
Case

1 2 3 4 5 6 7 8 9 10
ncg 30 30 30 30 30 30 30 30 30 40
mcg 4 6 8 10 2 3 5 7 8 2

nu TOT 120 180 240 300 60 90 150 210 240 80

In order to illustrate better the estimation process, Fig. 6.6 shows the calculation of the CAF (7)

factor for case 2 of customer configuration C1. The grey curves correspond to the 100 CDFs of

the currents Î
(7)
TOT and the 100 CDFs of the currents Î

(7)
PHS calculated in steps 2 to 5. In steps 6

and 7, using each group of CDFs, a mean CDF is calculated in order to represent approximately

the behavior of the currents Î
(7)
TOT (blue CDF) and Î

(7)
PHS (red CDF). The CAF (7) is obtained with

the mean value of the ratio between the mean CDFs, which in this case gives a value of 0.66

(step 8). The black CDF in the figure corresponds to the mean CDF of Î
(7)
PHS multiplied by the

estimated factor CAF (7).

The correlation between the obtained CAF (h) factors with the input parameters ncg and mcg
are initially evaluated using scatter plots. This analysis revealed that the CAF (h) factor has a
good correlation with the number of groups mcg, and a weak correlation with the number of
customers in a group ncg, which is explained by the similar values of ncg used in the different
cases (30 ≤ ncg ≤ 60). Fig. 6.7 shows the scatter plots between the CAF (h) factors of the
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6.2. Top-down approach

Figure 6.6.: Calculation of the CAF (h) of the sevent harmonic for case 2

3th, 7th and 13th harmonics for customer configuration C1 with the number of groups mcg.
For the third harmonic, the CAF (h) factor is almost 1 for all cases, which indicates that for
this harmonic order no additional factor CAF (h) is required for simulations of low-voltage
networks. However, for the other harmonic orders the CAF (h) factor clearly changes with
mcg. For the seventh harmonic the factor is always below one, which indicates that the factor
CAF (h) reduces the phasor sum of the harmonic currents of the groups of customers (c.f. eq.
6.2). For the 13th harmonic, the CAF (h) is above one, which indicates that the sum of harmonic
currents is too low, and its value needs to be increased to match the total harmonic current of
the network.
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Figure 6.7.: Regression characteristic between the CAF (h) factors and the number of groups mcg
for customer configuration C1

The correlation between the CAF (h) factor and mcg is described with a power function. Fig.
6.7 shows the regression of the 3th, 7th and 13th harmonics for customer configuration C1 and
the corresponding coefficient of determination R2

adj that indicates a very good appropriateness
of the power function for the regression. Appendix D contains the regression obtained for
all harmonic orders and for customer configuration C1 and C2. In all cases, a coefficient of
determination higher than 0.7 was obtained, indicating a good regression between the CAF (h)

factor and mcg.
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6. Model of aggregate residential customers

With the obtained regressions of the CAF (h) factor, the stochastic model can now be used to
simulate the harmonic emission of aggregate customers for simulations of low-voltage net-
works. Fig. 6.8 shows the extension of the original stochastic model (Model of residential
low-voltage networks) to obtain the harmonic currents of aggregate customers (c.f. Fig. 5.1).
The input parameters are the total amount of customers in the network (nu TOT), the amount
of groups of customers (mcg), the harmonic order and the type of customers in the network.
With nu TOT and mcg the number of customers in a group ncg can be calculated , and with
it the stochastic model is applied as explained in the previous chapter (referring to Fig. 5.1,
nu = ncg). The number of customers in a group should be between 30 and 60 customers. The
CAF (h) factor is calculated and finally used to correct the magnitude of the harmonic currents
obtained with the stochastic model. The output is the harmonic magnitudes and phase angles
of ncg aggregate customers that are connected to a low-voltage network with a total of nu TOT
residential customers.

Stochastic Model
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B B B

C C C
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Figure 6.8.: Model of aggregate customers for the analysis of low-voltage networks

6.3. Model validation

The model of aggregate customers is validated in a similar way as the model of residential
low-voltage networks explained in the previous chapter. Using the same cases defined in Table
5.3, and assuming ncg = 30, the number of groups mcg is obtained and the stochastic model is
applied to obtain the harmonic currents of the mcg groups of aggregate customers for each case.
Then, the phasor sum of the harmonic currents of the mcg groups of customers is calculated

(Î
(h)
TOT in eq. 6.2), and compared with real measurements of low-voltage networks. The process

is repeated 100 times to cover the different outputs of the stochastic model.

Fig. 6.9 compares the statistics of harmonic magnitudes and phase angles of the measured
(dots) and simulated (bars) data for the third, fifth and seventh harmonics for customer con-
figuration C1 (figures of the other harmonic orders in appendix D). The bars represent the
variation of the respective statistics for the 100 simulations of each case. The central tendency
of magnitudes and phase angles are good represented, but the dispersion of both variables
is slightly lower. Comparing Fig. 6.9 with Fig. 5.18, it is clear that the extended stochastic
model results in a lower variation of harmonic magnitudes and phase angles, which is caused
by some level of cancellation of harmonics currents from the aggregate customers in the pha-
sor sum. However, the statistical characteristics of the harmonic magnitudes and phase angles
are still very close to the statistical characteristics of real networks, and the model of aggregate
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6. Model of aggregate residential customers

customers can be applied for analysis of low-voltage networks.

In this case, the model also has more inaccuracies in the representation of the 13th and 15th

harmonics, especially in their phase angles. As discussed before, this is the result of the higher
variation of harmonic magnitudes and phase angles that can not be accurately represented
with the selected time-series stochastic model. However, the model can give a good approxi-
mation of the magnitudes and phase angles of the 13th and 15th harmonics that can be useful
for approximate analysis in low-voltage networks.

The unbalance of the simulated harmonic currents is also compared with the real harmonic un-
balance of low-voltage networks. Fig. 6.10 shows the comparison for the 95th percentile of the
aggregate harmonic unbalance factor (AHU (h)) of the third, fifth and seventh harmonics. In all
cases, the model shows very good response, indicating that the model of aggregate residential
customers represents accurately the harmonic unbalance of residential networks.
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Figure 6.10.: Comparison of the 95th percentile of the AHU factors obtained with measurements
of residential networks (points) and estimated data (grey bar)

6.4. Chapter summary

The characteristics of the magnitudes and phase angles of aggregate residential customers de-
pend strongly on the amount of customers. Single customers show a random variation of
harmonic magnitudes and phase angles where no daily pattern of harmonic magnitudes or
prevailing direction of harmonic phase angles can be defined. As the amount of aggregate cus-
tomers increases, the harmonic magnitudes begin to show a smooth time-series characteristic
and the harmonic phase angle reduces its diversity and concentrates more and more in one di-
rection. In case of aggregates with more than 30 customers, smooth time-series of the harmonic
magnitudes and a prevailing direction of harmonic phase angles can be clearly identified. Con-
sequently, the time series stochastic model presented in chapter 5 can be correctly applied for
the representation of minimum 30 aggregate customers.

A top-down approach was applied in order to extend the original stochastic model to represent
groups of minimum 30 customers (feeder, feeder section) that can be used in simulations of
low-voltage networks. The applied top-down approach does not change the parameters of
the original stochastic model, but introduces a new variable, the Customers aggregation factor
CAF , that modifies the harmonic magnitudes in order to include the complex aggregation
characteristic of harmonic currents in low-voltage networks. The extended model is verified
using measurement of real networks, given satisfactory results.

The model of aggregate customers is useful for the simulations of low-voltage networks, where
the residential customers can be aggregated in several groups. The extended model has the
limitation that only groups of minimum 30 customers can be simulated. For some analyses,
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6.4. Chapter summary

the model of single customers or smaller number of aggregate customers are required, and
for those analyses the presented model is not suitable. For those cases, a different modeling
methodology is recommended, where the high random variation of harmonic magnitudes and
phase angles of single customers is better represented.
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7. Application example

The stochastic model of residential low-voltage networks is used in a simulation of a medium-
voltage network in order to show its applicability and its advantages for a more reliable anal-
ysis. In this case, the impact of the massive use of electric vehicles on the medium-voltage
networks is studied.

The chapter is divided in two main parts. The first part explains the simulation framework,
including the characteristics of the simulated network, and the representation of the electric ve-
hicles and residential customers. The second part shows the results of the simulations and dis-
cusses the impact of the increasing number of electric vehicles on the low-voltage and medium-
voltage networks.

7.1. Simulation framework

Real medium-voltage networks are very diverse, with different configurations (meshed or ra-
dial), components (cables, overhead lines, transformers, etc), and type and number of con-
nected customers (residential, commercial and industrial customers). The electric characteris-
tics of the network lead to different behavior in terms of harmonic propagation, due to differ-
ent characteristics of the harmonic impedances and harmonic sources. Therefore, the following
analysis is made on a synthetic network instead of a real network configuration, where com-
plete control of the parameters and characteristics of the network is possible. The use of a syn-
thetic network allows a better understanding of the interaction between the harmonic emission
of residential customers and the harmonic emission of electric vehicles.

Different cases with different penetration percentages of electric vehicles were defined. Table
7.1 details each of the simulation cases, including the resulting number of electric vehicles in
each low-voltage network. It is important to clarify, that the number of electric vehicles of
the table corresponds to the total amount of devices that can be connected during the day,
i.e. the amount of customers that own an electric vehicle. This has to be differentiated from the
number of electric vehicles that are connected to the network at some time instant. The number
of electric vehicles connected to the network is obtained based on a stochastic scheme, which
will be explained in detail below.

Table 7.1.: Simulation cases for the application example
Simulation

case
Percentage of EVs in

the network
Total number of EVs in

the MV network
Total number of EVs in

each LV network
Sim 1 0% 0 0
Sim 2 10% 1000 20
Sim 3 30% 3000 60
Sim 4 50% 5000 100
Sim 5 70% 7000 140

The simulation cases were selected in order to analyze step-by-step the influence of the in-
creasing number of electric vehicles in medium-voltage networks. However, the cases may not



7. Application example

represent real future scenarios, especially cases Sim 4 and Sim 5 which consider a very high
amount of electric vehicles in the network that may not be seen in the future. The analysis is
limited to the third, fifth and seventh harmonics.

The complete characteristics of the synthetic network, and the modeling characteristics of the
aggregate residential customers and the electric vehicles are described in the following subsec-
tions.

7.1.1. Synthetic medium-voltage network characteristics

Fig 7.1a shows the synthetic medium-voltage network, which consists of ten feeders, each with
five low-voltage networks. Each of the low-voltage networks (LV1 ... LV50) has 200 residential
customers, which were represented with a Norton equivalent. Besides, the aggregate electric
vehicles (sum of all electric vehicles in a low-voltage network) were also represented with a
Norton equivalent (c.f. Fig. 7.1b).
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Figure 7.1.: Simulated medium-voltage network

The distribution of the low-voltage networks on the feeders and the characteristics of the lines
and transformers were selected in order to have a symmetric network, where the harmonic
propagation can be easily comprehended. Therefore, each feeder has the same length, the low-
voltage networks are equally distributed along the feeder and all MV/LV transformers are of
the same type and size. The selected types of lines and transformers correspond to the most
common type of both elements in European distribution networks, according to information
provided by several network operators and references [29, 43, 106]. The electric characteristics
of the lines and transformers are detailed in Tables 7.2 and 7.3.

7.1.2. Model of Residential customers

The harmonic currents I
(h)
RC of the corresponding Norton equivalent were generated with the

stochastic model presented in chapter 5. The total number of customers (nu) is fixed to 200,
while the type of customers (C1 or C2) were selected randomly for each low-voltage network
(c.f. Fig. 5.1). The magnitude and phase angle of the third, fifth and seventh harmonics during
one day were generated separately for each low-voltage network, i.e. the model was applied
50 times to generate the harmonic emission of all low-voltage networks.
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7.1. Simulation framework

Table 7.2.: Underground cable characteristics
Lines Length

[m]
Type of
cable

Cross-sectional
area [mm2]

RAC (20°C)
[Ω / km]

X
[Ω/km]

Rated
current [A]

L1 . . . L50 500 NA2XS2Y 120 0.343 0.275 320

Table 7.3.: Transformers characteristics
Transformer Rated power

[MVA]
Rated

voltage [kV]
Vector
group

Short-circuit
voltage [%]

Cooper
losses [kW]

TMV 25 110 / 20 Dyn1 12 25
TLV1 ... TLV50 0.63 20 / 0.4 Dyn5 6 6.9

In order to have a more realistic propagation of harmonic currents in the network and a better
estimation of the harmonic voltages, an equivalent harmonic impedance of the residential cus-
tomers Z

(h)
RC is also included. This impedance is a RL∥RC circuit as shown in Fig. 7.2, which

values were estimated based on the equivalent impedance of individual residential curstomers
presented in [95]. In this case, the equivalent impedance Z

(h)
RC of the aggregate customers cor-

responds to the parallel connection of the impedance of 100 individual residential customers,
which represents approximately the average value of the total impedance of the 200 aggre-
gate residential customers. It is clear that the equivalent impedance of aggregate residential
customers varies during the day and it depends on the type of customers (C1 or C2) and the
characteristics of the low-voltage network (e.g. types of lines, length of the lines, transformer
size, etc.), but as this information is not available, only an average impedance can be imple-
mented. As mention in [95, 123] more detailed studies about the behavior of network harmonic
impedance and the equivalent impedance of aggregate customers are required, especially be-
cause the increase of electronic equipment has an increasing impact on the network harmonic
impedance, and consequently, an impact on the level of the harmonic voltages and harmonic
currents in distribution networks (more details in [28]).

Fig. 7.2b and Fig. 7.2c show the frequency response of the impedance Z
(h)
RC. The impedance

shows a small resonance at 200Hz (4th harmonic) and a capacitive nature due to the high
amount of electronic household appliances [95].

5 mΩ 

500 uF 0.95 mH

1.3 Ω 

0 4 8 12 16 20
h 

0

0.5

1

1.5

2

2.5

0 4 8 12 16 20-100

-80

-60

-40

-20

0

20

(
)

R
C

(
)

h
ab

s
Z

in
Ω

(
)

RC
ar

g(
)

h
Z

in
°

h 
(a) RL∥RC equivalent

5 mΩ 

500 uF 0.95 mH

1.3 Ω 

0 4 8 12 16 20
h 

0

0.5

1

1.5

2

2.5

0 4 8 12 16 20-100

-80

-60

-40

-20

0

20

(
)

(
)

R
C

ab
s

in
Ω

h
Z (

)
(

)
RC

ar
g

in
°

h
Z

h 

(b) Magnitude Z
(h)
RC

5 mΩ 

500 uF 0.95 mH

1.3 Ω 

0 4 8 12 16 20
h 

0

0.5

1

1.5

2

2.5

0 4 8 12 16 20-100

-80

-60

-40

-20

0

20

(
)

(
)

R
C

ab
s

in
Ω

h
Z (

)
(

)
RC

ar
g

in
°

h
Z

h 

(c) Phase angle Z
(h)
RC

Figure 7.2.: Equivalent impedance of 200 aggregate residential customers
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7. Application example

7.1.3. Model of aggregate electric vehicles

The current I(h)EV and the impedance Z
(h)
EV of the Norton equivalent of the aggregate electric ve-

hicles are estimated based on the harmonic emission of real electric vehicles, and a stochastic
scheme that simulates the amount of electric vehicles connected during the day. The following
section shows the results of different laboratory measurements, which were used to character-
ize the harmonic emission and the input impedance of different single-phase electric vehicles.
Next, the estimation of the Norton equivalent of the aggregate electric vehicles is explained in
detail.

Measurement results of single-phase electric vehicles

The harmonic emission and harmonic impedance of five single-phase electric vehicles from
different manufacturers were measured in the laboratory, where the magnitude and distortion
of the supplied voltage can be easily controlled. The measurement system is not only able to
measure with high accuracy the continuous harmonic emission of the electric vehicles during
their complete charging cycle, but also their harmonic impedance. The characteristics of the
measurement system are detailed in [28, 99].

Fig. 7.3 shows the average harmonic current magnitudes and phase angles of the electric ve-
hicles during the charging-state. The electric vehicles were measured with a flat-top voltage
waveform (c.f. section 2.2.1), in order to characterize the harmonic emission of electric vehi-
cles in typical low-voltage networks. There are significant differences in the harmonic current
magnitudes of the five electric vehicles, which result from the different electric circuits of the
charging boxes implemented by each manufacturer. However, all devices have an active PFC
topology, with a THDI below 10% and a power factor higher than 0.98. All harmonic currents
have a magnitude below 5% of the fundamental current (fundamental currents range between
11A and 16A). There are also significant differences in the harmonic phase angles, except for
the third and fifth harmonics. The low diversity of phase angles of the third and fifth harmonics
can result in a lower cancellation effect between electric vehicles (c.f. section 2.2.2).

The frequency dependent input impedance of each electric vehicle is shown in Fig. 7.4. The
impedance is also different for each electric vehicle, but all show a capacitive behavior. To sim-
ulate the impedance in DigSilent, the RL∥RC equivalent circuit of Fig. 7.4a was obtained. The
values of the different elements of the RL∥RC equivalent circuit can be adjusted to get a better
representation of the real input impedance of each electric vehicle, but in order to simplify the
simulation, an equivalent input impedance that represents approximately the behavior of all
selected electric vehicles was used (black line in Fig. 7.4b and Fig. 7.4c).
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Figure 7.3.: Harmonic currents of five electric vehicles under flat-top voltage waveform
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Figure 7.4.: Equivalent impedance of single EVs

Estimation of the Norton equivalent

According to the number of charging electric vehicles connected to the network (nEV), the
parameters of the Norton equivalent change. The value of the aggregate current I(h)EV is obtained
with the phasor sum of the harmonic currents of the nEV electric vehicles, while the impedance
Z

(h)
EV is the result of the parallel connection of nEV equivalent impedances. The value of nEV

is obtained based on a stochastic scheme, that seeks to represent the random connection of
the electric vehicles in the network during a typical day. The following criteria was used to
estimate nEV:

• The connection time (time at which an electric vehicle is connected to the network) of
each electric vehicle is obtained with the probability distribution of Fig. 7.5a provided by
[54]. According to it, the electric vehicles are mostly connected during the evening.

• The charging time of each electric vehicle depends on the charging state of the batteries
which is linked to the speed and the distance driven by the customer during the day. To
simplify the problem, the charging time is obtained randomly from a uniform distribution
between 0 and 6 hours.

• It is assumed that each electric vehicle is charged only once per day.

• The line conductor at which each electric vehicle is connected is selected randomly with
a discrete uniform distribution.

Fig. 7.5b shows exemplary the number of connected electric vehicles (nEV) in one low-voltage
network during one day for case Sim 2. The electric vehicles are connected at different times
after midday, and it is after 6 p.m. (usual time when most of the people return home) when
most electric vehicles are connected to the network. The number of connected electric vehicles
is also different between the line conductors. In this case, most of the electric vehicles are
connected to line conductors A and B.

Based on the amount of connected electric vehicles, the current I(h)EV and the impedance Z
(h)
EV of

each Norton equivalent are estimated. The type of electric vehicle that each customer ownes
is assigned randomly from the set of the five electric vehicles available. Fig. 7.6 shows the
corresponding variation of the seventh harmonic current magnitudes and phase angles of the
example in Fig. 7.5b. The random connection of the electric vehicles, results in a high variation
of the harmonic magnitudes and phase angles during the day. In a similar way, the values
of RL∥RC equivalent that compose the impedance Z

(h)
EV are obtained. The values of the Nor-

ton equivalent of the aggregate electric vehicles are obtained separately for each low-voltage
network and each simulation case.
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Figure 7.5.: CDF of the connection time of electric vehicles during the day obtained from [54]
and example of the number of connected electric vehicles in one network for case
Sim 2
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Figure 7.6.: Example of the harmonic emission of the electric vehicles connected to one LV net-
work for case Sim 2

7.2. Simulation results

The medium-voltage network under the different simulation cases was simulated in DigSilent.
The simulation initiates with the calculation of the load flow, which is used to verify that the
voltage at all busbars are inside the ±10% band of the nominal voltage, and the transformers are
not overloaded. Next, the harmonic load flow is calculated, and with it all harmonic voltages
and harmonic currents at the different network elements are estimated. Finally, the network
harmonic impedance at the main busbar (NMV0) is obtained with a frequency-sweep.

As the emission of the residential customers and electric vehicles are changing in time, the
simulation has to be repeated in order to calculate the harmonic load flow and frequency sweep
at each time instant. A python script was implemented in order to run the simulation for each
minute. In each iteration, the elements of the Norton equivalents are updated, and the results
of the simulation are saved.

The harmonic voltages and currents at some elements in the network are selected for the anal-
ysis. Specifically, the elements marked in a grey boxes in Fig. 7.1 were selected (the busbars
NMV0, NMV5 and NLV5, the transformers TLV5 and TMV, and the line L1). As the synthetic
network is completely symmetric, the results of the other elements are similar.
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7.2. Simulation results

Harmonic currents

Fig. 7.7 shows the variation of the third, fifth and seventh harmonic magnitudes (upper graphs)
and the polar plot of the harmonic currents on the line L1 obtained for each simulation case dur-
ing the evening (6pm and 10pm). The increase of electric vehicles causes a significant positive
change in the fifth harmonic currents, and a slightly increase in the seventh and third harmonic
currents, especially during the evening when more electric vehicles are connected. The electric
vehicles also cause a significant change in the phase angles of the fifth and seventh harmonics.
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Figure 7.7.: Harmonic current at line L1, line conductor A. Time series of the harmonic magni-
tudes (upper graphs) and polar plot of harmonic currents between 6pm and 10pm

The impact of the electric vehicles is the result of the summation of the harmonic currents from
the electric vehicles and the residential customers. To illustrate this point, Fig. 7.8 shows the
harmonic currents at the low-voltage side of the transformer TLV5 during the evening for sim-
ulation cases Sim 1 (blue) and Sim 5 (green), and the direction of the harmonic currents of the
electric vehicles (grey areas) according to the characterization presented in Fig. 7.3. When there
are no electric vehicles connected, the simulated harmonic currents show the phase angle di-
rection of aggregate residential customers, i.e. around 200◦ for the third harmonic, 330◦ for the
fifth harmonic and 120◦ for the seventh harmonic. With the increase of electric vehicles, the
third harmonic increases because the electric vehicles have a similar direction of the harmonic
phase angles as the residential customers, resulting in a low cancellation between both har-
monic currents. On the other side, the fifth harmonic magnitude decreases, because the phase
angle of the electric vehicles is about 150◦ shifted with respect to the residential customers,
which results in some cancellation between both currents. Moreover, the phase angles of the
fifth harmonic shifts in direction of the electric vehicles. The seventh harmonic has a low vari-
ation because the electric vehicles have different phase angle directions, which results in a low
cancellation with the seventh harmonic currents from the residential customers.

As expected, most of the third harmonic currents do not propagate to the medium-voltage net-
work due to the use of delta-wye transformers. However, as the harmonic currents are unbal-
anced, there is a part of the triple harmonics that propagate to the medium-voltage networks,
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Figure 7.8.: Change of the harmonic currents at the low-voltage side of the transformer TLV5.
Blue: Sim 1, Green: Sim 2

which can not be neglected. The amount of triple harmonics that propagate to the medium-
voltage network depends on the balanced connection of the electric vehicles and other elec-
tronic devices on the three line conductors. This aspect is of high importance, especially in the
planning of the network in the near future.

Harmonic voltages

With the increase of electric vehicles, the voltage distortion in the distribution network is also
affected. Fig. 7.9 show the 95th percentile of the THDU and the third, fifth and seventh voltage
harmonics on two busbars at the low-voltage and medium-voltage side (busbars NLV5 and
NMV0). In both busbars, a clear decrease in the total harmonic distortion is observed. The
third harmonic increases clearly on the low-voltage network, but this increase is not significant
on the medium-voltage network. The fifth harmonic decreases, while the seventh harmonic
increases on both busbars. However, the results from cases Sim 4 and Sim 5 are very similar,
which indicates some kind of saturation which is reached when the harmonic emission in the
network is mainly caused by the electric vehicles. Nevertheless, the case when more than 30%
of the customers own an electric vehicle is not expected in the near future.
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Figure 7.9.: 95th percentile of the THDU and the voltage harmonics at busbars NLV5 and NMV0
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7.3. Chapter summary

Network harmonic impedance

Fig. 7.10 shows the variation of the network harmonic impedance at the main busbar (busbar
NMV0) with the increasing penetration of electric vehicles. The figure on the left shows the
variation of the network impedance at 10 a.m., when there are few electric vehicles connected;
and the figure on the right shows the network impedance at 8 p.m., when the amount of electric
vehicles is high. The figures show clearly that the electric vehicles have a positive impact on
the network impedance, reducing the high resonance at approximately 550Hz (11th harmonic).
For case Sim 2, a change of more than 50Ω at the resonance frequency is obtained, which
indicates that with a small penetration of electric vehicles, a considerable change in the network
impedance has to be expected.
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Figure 7.10.: Network harmonic impedance at node NMV0

The extremely high magnitude of the network harmonic impedance at the resonance frequency
in the synthetic network may be not realistic. However, resonances of the network impedance
in the range between 400Hz and 1000Hz have also been seen in measurements of real medium-
voltage networks [75]. Therefore, it is expected that the massive use of the electric vehicles will
have a positive impact, which will be reflected on the levels of the 11th, 13th and 15th harmonics.

7.3. Chapter summary

The stochastic model presented in this thesis was used in an application example, where the
impact of increasing number of electric vehicles on a synthetic distribution network was ana-
lyzed. The stochastic model provided an accurate representation of the daily variation of har-
monic magnitudes and phase angles of the harmonic emission of residential customers, which
allowed a more detailed analysis of the impact of the electric vehicles during the day.

The results of the application example showed a positive impact of the electric vehicles on the
fifth harmonic currents and voltages, and a slightly negative impact on the seventh harmon-
ics, which coincides with the results obtained with recent measurements of a real low-voltage
network presented in [100]. However, it is recommended to analyze the impact of electric ve-
hicles on other network configurations with more detailed models of the impedances of the
residential customers, in order to explore other scenarios and get more reliable conclusions.
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8. Conclusions and further work

Harmonic propagation studies of public distribution networks require accurate models of ag-
gregate residential customers (groups of customers) that simulate the harmonic emission of the
multitude of household appliances in the network. Most of the present models were developed
with the component-based approach, where models of individual household appliances are
combined to build the model of multiple customers. This approach requires high amount of in-
put data, like models of individual household appliances and detailed information of customer
behavior and device composition, which is usually not easy to acquire. However, with the in-
creasing number of PQ-analyzers in the networks, the measurement-based approach is now
more and more considered for the modeling of aggregate customers. The measurement-based
approach uses measurements of the network in combination with top-down methodologies to
obtain models of the aggregate customers. Compared to the component-based approach it has
several advantages, like inherent consideration of the real operating changes of the individual
household appliances, variation of customer behavior, effect of line impedances, cancellation
and attenuation effects, etc.

This thesis presents the development of a time-series stochastic model of the low-order har-
monic emission of aggregate residential customers based on a top-down measurement-based
approach. The model represents the daily variation of the harmonic magnitudes and phase
angles. Besides, the model includes the representation of the harmonic unbalances, which is
of great importance for the proper analysis of harmonic propagation in medium-voltage net-
works. The model is parametrized for German networks, but the methodology can be applied
to find the models of other regions or countries. The main findings of the thesis are summarized
below.

Characteristics of the harmonic currents in residential low-voltage networks:

• The characteristics of the magnitudes and phase angles of aggregate residential customers
depend strongly on the amount of customers. Single customers show a random variation
of harmonic magnitudes and phase angles where no daily pattern of harmonic magni-
tudes or prevailing direction of harmonic phase angles can be observed. As the amount
of aggregate customers increases, the harmonic magnitudes begin to show a distinct daily
pattern and the harmonic phase angle reduces its diversity and concentrates more and
more in one direction.

• In case of aggregate customers with more than 30 customers, a clear daily pattern of the
harmonic magnitudes and a prevailing direction of harmonic phase angles can be clearly
identified for the first 15 odd harmonics in most residential networks. The daily pattern
of harmonic magnitudes is linked to the daily activities of residential customers.

• The increase of harmonic magnitude with the number of aggregate customers has a non-
linear characteristic due to the complex (phasor) aggregation of harmonic currents and
the variety of residential customers.

• The magnitude of harmonic currents depends also on the type of customers connected to
the network. Networks with mainly single-family houses have higher harmonic current



8. Conclusions and further work

magnitudes than networks with mainly multi-family houses.

• Residential sites show a similar direction of harmonic phase angles, especially for the
fundamental, third, fifth, seventh, and ninth harmonic orders. For higher harmonic or-
ders, the variation of phase angles is higher for each site, and there are more differences
between sites. There is no clear relation between the type and number of customers with
the harmonic phase angles. Moreover, harmonic phase angles do not show a clear daily
pattern.

• Harmonic current unbalances are mostly higher than 10% and increase considerably with
the harmonic order. Furthermore, harmonic current unbalance is usually not linked to
fundamental current unbalance and can be high even if the fundamental current unbal-
ance is low. It is strongly recommended to include harmonic unbalance in harmonic
studies of low-voltage networks in order to obtain more accurate and realistic results,
especially if the propagation of harmonic currents to the upstream medium-voltage net-
work is of interest.

• Climatic conditions (seasonal variations) and social environment have an influence on the
harmonic emission of residential customers, due to their effect on the customers behavior
and energy consumption. In Germany, the social environment does not show a clear
influence on the harmonic emission characteristics. Different results may be obtained
with measurements from other countries.

Stochastic harmonic emission model of aggregate residential customers

• Using the measurement-based approach, a generic stochastic model that represents the
typical harmonic emission of the residential low-voltage networks was developed. The
model represents the random variations of the first 15 odd harmonic magnitudes and
phase angles, considering the daily variations of harmonic magnitudes and the harmonic
unbalances. This model is useful for the simulation of medium-voltage networks, where
the harmonic emission of the complete residential networks is required.

• Accurate representation of the harmonic unbalance was achieved modeling the symmet-
rical components (balanced and unbalanced harmonic currents), instead of the phase cur-
rents.

– The balanced current magnitude was described with a stochastic time-series model,
which consists of two main parts: a deterministic component (Fourier series) that
describes the daily variations of harmonic magnitudes, and a stochastic component
(autoregressive model of first order) that represents the random variations around
the deterministic component.

– The unbalanced current magnitudes are represented by autoregressive models of
first order that represent the random variation of both unbalanced currents, but in-
cluding the dependence between successive values.

– The balanced and unbalanced current phase angles are described with a von Mises
distribution, which is a circular analogue of the normal distribution.

• A top-down approach was applied to extend the stochastic model of low-voltage residen-
tial networks to represent small groups of customers (feeder or feeder section) that can
be used in simulations of low-voltage networks. The applied top-down approach does
not change the parameters of the original stochastic model, but introduces a new variable,
Customers aggregation factor, that modifies the harmonic magnitudes in order to include
the complex aggregation characteristic of harmonic currents in low-voltage networks.
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Future work

• The Current source model can be used to represent the harmonic emission of aggre-
gate customers only if the network does not have resonances, and the ratio between the
network and the customer impedance is high. However, measurements of low-voltage
and medium-voltage networks have shown that these conditions are not always satis-
fied for all harmonic orders. For those cases, Norton models that include the harmonic
impedance of the customers are recommended.

Comprehensive research projects are required to estimate the harmonic impedance of
the aggregate customers. One of the main challenges is the correct measurement of the
harmonic impedances in the network, which usually requires specialized measurement
systems. Once the measurements of the impedance at several networks are collected, a
model of the impedance can be obtained, allowing a better representation of the aggregate
customers.

• The stochastic model can be extended to include the seasonal variations and trends of
the harmonics, caused by the change in the usage behavior and load composition over
the years. This extension requires continuous monitoring of different networks. How-
ever, the storage of the data becomes a mayor issue. Methods to analyze and extract the
main information of the measurements (data mining) are required, in order to reduce the
amount of information that should be stored.

A possible way to reduce the amount of needed storage is to apply the model presented
in this thesis, to extract the main characteristics of the harmonic magnitudes and phase
angles. In concrete, the model can be applied to each week of measurements and each
measurement site. The obtained parameters are stored, and they can be later applied to
recreate the behavior of the original data, monitor the changes in the harmonic magni-
tudes and phase angles during time, and compare the behavior on different networks.
The memory space required to store the parameters of the model will be considerably
smaller than the memory required to store the original measurement data.

• The low-voltage networks are comprised of other types of customers and loads, like com-
mercial customers, offices, hospitals, photovoltaic systems, night storage systems, etc.
Models that represent those customers or loads are also required for complete and accu-
rate simulations of distribution networks. The modeling methodology presented in this
thesis may be also useful for the modeling of other customers.
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A. Measurement campaign

A.1. Measurement campaign

Measurements of several low-voltage networks were carried out in different cities and towns in
Germany with the collaboration of 32 network operators. The measurements were made at the
low-voltage side of the distribution transformer, either at the whole substation or at one of its
feeders. The RMS voltage and RMS current, the harmonic voltages and harmonic currents up to
50th order, the active, and apparent power and the total voltage and current distortion (THD)
were recorded. Additionally, information about the electrical characteristics of the network
or feeder, the social environment, and the climate conditions during the measurements were
also available. The electrical characteristics were provided by the network operators, while
the information about the social environment and the climate conditions were obtained from
the Federal Statistical Office of Germany [122] and the German Meteorological Service [41],
respectively. Fig. 4.1 shows all the available parameters that describe the electrical and non-
electrical characteristics of each of the measured sites.

Each site was measured with a single type of power quality analyzer, which complies with IEC
61000-4-30 class A [68]. The measurement period was between 1 to 4 weeks with an aggregation
interval of 1 minute. Harmonic magnitudes were aggregated according to the IEC 61000-4-
30 (RMS value), while the harmonic phase angles were aggregated based on the phasor sum
of the 10-period harmonic phasors measurements in the considered aggregation interval, as
explained in [18, 96]. The reference of the harmonic phase angles of each line conductor is the
zero-crossing of the voltage fundamental of the respective line conductor, i.e. the "absolute"
phase angles as defined in the standard IEC 61000-3-12 [67] were obtained. In this thesis only
the magnitude and phase angle of the harmonic currents were further processed.

The measurement campaign was carried out during winter, when the emission levels in Ger-
many are in general slightly higher compared to the summer months [44]. Moreover, the mea-
surements were made during the same year and during the same season in order to reduce the
influence of seasonal variations and trends.

Moreover, networks with a high number of photovoltaic systems were also not considered.
The impact of photovoltaic systems on the harmonic levels of low-voltage networks has been
studied over the last decades, and several dedicated measurements have corroborated that the
level of harmonic currents in the network change when photovoltaic systems are introduced
(e.g. [101, 112, 115]). Therefore, only sites with no or a very small penetration of distributed
generation were selected (penetration of distributed generation is measured with the ratio of
the rated power of the distributed generators PG TOT and the rated power of the distribution
transformer Sr T. Low penetration: PG TOT ≤ 0.1 · Sr T [96]).

The sample contains 76 sites located in different regions in Germany and from different types
of settlements. Fig. A.1 shows the percentage of networks from different types of settlements
which were defined according to the population density ρpop as follow:

• Rural settlement: ρpop ≤ 100 habitants/km2

• Suburban: 100 < ρpop ≤ 1000 habitants/km2
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• Urban: 1000 < ρpop ≤ 2000 habitants/km2

• Highly urban: ρpop > 2000 habitants/km2

9%

36%
32%

24%
Rural

Suburban
Urban

Highly urban

Figure A.1.: Distribution of the low-voltage networks according to the type of settlement.

The sites also have different consumer and network topologies (c.f. Fig. 4.1 ). In order to
facilitate the classification of the measured sites according to their electrical characteristics, the
following categories were defined:

• Customer topology: Indicates the type of housing of the customers. This category is
subdivided into the following subcategories:

– C1 - Residential sites where the number of customers living in single-family houses
represents at least 80% of the total number of customers: nu SFH ≥ 0.8 · nu TOT.

– C2 - Residential sites where the number of customers living in apartments represents
at least 80% of the total number of customers: nu APT ≥ 0.8 · nu TOT.

– M1 - Residential sites where the number of customers living in single-family houses
predominates: 0.5 · nu TOT ≤ nu SFH < 0.8 · nu TOT.

– M2 - Residential sites where the number of customers living in apartments predom-
inates: 0.5 · nu TOT ≤ nu APT < 0.8 · nu TOT.

• Network configuration: The network configuration is mainly determined with the short-
circuit power of the distribution transformer (Sk T) and the total length of the lines in the
network or feeder (ℓTOT):

– T1 - Low short-circuit level: Sk T ≤ 8 kVA

– T2 - Medium short-circuit level: 8 kVA < Sk T ≤ 13 kVA

– T3 - High short-circuit level: Sk T > 13 kVA

– N1 – Small-sized network: ℓTOT ≤ 1000 m

– N2 – Medium-sized network: 1000 m < ℓTOT ≤ 3000 m

– N3 – Large-sized network: 3000 m < ℓTOT ≤ 6000 m

– N4 – Large-sized network: ℓTOT > 6000 m

Fig. A.2 shows the percentage of sites with different electrical characteristics organized accord-
ing to the type of settlement. As expected, single-family houses are more common in rural and
suburban areas, while urban and highly urban areas have more multi-family houses or larger
buildings with several apartments. On the other side, the network configuration seems to be
similar in all types of settlements, i.e. the type of transformer and the length of the lines depend
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on the amount and type of customers and the physical distribution of the customers, and is not
linked to the type of settlement.
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Figure A.2.: Percentage of measured residential sites according to their electrical characteristics
and the type of settlement

In summary, the sample contains measurements of several residential low-voltage distribution
networks with different electrical characteristics. The sample contains data from residential
customers of different regions in Germany living in different types of settlements, which guar-
antees the inclusion of customers from different social environments. The sample was made
during the same year and during the same season (winter) in order to reduce the influence of
seasonal variations and trends.

A.2. Measurement procedure

A.3. Data cleaning

Data cleaning (also known as data cleansing or data screening) is the process of identifying
and correcting corrupt or inaccurate records from a data set [85]. This process detects not only
missing or inaccurate data, but also measurements that depart from the assumptions on which
the analysis is based. This process can be divided into different tests in order to detect the
erroneous data under different conditions.

In order to clean the measured current and voltage harmonic magnitudes and phase angles,
the cleaning process is divided into two steps. The first step consists of an accuracy test which
identifies missing data and data that is below the accuracy threshold of the measurement de-
vice, i.e. data that was not accurately obtained. The second step is a plausibility test where
different graphical representations are used to determine if the data seems reasonable. Only
the first 15 odd harmonics are analyzed, in accordance with the objective of this thesis.

A.3.1. Accuracy test

Inaccurate and missing measurements are determined using the following criteria:
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1. Measurements below the threshold of the measurement instrument or above the range of
the measurement probes (Table A.1) are considered inaccurate.

2. Harmonic magnitudes with a value of exactly 0.0 are considered as missing values. Also
all measurements declared as "NaN" (not a number) or "Inf" (infinite) by the measurement
device are consider as missing values.

3. It is assumed that harmonic magnitudes and phase angles are measured accurately simul-
taneously. If a harmonic magnitude (or harmonic phase angle) is inaccurate or is missing,
it is assumed that the corresponding harmonic phase angle (or harmonic magnitude) is
inaccurate too.

Table A.1.: Threshold of the measurement instrument
Variable Range Threshold Error harmonic

(RMS values) harmonics magnitude phase angle
Voltage 0 - 830V 0.1V < 10% < 5◦

Current 1 - 3000A 0.1A < 10% < 5◦

The range of the measurement probes was obtained from the handbook of the measurement
device. The accuracy threshold of the measurement instrument was obtained by laboratory
testing using a high precision measurement system capable to generate three-phase balanced
voltages and currents with different harmonic content (harmonics of different order with dif-
ferent magnitudes and phase angles). The verification was made by setting a voltage of 230V
and a current of 20A. Then, harmonic voltages and currents were added to the main signals
using discrete steps and the error between the real harmonic voltages and currents (the pro-
grammed values) and the values measured with the measurement instrument was calculated.
The threshold is selected as the value of the harmonic voltage and harmonic current magni-
tudes with a maximum error of 10% and 5◦ for harmonic phase angles. An example of the
procedure applied for voltage harmonics can be found in [92].

A site was only included in the further analysis if more than 95% of the data was still available
after the accuracy test for the first 15 odd harmonics. From the test, 5 sites were excluded from
the analysis. That reduces the initial dataset to 71 sites.

A.3.2. Plausibility test

Different types of graphs were used in order to characterize and compare the harmonic emis-
sion of the available residential sites and identify measurements that are conspicuously differ-
ent from the others. Initially, time series plots were used to verify that the fundamental current
and the third and fifth harmonic current magnitudes had a clear daily behavior over all mea-
sured days. The time-series plots allowed an easy identification of atypical sites where the
daily variation of harmonic magnitudes was clearly different from the typical daily behavior.
As an example, Fig. A.3 shows the time series plots of two residential sites, one with a typical
behavior (Site A) and another with an atypical behavior (Site B). Site B has a different daily pat-
tern with a high power consumption during the night, which is not usual in pure residential
networks. Site B has mainly residential customers, but it also has a considerable number of stor-
age heaters that clearly affect the magnitude of the fundamental current and some harmonic
currents.

Storage heaters are three-phase linear loads that are turned on during different time periods of
the day, but mainly during the night when the energy cost is low. These loads increase the con-
sumed active power and consequently the fundamental current which can be easily identified
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Figure A.3.: Time-series and polar plot of the fundamental current and fifth harmonics for two
residential sites. blue: line conductor A; green: line conductor B; red: line conductor
C

with the time-series plot. In some cases the connection of the storage heaters also increased the
harmonic currents, as in site B for the fifth harmonic between 2 am and 6 am. This response is
caused by the considerable decrease of the impedance, which causes the increase of not only
the fundamental current but also all positive and negative sequence harmonics produced due
to the already distorted voltage. However, the impact depends on the power consumption of
the storage heaters in relation to the power consumed by the residential customers. Comparing
all time-series plots, it was identified that 14 sites have storage heaters.

Using the same methodology, it was recognized that some sites with shopping centers, con-
struction zones, and institutions (schools, medical centers, etc.) also presented a different be-
havior. The impact of other types of customers on the behavior of the feeder or network de-
pends on the power consumption of such customers in relation to the power consumed by the
residential customers. As this information is not known, the time-series plots were an effective
tool to identify measurements that reveals the behavior of residential customers.

Besides time-series plots, polar plots were also used to identify sites with atypical behavior.
Harmonic phase angles do not show a clear daily pattern as harmonic magnitudes, but their
variation range is similar between different sites. Comparing the polar plots of all the sites
and the first 15 odd harmonics (see e.g. the top left graphs of Fig. A.3), one recognizes that
the direction of the "data cloud" is similar and the phase angles vary in a close interval for
most sites and for most harmonics. For example, the phase angle of the fundamental current is
usually between -30◦ and 10◦, while the fifth harmonic is between 300◦ and 360◦, as with site A
in Fig. A.3. The variation of harmonic phase angles increases with the harmonic order, and the
presence of other non-residential loads can affect the direction of the cloud considerably. For
example, most of the sites with storage heaters presented more disperse data clouds, as with
site B in Fig. A.3 for the fifth harmonic.
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The time-series and polar plots allowed for the identification of atypical sites where the varia-
tion of harmonic magnitudes and/or phase angles was clearly different from most sites. Since
the objective of this thesis is to analyze and model the harmonic emission of typical residen-
tial customers, only sites that represent the harmonic emission of residential customers were
exclusively considered. Therefore, sites with storage heaters (14), sites with other important
non-residential customers (15), and sites with strange behavior (4) were excluded from the
analysis. The final data set consist of 37 measurements.
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B. Mathematical background

B.1. Directional statistics

Data that is defined on an angular scale cannot be analyzed or modeled with standard sta-
tistical measures and distributions, like median, mean, percentiles, normal distribution, etc.,
because those measures and distributions are defined exclusively for data on a linear scale. On
the angular scale, there is no designated zero, and the designation of high and low values are
arbitrary. Directional statistics are special statistics that take into account the circular nature
of the data. Below is a summary of the different measures for circular data used in this text.
References [53, 89] contain a more detailed description of these measures and many other mea-
sures suitable for circular data. The implementation of each of these measures in Matlab was
possible through the toolbox CircStat [11].

B.1.1. Mean direction

The mean direction is a measure of the location (central tendency) of a set of angles. Given n
angles θ1...θn, the mean direction θMD is calculated by:

θMD = tan−1

(
1
n

∑n
i=1 cos(θi)

1
n

∑n
i=1 sin(θi)

)
(B.1)

B.1.2. Mean resultant length

The mean resultant length is a measure of concentration of the data around the mean direction.
The mean resultant length MRL of n angles θ1...θn is computed by:

MRL =

√( 1

n

n∑
i=1

cos(θi)

)2

+

(
1

n

n∑
i=1

sin(θi)

)2

(B.2)

MRL varies in the interval [0, 1], and the closer it is to 1, the more concentrated the data is
around the mean direction. To determine suitable value ranges for the interpretation of MRL,
simulations based on different groups of synthetic angles were performed. Angles were simu-
lated using a von Mises distribution (see next subsection) with fixed mean direction θMD = 180◦

and κ values from 0 to 30. Fig. B.1a exemplary shows the distribution of the generated data for
κ = 0, κ = 3 and κ = 10 using circular histograms. Fig. B.1b shows the non-linear increase of
MRL with the increase of κ, i.e. with the decrease in the dispersion of the angles. Analyzing
the distribution of the data and the corresponding values of MRL, the following categories are
defined:

• Very low dispersion (MRL ≥ 0.95). The angles have almost the same value.

• Low dispersion (0.89 ≤ MRL < 0.95). The angles have a good similarity and all point to
a similar direction.
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• Medium dispersion (0.8 ≤ MRL < 0.89). The angles are more disperse, but still a general
direction can be identified.

• High dispersion (MRL < 0.8). The angles are wide disperse and a common direction
cannot be identified. The use of a mean direction may be misleading.
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Figure B.1.: MRL values for synthetic data

B.1.3. The von Mises distribution

This is a symmetric unimodal distribution which is the most common model for unimodal
circular data because it is considered a circular analogue of the normal distribution. The prob-
ability density function is given by [89]:

VM(θ;µ, κ) =
1

2πI0(κ)
eκ·cos(θ−µ) (B.3)

where I0(κ) is the modified Bessel function of order zero, µ is the measure of location, i.e. the
mean direction (µ = θMD), and κ is the concentration parameter. Fig. B.2 shows the von Mises
distribution with µ = 180◦ and different κ values. The higher the value of κ, the more concen-
trated are the values around the mean direction µ. When κ = 0, VM(θ;µ, κ) is equivalent to
the uniform distribution [89].
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Figure B.2.: Von Mises distribution with µ = 180◦ and different κ values.

B.2. Symmetrical components for harmonic currents

Three-phase networks (phases A, B and C) usually have unsymmetrical currents with a high
amount of harmonics. These currents can be represented as:

iA(t) =
√
2

∞∑
h=1

I
(h)
A sin

(
hwt+ ϕ

(h)
A

)
iB(t) =
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2

∞∑
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B sin
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hwt+ ϕ

(h)
B

)
iC(t) =
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2
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I
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C sin

(
hwt+ ϕ

(h)
C

)
(B.4)

where I(h) and ϕ(h) are the RMS magnitude and phase angle for the hth harmonic respectively.
The phase angles ϕ(h) are referenced to the zero crossing of the voltage signal in phase A. If the
currents are balanced, the following conditions are satisfied:

I
(h)
A = I

(h)
B = I

(h)
C , (B.5)

ϕ
(h)
B = ϕ

(h)
A − h

2π

3
, (B.6)

ϕ
(h)
C = ϕ

(h)
A + h

2π

3
(B.7)

If there are differences between magnitudes and phase angles between the phases, then the
network has unbalance. The unbalance is better assessed using the symmetrical components
instead of the original phasors. This method is preferred to take into account not only the
differences between magnitudes but also the contributions of the angular displacement (differ-
ences between the phase angles ϕA, ϕB and ϕC) to unbalance. The symmetrical components
are calculated based on the Fortescue transformation, but an additional permutation matrix is
added to rearrange the symmetrical components according to the harmonic order as follows:

i
(h)
b,u1,u2 = Ph+2 ·T−1

120 · i
(h)
A,B,C (B.8)⎡⎢⎣ I
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where I
(h)
A , I(h)B and I

(h)
C are the harmonic current phasor of the harmonic order h. I

(h)
b is the

balanced component, I(h)u1 is the first unbalanced component and I
(h)
u2 is the second unbalanced

component, which are the symmetrical components. The matrix T120 is the transformation
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matrix to calculate the symmetrical components (Fortescue transformation) with a = −1
2 + j

√
3
2

[65]. Finally, the matrix P is a permutation matrix that reorganize the original symmetrical
components according to the harmonic order.

This change in the original Fortescue transformation allows the calculation of the symmetri-
cal components for each harmonic (positive, negative and zero sequence components), but it
reorganizes the results leaving the "characteristic" symmetrical component of each harmonic
as the balanced component. Table B.1 shows the relation between the traditional Fortescue
transformation and the balanced and unbalanced components for the first 15th harmonics as
example.

Table B.1.: Relation between the original Fortescue transformation and the proposed transfor-
mation

Harmonic order h

1 3 5 7 9 11 13 15
I
(h)
b + 0 - + 0 - + 0

I
(h)
u1 - + 0 - + 0 - +

I
(h)
u2 0 - + 0 - + 0 -

If the transformation from symmetrical components to phase currents is required, the following
transformation is applied:

i
(h)
A,B,C = T120 ·P−(h+2) · i(h)b,u1,u2 (B.10)

B.3. Normalization methods

Normalization methods consist of different transformations that are applied to scale the origi-
nal data to a smaller range. Normalization is useful to compare different data sets, especially
time series, with different scales, and to improve the accuracy and efficiency of different anal-
ysis algorithms. The most common normalization methods are:

• Min-max normalization (or range-based normalization) changes the original scale of the
data and fits it to the interval [0 1]. Let the minimum and maximum values of the time
series be denoted by y[min] and y[max], respectively. Then, the original time series value
y(t) is mapped to the new value ynorm(t) in the range [0 1] as follows:

ynorm(t) =
y(t)− y[min]

y[max] − y[min]
(B.11)

This normalization performs a linear transformation of the original time series and it
preserves the relationships among the original data values.

• Z-score normalization (or Zero-mean normalization) uses the mean and standard devia-
tion of the series. Let y[µ] and y[σ] represent the mean and standard deviation of the values
in the time series. Then, the time series value y(t) is mapped to a new value ynorm-z(t) as
follows:

ynorm-z(t) =
y(t)− y[µ]

y[σ]
(B.12)
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B.4. Distance and similarity measures

There are two main types of measures used to estimate the resemblance between curves: dis-
tance measures and similarity measures [85]. Distance measures evaluate the proximity of two
objects. The most used distance measures are:

• Euclidean distance

Let x = (x1, x2, ..., xn) and y = (y1, y2, ..., yn) each be a n-dimensional vector representing
two different time series defined on the same time interval. The Euclidean distance is
computed as:

DME =

√ n∑
i=1

(xi − yi)
2 (B.13)

• Minkowski distance This distance is a generalization of Euclidean distance which is de-
fined as:

DMMg = g

√ n∑
i=1

(xi − yi)
g (B.14)

where g is a positive integer. The well known Manhattan and Chebychev distances are
obtained when g = 1 and g = ∞ respectively.

• Euclidean distance between the Fourier coefficients

The Euclidean distance can also be calculated using the Fourier coefficients of each of
the time series. The Euclidean distance between the time series x and y with Fourier
coefficients xf = ⟨(p0, q0)...(pn−1, qn−1)⟩ and yf = ⟨(r0, s0)...(rn−1, sn−1)⟩ is [109]:

DMFFT =

√n−1∑
i=0

(pi − ri)
2 + (qi − si)

2 (B.15)

It is common to retain only a subset of the Fourier coefficients. The Euclidean distance
between the first fC coefficients is:

DMFFT =

√ fC∑
i=0

(pi − ri)
2 + (qi − si)

2 (B.16)

This distance measure can be decomposed in order to obtain detailed information about
the similitude of the Fourier components of the time series. One of the many possibilities
is to divide the DMFFT between the distance of the constant components (first compo-
nent of the Fourier series with frequency of 0 Hz, that is i = 0), and the distance between
the other Fourier components:

DM2
FFT = DM2

CC +DM2
COMP (B.17)

DMCC =

√
(p0 − r0)

2 + (q0 − s0)
2 = (p0 − r0) (B.18)

DMCOMP =

√ fC∑
i=1

(pi − ri)
2 + (qi − si)

2 (B.19)

DMCC indicates the difference between the constant component (offset) of the time se-
ries, while DMCOMP indicates the difference between the other fC coefficients. DMCOMP
indicates how similar are the two time series without considering the offset.
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If a more detailed analysis of the features of the time series is needed, then the difference
of each component can be calculated. In this case it is better to express the components xf

and yf with their polar equivalent (magnitudes and angles), that means xf = ⟨(m0, α0)...
(mn−1, αn−1)⟩ and yf = ⟨(l0, β0)...(ln−1, βn−1)⟩, where mn =

√
pn − qn, ln =

√
rn − sn,

αn = tan−1 (qn/pn) and βn = tan−1 (sn/rn).

Similarity measures compares two vectors x and y usually looking on the correlation between
both vectors instead on the distance between them. The most used similarity measures are
listed below [60, 126]:

• Cosine measure

Given two vectors x and y, the cosine measure is represented using the inner product as:

SMC =
xTy

∥ x ∥∥ y ∥
(B.20)

where

xTy =
n∑

i=1
xiyi is the inner product between x and y

∥ x ∥=
√

n∑
i=1

x2i is the length of x

∥ y ∥=
√

n∑
i=1

y2i is the length of y

The cosine measure determines whether the vectors are pointing in roughly the same
direction. If SMC = 0 the vectors are at 90◦ to each other and have no match. The closer
the value SMC to 1, the greater the match between vectors.

• Pearson's correlation coefficient

SMP =

n∑
i=1

(xi − µx) (yi − µy)√
n∑

i=1
(xi − µx)

2
n∑

i=1
(yi − µy)

2

(B.21)

where µx and µy are the mean values of vectors x and y respectively. SMP takes values
between −1 (negative correlation) and 1 (positive correlation). A value SMP = 0 indicates
that there is no linear correlation between both vectors.

In order to illustrate the use of these measures, Fig. B.3 shows three different cases and Table
B.2 shows the obtained distance and similarity measures for each case. The first case shows
two similar time series with different offset, the second case correspond to two time series with
some temporal drift and the third case correspond to two completely different time series.

Distance measures DME, DMM∞ and DMFFT are higher for the the first case due to the high
offset difference between the time series, and only DMCC and DMCOMP can accurately indicate
the cause of the differences. Similarity measure SMC variate in a lower range than SMP and it
also quantifies the offset of the time series. Only SMP seems to be able to show the correlation
and similarity between the time series without considering the offset. It is clear that any of the
distance or similarity measures can determine by their own the absolute resemblance between
two time-series.
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(a) Case 1
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(b) Case 2
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(c) Case 3

Figure B.3.: Distances of two curves

Table B.2.: Distance and similarity measures of cases defined in Fig. B.3

Case Distance Similarity
DME DMM∞ DMFFT DMCC DMCOMP SMC SMP

1 15.18 0.40 0.4 0.4 0.00 0.966 1,00
2 2.45 0.14 0.082 0.071 0.04 0.995 0.95
3 6.57 0.29 0.245 0.00 0.245 0.944 0.00

For some analyses it is useful to know the maximum possible distance that can be calculated be-
tween curves. Once the maximum is known, a range of acceptance or rejection of the similarity
between curves can be defined. In case of two normalized n-dimensional vectors (time-series
curves) in the interval [0, 1], the maximum distance measures of Table B.3 are obtained. For
similarity measures SMC and SMP the range of variation is always between [0, 1], where 1
means a perfect similarity between curves.

Table B.3.: Maximum values of distance measures for time-series normalized between [0, 1]

DME,max DMMg,max DMFFT,max DMCOMP,max DMDC,max√
n g

√
n

√
2

√
2 1

Most of the distance and similarity measures are usually affected by the noise level of the sig-
nal. Fig. B.4 exemplary shows the variation of the distance and similarity measures of the time
series in Fig. B.3b when a random noise is added. The noise is defined with a uniform distri-
bution with limits [−a a], where a is varied between 0 and 0.08 with steps of 0.01. The error
between the distance and similarity measures is calculated with respect to the case without
noise (a = 0).

The most affected measure with the noise is DMM∞, which with a small noise can generate
errors of 10%. DME, DMFFT and DMCOMP are also highly affected by the noise, but they can
still give accurate results when the noise is small. The similarity measures and DMCC are more
robust to noise. In order to reduce the effect of noise it is recommended to first smooth the
signals though filters or using moving average techniques [137].

Another factor that can influence the results is the scale of the time series. This is a common
problem when electricity consumption patterns from different networks are compared, because
the consumption is related to the amount and type of customers in the network which produces
a different amplitude scaling for each network. To remove the effect of scale, it is recommended
to normalize the data before computing the distance or similarity measures [132].

There are other distance and similarity measures and more sophisticate methods to evaluate
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Figure B.4.: Change in distance measures with the increase of signals noise

the similitude between time series data. For example, the dynamic time warping distance is a
iterative algorithm that aligns the two series so that their difference is minimized [132]. This
method is widely used for speech and signature recognition. Other methods are based on
statistical values or probability tests to check if two curves come from the same distribution
(e.g. [73, 80]). Each method compares different characteristics of the time series; therefore, the
method must be carefully chosen to compare the important characteristics of the time series
depending on the application. In case of daily patterns of electricity consumption and harmonic
emission, the method must preserve the time-stamp characteristic (peaks and valleys cannot be
shifted), and it must be robust to noise and amplitude scaling.
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C. Appendix chapter 5 - Model of
residential low-voltage networks

C.1. Parameters normalized balanced current

Table C.1.: Parameters for normalized balanced current
3rd harmonic 5th harmonic

Values Confidence intervals Values Confidence intervals
Nµ Nσ Nµ Nσ Nµ Nσ Nµ Nσ

C
(h)
0 0.35 0.023 [ 0.34 , 0.36 ] [ 0.019 , 0.030 ] 0.49 0.066 [ 0.47 , 0.52 ] [ 0.053 , 0.088 ]

C
(h)
1 0.29 0.034 [ 0.28 , 0.31 ] [ 0.028 , 0.045 ] 0.20 0.044 [ 0.18 , 0.21 ] [ 0.035 , 0.059 ]

C
(h)
2 0.15 0.017 [ 0.15 , 0.16 ] [ 0.014 , 0.023 ] 0.07 0.032 [ 0.06 , 0.08 ] [ 0.025 , 0.042 ]

C
(h)
3 0.06 0.014 [ 0.05 , 0.06 ] [ 0.012 , 0.019 ] 0.02 0.011 [ 0.02 , 0.03 ] [ 0.009 , 0.015 ]

θ
(h)
1 1.30 0.135 [ 1.25 , 1.35 ] [ 0.109 , 0.176 ] 1.90 0.311 [ 1.77 , 2.02 ] [ 0.246 , 0.423 ]
θ
(h)
2 1.77 0.198 [ 1.70 , 1.84 ] [ 0.159 , 0.262 ] 1.19 0.676 [ 0.92 , 1.46 ] [ 0.533 , 0.927 ]
θ
(h)
3 2.08 0.364 [ 1.95 , 2.20 ] [ 0.295 , 0.475 ] 1.94 0.937 [ 1.58 , 2.30 ] [ 0.741 , 1.275 ]

α
(h)
b 0.94 0.018 [ 0.93 , 0.94 ] [ 0.015 , 0.024 ] 0.95 0.015 [ 0.94 , 0.96 ] [ 0.012 , 0.021 ]

7th harmonic 9th harmonic
Values Confidence intervals Values Confidence intervals

Nµ Nσ Nµ Nσ Nµ Nσ Nµ Nσ

C
(h)
0 0.46 0.062 [ 0.43 , 0.49 ] [ 0.048 , 0.089 ] 0.41 0.050 [ 0.39 , 0.43 ] [ 0.040 , 0.066 ]

C
(h)
1 0.19 0.026 [ 0.18 , 0.20 ] [ 0.019 , 0.038 ] 0.21 0.060 [ 0.19 , 0.23 ] [ 0.048 , 0.079 ]

C
(h)
2 0.09 0.016 [ 0.08 , 0.09 ] [ 0.013 , 0.024 ] 0.14 0.031 [ 0.13 , 0.15 ] [ 0.024 , 0.041 ]

C
(h)
3 0.04 0.016 [ 0.03 , 0.04 ] [ 0.012 , 0.022 ] 0.04 0.016 [ 0.03 , 0.04 ] [ 0.013 , 0.021 ]

θ
(h)
1 1.22 0.384 [ 1.03 , 1.41 ] [ 0.288 , 0.576 ] 1.28 0.345 [ 1.15 , 1.41 ] [ 0.274 , 0.467 ]
θ
(h)
2 1.73 0.352 [ 1.56 , 1.91 ] [ 0.264 , 0.527 ] 1.81 0.292 [ 1.70 , 1.93 ] [ 0.231 , 0.398 ]
θ
(h)
3 1.77 0.491 [ 1.52 , 2.03 ] [ 0.366 , 0.747 ] 2.91 1.028 [ 2.51 , 3.31 ] [ 0.813 , 1.399 ]

α
(h)
b 0.95 0.021 [ 0.94 , 0.96 ] [ 0.016 , 0.031 ] 0.96 0.016 [ 0.95 , 0.97 ] [ 0.013 , 0.022 ]

11th harmonic 13th harmonic
Values Confidence intervals Values Confidence intervals

Nµ Nσ Nµ Nσ Nµ Nσ Nµ Nσ

FC
(h)
0 0.41 0.063 [ 0.37 , 0.44 ] [ 0.046 , 0.100 ] 0.40 0.039 [ 0.36 , 0.44 ] [ 0.024 , 0.096 ]

FC
(h)
1 0.17 0.056 [ 0.14 , 0.20 ] [ 0.042 , 0.087 ] 0.22 0.054 [ 0.17 , 0.27 ] [ 0.035 , 0.118 ]

FC
(h)
2 0.12 0.018 [ 0.11 , 0.13 ] [ 0.013 , 0.029 ] 0.09 0.016 [ 0.07 , 0.10 ] [ 0.010 , 0.035 ]

C
(h)
3 0.03 0.014 [ 0.03 , 0.04 ] [ 0.010 , 0.023 ] 0.05 0.009 [ 0.04 , 0.06 ] [ 0.006 , 0.023 ]

θ
(h)
1 1.48 0.614 [ 1.16 , 1.81 ] [ 0.453 , 0.950 ] 1.60 0.111 [ 1.42 , 1.77 ] [ 0.063 , 0.414 ]
θ
(h)
2 1.92 0.327 [ 1.73 , 2.11 ] [ 0.237 , 0.527 ] 2.16 0.416 [ 1.72 , 2.59 ] [ 0.259 , 1.020 ]
θ
(h)
3 2.74 1.081 [ 2.12 , 3.37 ] [ 0.784 , 1.741 ] 2.88 0.685 [ 2.03 , 3.74 ] [ 0.410 , 1.969 ]

α
(h)
b 0.91 0.069 [ 0.87 , 0.95 ] [ 0.049 , 0.113 ] 0.91 0.035 [ 0.87 , 0.96 ] [ 0.021 , 0.102 ]
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15th harmonic
Values Confidence intervals

Nµ Nσ Nµ Nσ

FC
(h)
0 0.41 0.059 [ 0.38 , 0.44 ] [ 0.044 , 0.087 ]

FC
(h)
1 0.20 0.045 [ 0.18 , 0.22 ] [ 0.034 , 0.068 ]

FC
(h)
2 0.10 0.025 [ 0.09 , 0.12 ] [ 0.019 , 0.037 ]

C
(h)
3 0.05 0.017 [ 0.05 , 0.06 ] [ 0.013 , 0.025 ]

θ
(h)
1 0.84 0.264 [ 0.71 , 0.97 ] [ 0.199 , 0.390 ]
θ
(h)
2 1.42 0.647 [ 1.12 , 1.72 ] [ 0.492 , 0.944 ]
θ
(h)
3 1.80 0.355 [ 1.62 , 1.97 ] [ 0.266 , 0.532 ]

α
(h)
b 0.93 0.042 [ 0.91 , 0.95 ] [ 0.031 , 0.063 ]

C.2. Parameters balanced and unbalanced harmonic phase angles

Table C.2.: Parameters for phase angles
3rd harmonic 5th harmonic

Values Confidence intervals Values Confidence intervals
Nµ Nσ Nµ Nσ Nµ Nσ Nµ Nσ

µ
(h)
b 196 7.2 [ 193 , 198 ] [ 5.8 , 9.4 ] -36 10.4 [ -40 , -33 ] [ 8.4 , 13.7 ]

κ
(h)
b 65 34.9 [ 53 , 78 ] [ 28.2 , 46.0 ] 73 43.7 [ 59 , 88 ] [ 35.4 , 57.0 ]

µ
(h)
u1 154 103.3 [ 119 , 188 ] [ 84.0 , 134.2 ] 191 106.6 [ 156 , 227 ] [ 86.7 , 138.4 ]

κ
(h)
u1 2 1.1 [ 2 , 3 ] [ 0.9 , 1.5 ] 2 1.1 [ 2 , 2 ] [ 0.9 , 1.5 ]

µ
(h)
u2 163 91.1 [ 133 , 194 ] [ 74.1 , 118.3 ] 187 98.9 [ 154 , 220 ] [ 80.4 , 128.5 ]

κ
(h)
u2b 2 1.6 [ 2 , 3 ] [ 1.3 , 2.1 ] 3 2.1 [ 3 , 4 ] [ 1.7 , 2.8 ]

7th harmonic 9th harmonic
Values Confidence intervals Values Confidence intervals

Nµ Nσ Nµ Nσ Nµ Nσ Nµ Nσ

µ
(h)
b 139 20.2 [ 132 , 147 ] [ 16.0 , 27.1 ] -32 19.4328 [ -39 , -26 ] [ 15.8 , 25.3 ]

κ
(h)
b 17 10.9 [ 13 , 21 ] [ 8.7 , 14.5 ] 47 28.842 [ 37 , 58 ] [ 23.3 , 38.0 ]

µ
(h)
u1 165 114.1 [ 127 , 203 ] [ 92.8 , 148.2 ] 178 91.0246 [ 147 , 208 ] [ 74.0 , 118.2 ]

κ
(h)
u1 2 1.4 [ 2 , 3 ] [ 1.1 , 1.9 ] 3 1.89325 [ 2 , 4 ] [ 1.5 , 2.5 ]

µ
(h)
u2 160 110.2 [ 123 , 196 ] [ 89.6 , 143.1 ] 161 97.0351 [ 128 , 193 ] [ 78.9 , 126.0 ]

κ
(h)
u2b 3 1.6 [ 2 , 3 ] [ 1.3 , 2.1 ] 3 1.45735 [ 2 , 3 ] [ 1.2 , 1.9 ]

11th harmonic 13th harmonic
Values Confidence intervals Values Confidence intervals

Nµ Nσ Nµ Nσ Nµ Nσ Nµ Nσ

µ
(h)
b 134 27.4 [ 124 , 144 ] [ 22.0 , 36.5 ] 221 69.2477 [ 197 , 246 ] [ 55.7 , 91.6 ]

κ
(h)
b 15 9.0 [ 12 , 18 ] [ 7.2 , 11.7 ] 5 3.50932 [ 4 , 6 ] [ 2.8 , 4.7 ]

µ
(h)
u1 152 102.7 [ 117 , 187 ] [ 83.3 , 133.9 ] 200 93.1719 [ 169 , 231 ] [ 75.8 , 121.0 ]

κ
(h)
u1 2 1.3 [ 2 , 3 ] [ 1.1 , 1.8 ] 3 1.71639 [ 2 , 3 ] [ 1.4 , 2.3 ]

µ
(h)
u2 188 117.4 [ 149 , 227 ] [ 95.5 , 152.5 ] 140 76.8086 [ 114 , 166 ] [ 62.1 , 100.6 ]

κ
(h)
u2b 3 2.1 [ 2 , 4 ] [ 1.7 , 2.8 ] 2 1.39892 [ 2 , 3 ] [ 1.1 , 1.9 ]
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15th harmonic
Values Confidence intervals

Nµ Nσ Nµ Nσ

FC
(h)
0 0.41 0.059 [ 0.38 , 0.44 ] [ 0.044 , 0.087 ]

µ
(h)
b 181 129.4 [ 138 , 224 ] [ 105.2 , 168.1 ]

κ
(h)
b 7 5.6 [ 5 , 9 ] [ 4.5 , 7.5 ]

µ
(h)
u1 184 105.9 [ 149 , 219 ] [ 86.1 , 137.6 ]

κ
(h)
u1 2 1.3 [ 2 , 3 ] [ 1.1 , 1.8 ]

µ
(h)
u2 213 117.0 [ 174 , 252 ] [ 95.2 , 152.0 ]

κ
(h)
u2b 3 2.0 [ 2 , 3 ] [ 1.6 , 2.6 ]

C.3. Scaling

Table C.3.: Regression results C1

X h
Values Confidence intervals R2

adj
p q r p q r eq. 5.21 eq. 5.22

b

3 0.115 0.989 0.594 [0.088,0.141] [0.946,1.033] [0.586,0.603] 0.967 0.970
5 0.074 0.980 0.419 [0.053,0.095] [0.925,1.034] [0.405,0.432] 0.951 0.884
7 0.144 0.720 0.522 [0.083,0.206] [0.639,0.801] [0.502,0.542] 0.866 0.812
9 0.139 0.689 0.447 [0.077,0.201] [0.604,0.775] [0.436,0.458] 0.822 0.896
11 0.061 0.718 0.678 [0.037,0.085] [0.644,0.793] [0.661,0.696] 0.903 0.918
13 0.012 0.958 0.684 [0.006,0.017] [0.871,1.045] [0.658,0.71] 0.946 0.849
15 0.020 0.825 0.642 [0.007,0.033] [0.705,0.945] [0.617,0.668] 0.743 0.770

u1

3 0.474 0.390 0.978 [0.378,0.569] [0.35,0.43] [0.975,0.982] 0.875 0.997
5 0.183 0.424 0.965 [0.138,0.228] [0.375,0.472] [0.959,0.971] 0.861 0.993
7 0.104 0.449 0.951 [0.08,0.127] [0.406,0.493] [0.942,0.961] 0.910 0.982
9 0.058 0.525 0.899 [0.04,0.076] [0.464,0.586] [0.882,0.916] 0.861 0.937
11 0.045 0.475 0.961 [0.032,0.057] [0.418,0.531] [0.953,0.97] 0.873 0.982
13 0.005 0.935 0.904 [0.003,0.008] [0.837,1.032] [0.887,0.921] 0.834 0.948
15 0.016 0.684 0.927 [0.008,0.025] [0.584,0.783] [0.917,0.938] 0.811 0.979

u2

3 0.418 0.421 0.979 [0.321,0.516] [0.375,0.467] [0.976,0.982] 0.859 0.997
5 0.134 0.523 0.940 [0.096,0.173] [0.467,0.579] [0.929,0.951] 0.871 0.974
7 0.125 0.424 0.949 [0.084,0.166] [0.36,0.489] [0.939,0.959] 0.779 0.981
9 0.079 0.440 0.943 [0.055,0.103] [0.38,0.5] [0.933,0.953] 0.822 0.977
11 0.007 0.905 0.964 [0.004,0.009] [0.829,0.981] [0.957,0.972] 0.880 0.991
13 0.018 0.658 0.937 [0.011,0.025] [0.581,0.735] [0.927,0.947] 0.884 0.983
15 0.024 0.603 0.924 [0.011,0.037] [0.499,0.706] [0.91,0.938] 0.665 0.950
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Table C.4.: Regression results C2

X h
Values Confidence intervals R2

adj
p q r p q r eq. 5.21 eq. 5.22

b

3 2.341 0.364 0.657 [0.884,3.799] [0.261,0.467] [0.645,0.668] 0.712 0.96
5 0.597 0.496 0.53 [0.085,1.11] [0.355,0.637] [0.507,0.554] 0.691 0.829
7 0.006 1.162 0.613 [0.002,0.011] [1.045,1.279] [0.584,0.641] 0.877 0.818
9 0.286 0.505 0.563 [0.1,0.473] [0.397,0.612] [0.548,0.578] 0.719 0.913
11 0.104 0.573 0.682 [-0.017,0.225] [0.382,0.764] [0.661,0.702] 0.349 0.891
13 0.082 0.550 0.777 [-0.028,0.192] [0.331,0.77] [0.745,0.81] 0.208 0.836
15 0.265 0.354 0.82 [-0.046,0.576] [0.16,0.549] [0.78,0.861] 0.626 0.875

u1

3 0.876 0.276 0.965 [0.4,1.352] [0.185,0.367] [0.957,0.974] 0.654 0.988
5 0.387 0.282 0.893 [0.098,0.677] [0.157,0.407] [0.871,0.916] 0.562 0.924
7 0.060 0.563 0.92 [-0.012,0.131] [0.367,0.759] [0.902,0.938] 0.517 0.965
9 0.421 0.132 0.936 [0.092,0.749] [0,0.265] [0.92,0.951] 0.075 0.96
11 0.318 0.133 0.932 [0.069,0.566] [0.001,0.265] [0.916.0.949] 0.417 0.948
13 0.571 0.065 0.962 [-0.117,1.258] [-0.139,0.27] [0.948,0.977] -0.006 0.975
15 0.610 0.007 0.987 [-0.522,1.741] [-0.31,0.323] [0.977,0.997] 0.899 0.997

u2

3 0.708 0.297 0.968 [0.34,1.077] [0.21,0.384] [0.959,0.976] 0.694 0.987
5 0.314 0.315 0.946 [0.052,0.576] [0.176,0.454] [0.933,0.959] 0.521 0.98
7 0.048 0.568 0.974 [0.003,0.093] [0.416,0.721] [0.966,0.982] 0.667 0.993
9 0.126 0.347 0.916 [0.015,0.237] [0.2,0.493] [0.889,0.943] 0.451 0.86
11 0.270 0.170 0.97 [-0.003,0.542] [-0.001,0.34] [0.962,0.977] -0.059 0.99
13 0.210 0.187 0.962 [-0.063,0.483] [-0.031,0.406] [0.942,0.981] 0.802 0.981
15 0.809 -0.033 0.961 [-0.39,2.008] [-0.287,0.221] [0.948,0.975] 0.607 0.988

C.4. Model validation
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Figure C.2.: Comparison of the different statistics of harmonic magnitudes and phase angles
obtained with measurements of residential networks (points) and estimated data
(grey bar) - 15th harmonic - Customer configuration C1
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Figure C.3.: Comparison of the 95th percentile of the AHU factors obtained with measurements
of residential networks (points) and estimated data (grey bar) - 9th, 11th, 13th and
15th harmonics - Customer configuration C1

134



C.4. Model validation

M
ed

ia
n 

Pe
rc

en
til

e 
ra

ng
e

M
ea

n 
di

re
ct

io
n

M
ea

n 
re

su
lta

nt
 le

ng
th

H
ar

m
on

ic
 m

ag
ni

tu
de

s
H

ar
m

on
ic

 p
ha

se
 a

ng
le

s
3

th
 harmonic 5

th
 harmonic 7

th
 harmonic

0
20

0
40

0
60

0
05101520

0
20

0
40

0
60

0
2468101214

0
20

0
40

0
60

0
0246810

0
20

0
40

0
60

0
0246810

0
20

0
40

0
60

0
0246810

0
20

0
40

0
60

0
0510152025

0
20

0
40

0
60

0
-8

0

-6
0

-4
0

-2
0020

0
20

0
40

0
60

0
05010
0

15
0

20
0

25
0

30
0 0

20
0

40
0

60
0

16
0

18
0

20
0

22
0

24
0

0
20

0
40

0
60

0
0.

7

0.
750.

8

0.
850.

9

0.
951 0

20
0

40
0

60
0

0.
7

0.
750.
8

0.
850.
9

0.
951

0
20

0
40

0
60

0
0.

7

0.
750.
8

0.
850.
9

0.
951

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

nu
 T

O
T  

(5)
[95,5]inA I

(7)
[95,5]inA I

(7)
[50]inA I

(5)
[50]inA I

(3)
[50]inA I

(5)
MDin° ϕ

(7)
MDin° ϕ

(7)
MRL

(5)
MRL

(3)
MRL

(3)
MDin° ϕ

(3)
[95,5]inA I

F
ig

ur
e

C
.4

.:
C

om
pa

ri
so

n
of

th
e

di
ffe

re
nt

st
at

is
ti

cs
of

ha
rm

on
ic

m
ag

ni
tu

de
s

an
d

ph
as

e
an

gl
es

ob
ta

in
ed

w
it

h
m

ea
su

re
m

en
ts

of
re

si
de

nt
ia

l
ne

tw
or

ks
(p

oi
nt

s)
an

d
es

ti
m

at
ed

da
ta

(g
re

y
ba

r)
-

3r
d
,5

th
an

d
7t

h
ha

rm
on

ic
s

-
C

us
to

m
er

co
nfi

gu
ra

ti
on

C
2

135



C. Appendix chapter 5 - Model of residential low-voltage networks

0
200

400
600

0 0.5 1 1.5 2 2.5

0
200

400
600

1 2 3 4 5 6 7

0
200

400
600

0 1 2 3 4 5

0
200

400
600

0 1 2 3 4 5 6

0
200

400
600

0 1 2 3 40
200

400
600

0 0.5 1 1.5 2 2.5

0
200

400
600

-80

-60

-40

-20 0 20

0
200

400
600

50

100

150

200

2500
200

400
600

0

100

200

300

400

0
200

400
600

0.7

0.75

0.8

0.85

0.9

0.95 10
200

400
600

0.4

0.5

0.6

0.7

0.8

0.9 1

0
200

400
600

0.4

0.5

0.6

0.7

0.8

0.9 1

M
edian 

Percentile range
M

ean direction
M

ean resultant length

n
u TO

T  

H
arm

onic m
agnitudes

H
arm

onic phase angles
9th harmonic11th harmonic

n
u TO

T  
n

u TO
T  

13th harmonic

n
u TO

T  
n

u TO
T  

n
u TO

T  

(13)
[50] in AI (11)

[50] in AI (9)
[50] in AI

(9)
[95,5] in AI(11)

[95,5] in AI(13)
[95,5] in AI

(9)MRL(11)MRL

(11)
MD in °ϕ (9)

MD in °ϕ(13)
MD in °ϕ

(13)MRL

n
u TO

T  

n
u TO

T  
n

u TO
T  

n
u TO

T  
n

u TO
T  

n
u TO

T  

F
igure

C
.5.:C

om
parison

of
the

different
statistics

of
harm

onic
m

agnitudes
and

phase
angles

obtained
w

ith
m

easurem
ents

of
residential

netw
orks

(points)
and

estim
ated

data
(grey

bar)
-

9
th,11

th
and

13
th

harm
onics

-
C

ustom
er

configuration
C

2

136



C.4. Model validation

Median Percentile range

Mean direction Mean resultant length

Harmonic magnitudes

Harmonic phase angles
nu TOT  

nu TOT  nu TOT  

(1
5)

[5
0]

in
A

I (1
5)

[9
5,

5]
in

A
I

nu TOT  

(1
5)

M
RL(1
5)

M
D

in
°

ϕ

0 200 400 600-100

0

100

200

300

400

0 200 400 6000.4

0.5

0.6

0.7

0.8

0.9

1

0 200 400 6000

0.5

1

1.5

2

2.5

3

0 200 400 6000

0.5

1

1.5

2

2.5

3

Figure C.6.: Comparison of the different statistics of harmonic magnitudes and phase angles
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D. Appendix chapter 6 - Model of aggregate
residential customers

D.1. Top-down approach

As networks with customer configuration C1 usually have less number of customers in com-
parison with networks with configuration C2, the cases defined to estimate the CAF (h) factor
for each customer category are different. Tables 6.2 and D.2 summarize the selected cases for
each customer topology.

Table D.1.: Cases to estimate the CAF (h) factor for customer topology C1
Case

1 2 3 4 5 6 7 8 9 10 11 12 13
ncg 30 30 30 30 30 30 30 30 30 40 40 40 40
mcg 4 6 8 10 2 3 5 7 8 2 3 4 5

nu TOT 120 180 240 300 60 90 150 210 240 80 120 160 200

Case
14 15 16 17 18 19 20 21 22 23 24 25 26

ncg 40 40 40 50 50 50 50 50 60 60 60 60 60
mcg 6 7 8 2 3 4 5 6 2 3 4 5 6

nu TOT 240 280 320 100 150 200 250 300 120 180 240 300 360

Table D.2.: Cases to estimate the CAF (h) factor for customer topology C2
Case

1 2 3 4 5 6 7 8 9 10
ncg 30 30 30 30 30 30 30 30 30 30
mcg 4 6 8 10 12 14 16 18 20 22

nu TOT 120 180 240 300 360 420 480 540 600 660

D.2. Customers aggregation factor

The power functions that describe the correlation between the CAF (h) factor and the number
of groups mcg for each harmonic order and each customer configuration are described as:

CAF (h) = p · (mcg)
q (D.1)

The values of the parameters p and q are given in tables D.3 and D.4



D. Appendix chapter 6 - Model of aggregate residential customers

Table D.3.: Regression results of CAF (h) factor for customer topology C1

h
Values Confidence intervals

R2
adjp q p q

3 1.00 -0.01 [ 1.00 , 1.01 ] [ -0.01 , -0.01 ] 0.99
5 1.01 -0.02 [ 1.01 , 1.02 ] [ -0.02 , -0.01 ] 0.83
7 1.04 -0.26 [ 1.04 , 1.05 ] [ -0.26 , -0.25 ] 0.99
9 1.02 -0.30 [ 1.02 , 1.03 ] [ -0.30 , -0.30 ] 1.00
11 1.05 -0.25 [ 1.04 , 1.06 ] [ -0.26 , -0.24 ] 0.99
13 1.24 0.14 [ 1.19 , 1.30 ] [ 0.11 , 0.16 ] 0.79
15 1.17 0.22 [ 1.12 , 1.23 ] [ 0.20 , 0.25 ] 0.92

Table D.4.: Regression results of CAF (h) factor for customer topology C2

h
Values Confidence intervals

R2
adjp q p q

3 1.01 -0.63 [ 1.00 , 1.01 ] [ -0.64 , -0.63 ] 1.00
5 1.02 -0.50 [ 1.00 , 1.03 ] [ -0.51 , -0.50 ] 1.00
7 1.04 0.18 [ 1.01 , 1.07 ] [ 0.17 , 0.19 ] 1.00
9 1.04 -0.49 [ 1.03 , 1.05 ] [ -0.50 , -0.49 ] 1.00
11 1.10 -0.42 [ 1.08 , 1.12 ] [ -0.43 , -0.41 ] 1.00
13 1.24 -0.34 [ 1.16 , 1.31 ] [ -0.36 , -0.31 ] 0.99
15 1.16 -0.31 [ 1.06 , 1.26 ] [ -0.35 , -0.27 ] 0.98

D.3. Model validation
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Figure D.2.: Comparison of the different statistics of harmonic magnitudes and phase angles
obtained with measurements of residential networks (points) and estimated data
(grey bar) - 15th harmonic - Customer configuration C1
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