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Abstract 

This thesis contains experimental studies on low dimensional systems by means of 

scanning tunneling microscopy (STM). These studies include investigations on dinickel 

molecular complexes and experiments on iron nanostructures used for the 

implementation of the spin-polarized scanning tunneling microscopy technique at the 

IFW-Dresden. Additionally, this work provides detailed information of the experimental 

technique (STM), from the theoretical background to the STM-construction, which was 

part of this doctoral work. 

Molecular anchoring and electronic properties of macrocyclic magnetic complexes on 

gold surfaces have been investigated by mainly scanning tunneling microscopy and 

complemented by X-rays photoelectron spectroscopy. Exchange–coupled macrocyclic 

complexes [Ni2L(Hmba)]+ were deposited via 4-mercaptobenzoate ligands on the surface 

of Au(111) single crystals. The results showed the success of gold surface-grafted 

magnetic macrocyclic complexes forming large monolayers. Based on the experimental 

data, a growth model containing two ionic granular structures was proposed. 

Spectroscopy measurements suggest a higher gap on the cationic structures than on the 

anionic ones.  Furthermore, the film stability was probed by the STM tip with long-term 

measurements. This investigation contributes to a new promising direction in the 

anchoring of molecular magnets to metallic surfaces. 

Iron nanostructures of two atomic layers and iron-coated tungsten tips were used in 

order to implement the spin-polarized scanning tunneling microscopy technique at the 

IFW-Dresden. First of all, a systematic study of the iron growth, from sub-monolayers to 

multilayers on a W(110) crystal is presented. Subsequent to the well-understanding of 

the iron growth, the experiments were focused on revealing, for the first time at the 

IFW-Dresden, the magnetic inner structure of iron nanostructures. The results evidently 

showed the presence of magnetic domains of irregular shapes. Furthermore, SP-STM 

probed the bias voltage dependence of the magnetic contrast on the iron nanostructures. 

This technique opens up a new powerful research line at the IFW-Dresden which is 

promising for the study of quantum materials as molecular magnets and strongly 

correlated systems.               
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1 Introduction

From ancient times, science has played a fundamental role in the development of 

mankind. For instance, the industrial revolution, which began in the 18th century, was 

highly benefited by the great knowledge of basic sciences which was applied to industry. 

At that time, the agrarian and handicraft economy was changed to one that was 

dominated by industry and machine manufacture. The technological changes included 

mainly: i) the use of new basic materials, chiefly iron and steel, and ii) the use of new 

energy sources, including fuels and motive power, such as coal, the steam engine, 

electricity, and petroleum. These two aspects led to the invention of new machines that 

permitted increased production with a smaller expenditure of human energy, as well as 

important developments in transportation and communication [1]. During the 19th 

century, mankind was rapidly changing according to technological advances which 

included the invention of useable products such as the steam engine, the locomotive, the 

telephone, the telegraph and the light bulb, among others [2]. At the beginning of the 20th 

century, the development of a new science (i.e. physics, chemistry) that focused on the 

understanding of the internal structure of matter, e.g. the function and organization of 

atoms and molecules, marked an important shift for the later invention of amazing 

products such as computers, which have changed our lives. However, all of these 

incredible products which mankind has benefited from will soon be replaced by others 

which may be built thanks to our extensive knowledge of the microscopic and 

nanoscopic world.    

“There´s plenty of room at the bottom” was the name of the famous lecture given by 

Professor Richard Feynman in 1959 at the California Institute of Technology. This 

prophetic talk showed the imminent entry into a new world, the world of 

nanotechnology. Richard Feynman, inspired by how biological systems work, suggested 

that humanity will be able to build machines smaller than biological cells with the same 

functionality, in the near future. “The principles of physics do not speak against the 

possibility of maneuvering things atom by atom. It is not an attempt to violate any laws; 

it is something, in principle, that can be done; but in practice, it has not been done 

because we are too big”, said Feynman [3]. The revolutionary idea of making usable 

things at the size of molecules, e.g. the nanometer scale (10-9m), opens the possibility to 

find interesting applications as well as novel solutions to current problems faced by 

humanity.       
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As it was done during the industrial revolution in the 18th century, a new class of 

materials is being designed nowadays. Such materials are based on the fine control of 

their internal structure and are commonly called nanostructured materials [4]. The 

nanomaterials are classified according to their dimensionality in: i) zero-dimensionality, 

such as quantum dots, clusters, and nanoparticles, ii) one-dimensionality, such as 

nanotubes and nanowires, iii) two-dimensionality, such as thin films, monolayers, and 

iv) three-dimensionality, such as nanostructured powders, ceramics with nanometric 

crystalline size, among others [5–9]. The shrunk materials at nanoscale might exhibit 

completely different properties to those exhibited at the macro scale (µm, mm, cm, m, 

km). As a typical example, gold is considered an inert material in the macro scale; in 

fact, it does not corrode or tarnish. In chemistry, gold would be an inappropriate 

material to use as a catalyst for chemical reactions. However, gold particles of about 5 

nm can act as a catalyst that can do things like oxidizing carbon monoxide. 

Furthermore, gold changes its color depending on the particle-size; a particle of about 90 

nm will absorb colors on the red and yellow end of the color spectrum, making the 

nanoparticle appear blue-green. But a particle of about 30 nm absorbs blues and greens, 

resulting in a red appearance [10–12]. All of these and others more fascinating properties 

of matter, are consequence of the singular quantum effects and surface phenomena 

exhibited at the nanoworld.  

Among all the fields which have been so far explored in the nanoworld, magnetism is 

especially important. This has a lot of barely understood phenomena and potential 

applications from data storage to quantum computing [13,14]. In order to know how 

magnetism works at the nanoscale it is indispensable to study nanometer scale systems, 

where changes in size or structure might have large effects on the magnetic properties. 

Additionally, the current demand of higher data storage and processing capacity has 

increased the need for new usable nanostructured materials as well as capable techniques 

to work in the nanoworld.  

Single molecular magnets (SMM) are a class of molecules that at very low temperature 

behave like a magnet, showing permanent magnetization and a hysteresis loop coupled 

with quantum phenomena, e.g. tunneling, that is not possible to find in traditional 

magnets [15]. The interest in SMMs has grown tremendously in recent years due to their 

potential applications in high-density information storage devices, Q-bits in quantum 

computing, and in spin-valves devices, among others  [16–20]. SMMs show slow 

relaxation of their magnetization vector below a certain temperature (blocking 

temperature) [21], and this is a reason for their promising use in Spintronic devices as 

chemisorbed or physisorbed on conducting surfaces or electrodes. However, two major 

problems need to be solved in order to build useful devices. The operation temperature 

of the SMMs is still far below room temperature and a controlled adsorption and 

organization on solid-surfaces is desired. Chemists have taken important steps to design 
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interesting SMMs, which require relatively high temperature for the reversal of their 

magnetization. Some examples are: the Mn12 family of complexes, lanthanide based 

SMMs, e.g. the Dy5III cluster , and a monomeric Tb(III) complex with phthalocyaninate 

ligands, among others  [22–25]. However, many of these poly-nuclear clusters are very 

fragile from a redox point of view and undergo some structural transformations upon 

adsorption. The surface-molecule interaction in many cases leads to the loss of the SMM 

characteristics and it has been witnessed in a variety of cases including the archetypal 

Mn12 SMM  [26]. In this framework, experimental and theoretical studies at the 

nanoscale are extremely desired in order to judge the functionality and reliability of new 

promising SMMs.                 

One of the finest tools for studying the nanoworld is the scanning tunneling microscopy 

(STM) [27,28]. This technique uses an extremely sharp tip, ideally just one atom at the 

tip end, to interact with a sample under investigation through a tiny electronic current 

(nanoampers or picoampers). The current is produced between tip and sample due to a 

quantum phenomenon that is so-called tunneling. By moving the tip over the sample, it 

is possible to reveal the surface “topography” and additionally to probe electronic 

properties with spatial resolution of angstroms. Such a nice tool lets us have a direct look 

at the nanoworld and helps us with the understanding of different physical systems such 

as atoms, molecules, thin films and others in terms of their structural and electronic 

properties. The experiments with scanning tunneling microscopy are in general 

challenging and require special instruments to provide the optimal conditions for a 

successful data acquisition. Among them, the ultra-high vacuum environment of the 

order of 10-10 mbar and low- temperature setups which allow temperatures of milli-

Kelvins up to few Kelvins. Originally, the scanning tunneling microscopy was not able 

to study magnetism; however, it was adapted to study surface magnetism by using 

magnetic probe tips [29]. The contrast mechanism of this so-called spin-polarized 

scanning tunneling microscopy (SP-STM) relies on the tunneling magneto-resistance 

effect, i.e. the tip-sample distance as well as the differential conductance which depend 

on the relative magnetic orientation of tip and sample [30]. Although the SP-STM 

technique was demonstrated for the first time in the 90s, just a few groups in the world 

have been successful in implementing this technique. The challenge relies on the 

extremely unperturbed environment demanded to detect spin currents originated from 

nanomagnets. However, nowadays the current research both in basic and applied 

science needs the capability of such a technique to push the knowledge forward in order 

to understand and control the nanoscale structural, electronic and magnetic properties of 

the materials for the 21st century.  

This thesis addresses the investigation of surface grafting paramagnetic molecules by 

means of STM, and describes the implementation of SP-STM at the IFW-Dresden, 
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providing the basis for resolving unique magnetic properties at the nanoscale. In this 

sense, the work is organized as follows:  

Chapter 2 introduces the basics of scanning tunneling microscopy and spectroscopy 

(STM/STS) as well as spin-polarized STM/STS. Additionally, in this chapter the 

acquisition procedure of images and spectroscopic data is explained. 

Chapter 3 gives a detailed description of the different devices employed in the 

experiments. Considering that two different STM-devices were used, the common 

operating characteristics as well as the special features of both and their contributions to 

this work are described. 

Chapter 4 describes the preparation of different standard samples employed as 

calibration samples for the STM experiments as well as substrates which host the low 

dimensional systems under scrutiny. Furthermore, in this chapter the preparation of 

common tips for STM and novel tips for SP-STM is described. 

Chapter 5 is one of the main parts of this thesis; at the beginning of the chapter a 

motivation of the investigation on organic magnetic materials is presented. It continues 

with an introduction of the molecular complexes of interest, from their synthesis, carried 

out by Prof. Kersting’s group at the university of Leipzig, to the first deposition 

experiments on a gold surface. The next part is a detailed study of dinickel molecular 

complexes deposited on gold single crystals by means of STM/STS. In this study the 

structural conformation of the organic molecules forming a monolayer as well as the 

electronic characteristic exhibited once they are in contact with the gold surface is 

achieved. Furthermore, the tip interaction with the monolayers is evaluated. 

Chapter 6 is the other main part of this thesis. It starts with the state of the art in the 

magnetic nanosystem Fe/W(110). It continues with the demonstration of the systematic 

growth of two atomic layers of iron on a tungsten single crystal. Finally, it demonstrates 

the successful implementation of the SP-STM technique at the IFW-Dresden by 

employing iron-coated tungsten tips and the nanosystem Fe/W(110). 

Chapter 7 summarizes the achievements of this thesis and presents the future research 

directions.                                      
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2 Experimental technique

2.1 Introduction to scanning tunneling microscopy 

In 1981 the physicists Gerd Binnig and Heinrich Rohrer developed a technique which 

was able to reveal atoms in real space for the first time (see figure 2.1). This technique, 

based on the already known quantum tunneling effect and so-called scanning tunneling 

microscopy (STM), envisaged the possibility of studying nanometric single objects, such 

as atoms and molecules [31–33].  

 

Figure 2.1: 7 𝑥 7 reconstruction of Si(111). Relief assembled from the original recorder 

traces taken by Binning and Rohrer. Characteristic of the rhombohedral surface unit cell 

are the corner holes and the 12 maxima representing the adatoms. Image taken from 

reference [33]. 

In those years, surfaces were often assumed to be perfect, and information about them 

was gained indirectly by spatially averaging techniques. However, with STM, features 

such as step edges, dislocations and adsorbed atoms became visible. Eight years later 

Don Eigler, working at IBM in Almaden, manipulated individual atoms on a surface. In 

that breakthrough experiment, Eigler arranged thirty-five Xenon atoms depicting the 

letters “IBM”. Later on, they created the first quantum corrals and nanoscale logic 

circuits by using individual molecules of carbon monoxide [34,35]. At that time, the old 

mankind dream of watching and manipulating atoms with human hands became a 
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reality through STM. In 1988 Pierce considered the possibility of developing an STM 

that was sensitive to the spin of tunneling electrons by using spin-sensitive tip 

materials [36], an approach theoretically predicted by Minakov et al. [37]. Two years 

later, Wiesendanger et al. demonstrated the possibility of magnetic imaging at atomic 

resolution. In that crucial experiment, they observed the vacuum tunneling of spin-

polarized electrons with the scanning tunneling microscope. This was made possible by 

employing a ferromagnetic CrO2 tip and a surface-antiferromagnetic Cr(001) 

sample [38]. Topographic images of Cr(001) confirmed the presence of  terraces 

separated by monoatomic steps of 0.144 nm height by using a tungsten tip. However, by 

employing CrO2 tips, the measured step-height values alternated around the mean value 

of 0.144 nm due to an additional contribution from spin-polarized electron tunneling 

(see figure 2.2). 

 

Figure 2.2: SP-STM measurement employing a CrO2 tip and a Cr(001) sample. On the 

left are line profiles of the atomic steps on the Cr(001) surface taken with tungsten tips 

(0.14 nm height) and with CrO2 tips (alternating values around 0.14 nm). On the right is 

the schematic illustration of the apparent height measured with a magnetic tip on a 

magnetic sample. Images taken from reference [38].    

Since then, SP-STM has become a very important tool not only for its unique capability 

in the study of basic and fundamental phenomena, but also in potential applications 

concerning data storage devices. SP-STM has allowed the understanding of intriguing 

magnetic phenomena at the nanometer scale and revealed new states characteristic of a 

large variety of magnetic nanostructures [29]. Novel materials such as strongly 

correlated systems have shown a rich variety of phases, including spin density wave 

phases and spin textures, where SP-STM is expected to play a crucial role in the 

discovery and understanding of new physical phenomena [39].  
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Additional variations to the original scanning tunneling microscopy technique have 

enriched the spectrum of study, for instance the access to the electronic structure in the 

momentum space through analyzing Friedel oscillations [40], among others. 

In the development of this chapter, the theoretical background of STM, as well as the 

measuring methods, will be described with the object to provide a base to interpret the 

scientific results obtained in this thesis. 

2.2 Concept of scanning tunneling microscopy 

Scanning tunneling microscopy is conceptually simple; it requires the location of a very 

sharp conductive tip just a few angstroms away from a conductive sample (see figure 

2.3); at this distance, the electronic wave functions of the tip and sample can overlap due 

to the well-known quantum tunneling effect [41]. However, it is necessary to apply a bias 

voltage between tip and sample in order to achieve a net tunneling current. Additionally, 

there is the possibility to move the tip over the sample surface being assisted by a piezo 

electric actuator system that separately controls the tip-x-y movements and the z 

movement. Figure 2.3 shows the most common operation mode which uses a feedback 

loop to keep the tunneling current constant while the tip is moved up and down. The 

changes in z direction are recorded and plotted as a function of x and y, achieving the so-

called topography image. Furthermore, by measuring the tunneling current at different 

bias voltages, STM can provide local information about the electronic properties of the 

sample. 

  

Figure 2.3: Schematic of scanning tunneling microscopy operation. 
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2.3 Quantum tunneling 

To understand the bases of STM, the description of the tunneling process is required. In 

classical physics a particle with energy E can overcome a potential barrier of Vo only if E 

˃ Vo; in the case that this condition is not fulfilled, the particle will be reflected. However 

at small scales, for instance nanometers or angstroms, particles behave differently, and 

they may overcome barriers even if E ˂ Vo. In order to calculate the probability of a 

particle (electron in the case of the STM experiment) passing through a potential barrier 

(most of the time an insulating barrier: vacuum, air, liquid), it is necessary to analyze the 

problem by considering the quantum physics laws. The simplest way to do so is by 

solving the Schrödinger equation of a particle with energy E passing through a square 

potential barrier of height 𝑉0, as presented in figure 2.4.      

 

Figure 2.4: Quantum tunneling effect. Solution of Schrödinger equation for a particle of 

energy 𝐸 interacting with a square potential barrier of energy 𝑉0. 

There are three regions where the particle might be: 

Region I                  𝑧 < 0,                 𝑉(𝑧) = 0,       in front of the barrier (tip or sample), 

Region II          0 < 𝑧 < 𝑠,                 𝑉(𝑧) =  𝑉0,     in the barrier (insulating barrier), 

Region III                𝑠 < 𝑧,                 𝑉(𝑧) = 0,        behind the barrier (tip or sample). 

In each region the particle can be described by the solution of the time-independent 

Schrödinger equation (2.1): 

                                          (−
ℏ2

2𝑚

𝑑2

𝑑𝑧2
+ 𝑉(𝑧)) 𝜓(𝑧) = 𝐸𝜓(𝑧),                                           (2.1) 
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where 𝜓 is the electron wave function and ℏ is the Planck constant divided by 2π. 

Considering a particle of mass 𝑚 and energy 𝐸 < 𝑉0, the wave functions in the different 

regions are given by: 

         𝜓1 = 𝑒𝑖𝑘𝑧 + 𝐴𝑒−𝑖𝑘𝑧 ,   𝑘 = √2𝑚𝐸 ℏ2⁄ ,                                      (2.2) 

                𝜓2 = 𝐵𝑒−𝜅𝑧 + 𝐶𝑒𝜅𝑧 ,   𝜅 = √2𝑚(𝑉𝑜 − 𝐸) ℏ2⁄ ,                           (2.3)      

𝜓3 = 𝐷𝑒𝑖𝑘𝑧.                                                         (2.4) 

For region I the resulting wave function shows oscillatory behavior corresponding to an 

incident particle (or reflected), while in region II the wave function shows an exponential 

decay. In region III the wave function shows oscillatory behavior again, related to the 

transmitted particle, as depicted in figure 2.4. The complete solution requires the 

determination of the constant values 𝐴, 𝐵, 𝐶 and 𝐷 by using the boundary conditions of 

wave function continuity and soft continuity in the points 𝑧 = 0 and 𝑧 = 𝑠. Once the 

wave functions are obtained, it is possible to calculate the incident current density (𝑗𝑖), 

the transmitted current density (𝑗𝑡) and the transmission coefficient 𝑇 [42]: 

𝑗𝑖 =
ℏ𝑘

𝑚
,                                                                      (2.5) 

𝑗𝑡 =
−𝑖ℏ

2𝑚
(𝜓3

∗(𝑧)
𝑑𝜓3(𝑧)

𝑑𝑧
− 𝜓3(𝑧)

𝑑𝜓3
∗(𝑧)

𝑑𝑧
) =

ℏ𝑘

𝑚
|𝐷|2,                            (2.6) 

𝑇 =
𝑗𝑡

𝑗𝑖
= |𝐷|2,                                                                 (2.7) 

𝑇 =
1

1 + (𝑘2 + 𝜅2)2 (4𝑘2𝜅2)𝑠𝑖𝑛ℎ2(𝜅𝑠)⁄
.                                          (2.8) 

In the limit of a strongly attenuating barrier (decay constant 𝜅𝑠 ˃˃ 1), the 𝑇 coefficient is 

approximately: 

𝑇 ≈
16𝑘2𝜅2

(𝑘2 + 𝜅2)2
 𝑒−2𝜅𝑠.                                                        (2.9) 

The latter equation shows the exponential dependence of the transmission coefficient 

𝑇 and indirectly of the tunneling current with the tunneling barrier width (𝑠). 

Furthermore, this result explains the high sensitivity of the tunneling current to the 

variations of the distance between the tip and the sample (an aspect of crucial 

importance to achieve atomic resolution). Although the last model describes the concept 

of electron tunneling very well by treating the electrons as non-interacting particles, it 
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presents serious problems in describing the tunneling current in a more realistic manner. 

For instance, there is no dependence of the tunneling current on the density of states of 

the surface. Therefore, in the next section a more advanced approach based on the time-

dependent perturbation theory will be described.              

2.4 Tunneling current 

In 1961 Bardeen used the first-order time-dependent perturbation theory to describe the 

tunneling current produced in planar metal-oxide-metal junctions. This approach 

basically derives the tunneling current of the overlapping wave functions of the two 

electrodes separated by the oxide layer [43]. In 1985, Tersoff and Hamann applied the 

Bardeen transfer Hamiltonian to tunneling experiments held by STM, finding the 

following relation for the tunneling current [44,45]: 

𝐼 =
2𝜋𝑒

ℏ
∑ 𝑓(𝐸𝑡)[1 − 𝑓(𝐸𝑠 + 𝑒𝑈)]|𝑀𝑡𝑠|2𝛿(𝐸𝑡 − 𝐸𝑠)

𝑡,𝑠

.                             (2.10) 

In the latter relation, 𝑓(𝐸) represents the Fermi function, 𝑈 is the applied bias voltage, 

and 𝑀𝑡𝑠 the tunneling matrix element between states 𝜓𝑡 of the probe and 𝜓𝑠 of the 

sample surface. 𝐸𝑡 is the energy of the unperturbed state  𝜓𝑡. As the tunneling process is 

considered only elastic in this mathematical treatment, the delta-function is present. 

Different experimental assumptions were considered in order to simplify the equation 

2.10; for instance, at low temperatures the Fermi distribution can be approximated as a 

step function and in the limit of small bias voltages (~10 mV for metals) the tunneling 

current can be written as: 

𝐼 =
2𝜋

ℏ
𝑒2𝑈 ∑|𝑀𝑡𝑠|2𝛿(𝐸𝑠 − 𝐸𝐹)𝛿(𝐸𝑡 − 𝐸𝐹),     

𝑡,𝑠

                             (2.11) 

where 𝐸𝐹 is the Fermi level. The next step is to calculate the tunneling matrix element 

which is related to the tunneling probability introduced in equation 2.7. Bardeen showed 

that [43]: 

𝑀𝑡𝑠 =
−ℏ2

2𝑚
∫ 𝑑𝑆 ∙ (𝜓𝑡

∗ ∇⃗⃗⃗𝜓𝑠 − 𝜓𝑠 ∇⃗⃗⃗𝜓𝑡
∗).                                        (2.12) 

The integral has to be over any surface, lying entirely within the vacuum barrier region. 

The quantity in parentheses is simply the current density (𝑗𝑡𝑠). The tunneling matrix 

element can be calculated only if the exact expressions for wave functions 𝜓𝑡 and 𝜓𝑠 of 

tip and sample are known. However, the wave functions from the tip cannot be 

determined due to its unknown atomic structure. Taking into account the latter problem, 

Tersoff and Hamann assumed that the tip presents an arbitrary shape, but a spherical 
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symmetry at the foremost end (see figure 2.5). Therefore, they assumed only s-like 

electronic states (l = 0) for the tip. Now, if identical work functions 𝜙 for tip and sample 

are assumed, the tunneling current can be written as:  

𝐼 ∝ 𝑈 ⋅ 𝜌𝑡(𝐸𝐹) ⋅ 𝑒2𝜅𝑅 ⋅ ∑|𝜓𝑠(𝑟𝑜⃗⃗⃗ ⃗)|2

𝜈

⋅ 𝛿(𝐸𝑠 − 𝐸𝐹),                                   (2.13) 

𝜅 =
√2𝑚𝜙

ℏ
.                                                                  (2.14) 

𝜌𝑡(𝐸𝐹) corresponds to the density of states at the Fermi level for the tip, 𝑅 to the effective 

tip radius, and 𝑟𝑜 to the center of curvature of the tip. Equation 2.14 represents the decay 

rate. Now, by looking at the expression 2.13, the term: 

∑|𝜓𝑠(𝑟𝑜)|2𝛿(𝐸𝑠 − 𝐸𝐹) = 𝜌(𝑟𝑜 , 𝐸𝐹)

𝜈

                                      (2.15) 

can be assigned to the surface local density of states (LDOS) at the Fermi level, 

evaluated at the center of curvature 𝑟𝑜 of the effective tip. 

 

Figure 2.5: Schematic of the STM tip geometry in the Tersoff-Hamann model, where 𝑑 

is the distance from the foremost end of the tip to the sample surface, 𝑅 is the radius of 

the spherical tip and 𝑟𝑜 the distance of any point of the sample to the center of the 

spherical tip. 

Since the wave functions decay exponentially in the 𝑧 direction normal to the surface 

towards the vacuum region, the surface wave functions can be written as: 

𝜓𝑠(𝑟𝑜⃗⃗⃗ ⃗) ∝  𝑒−𝜅𝑧,                                                             (2.16) 
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with  

|𝜓𝑠(𝑟𝑜⃗⃗⃗ ⃗)|2 ∝  𝑒−2𝜅(𝑑+𝑅),                                                     (2.17) 

where 𝑑 is the distance between the sample surface and the front end of the tip (see 

figure 2.5). Thus the tunneling current becomes exponentially dependent on the distance 

𝑑:   

𝐼 ∝ 𝑒−2𝜅𝑑.                                                                  (2.18) 

As was previously mentioned, the Tersoff-Hamman theory works at small bias voltages, 

where the matrix tunneling element is assumed constant in energy. Thus, the tunneling 

current may be interpreted as proportional to the sample density of states (DOS). 

However this simple interpretation of the tunneling current is not valid for non-metallic 

DOS, such as that of a superconductor, which exhibits a gap at the Fermi level. 

Furthermore, this interpretation is not valid for high bias voltage or for tip wave 

functions with angular dependence. 

The problem of considering high bias voltage raises other issues such as the distortion of 

the tip and sample surface wave functions as well as a modification of the energy 

eigenvalues [28]. The calculation of these tip and sample affected wave functions under 

bias voltages is rather difficult. Therefore, as a first approximation, the undistorted zero-

voltage wave functions and energy eigenvalues are usually taken. In that sense, the effect 

of the finite bias 𝑈 only enters through a shift in energy of the undistorted surface wave 

functions or density of states relative to the tip by an amount of 𝑒𝑈 [27]. Thus, a more 

general expression to the tunneling current might be considered by converting the sum of 

equation 2.13 into an integral over quasi continuous states: 

𝐼 ∝ ∫ 𝜌𝑡(𝐸) ⋅ 𝜌𝑠(𝐸, 𝑟𝑜) 𝑑𝐸
𝑒𝑈

𝑜

.                                                 (2.19) 

𝜌𝑡(𝐸) is the density of states for the tip and 𝜌𝑠(𝐸, 𝑟𝑜) is the density of states for the 

sample surface evaluated at the center of curvature 𝑟𝑜 of the effective tip. By considering 

the Wentzel-Kramers Brillouin (WKB) approximation, 𝜌𝑠(𝐸, 𝑟𝑜) could be written as: 

 

𝜌𝑠(𝐸, 𝑟𝑜) ∝ 𝜌𝑠(𝐸) ∙ 𝑒𝑥𝑝 {−2(𝑑 + 𝑅) [
2𝑚

ℏ2
(

𝜙𝑡 + 𝜙𝑠

2
+

𝑒𝑈

2
− 𝐸)]

1
2⁄

},             (2.20) 

where 𝜙𝑡 and 𝜙𝑠 are the work functions of tip and sample respectively, and 𝑑 + 𝑅 is the 

effective distance between tip and sample (see figure 2.5). The exponential function in 
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equation 2.20 is the energy- and bias-dependent transmission coefficient 𝑇(𝐸, 𝑒𝑈). 

Consequently, a more general tunneling current has the next form [27,28,46]: 

𝐼 ∝ ∫ 𝜌𝑠(𝐸) ⋅ 𝜌𝑡(𝐸, 𝑒𝑈) ⋅ 𝑇(𝐸, 𝑒𝑈)𝑑𝐸.
𝑒𝑈

𝑜

                                           (2.21) 

As can be seen, the latter equation takes into account the dependence on energy of the 

transmission coefficient and thus the tunneling matrix element, which was a limitation 

of the original Tersoff-Hamann model. Therefore, equation 2.21 can be more accurately 

used for the tunneling current interpretation at high bias voltages. 

The Tersoff-Hamann model is in agreement with the obtained experimental results, 

revealing the Au(110) surface [44], however it qualitatively fails on closed packed 

surfaces like Al(111) or Au(111). The latter problem was related to the fact that d-like 

bands dominate in tungsten, platinum or iridium tips, generally used in STM. These d-

like bands contribute about 85% to the tip local density of states (LDOS) at the Fermi 

level. Chen et al. [47] solved the problem by adding to the Tersoff-Hamann model also 

tip states other than s-like. The derivative rule  [28] introduced by Chen and the 

assumption of 𝑑𝑧2-like tip provided a better agreement with the experiments.  

 

Figure 2.6: Schematic of the sample and tip in tunneling regime. (a) No net tunneling 

current, (b) negative sample bias, net current from sample to tip, (c) positive sample bias, 

net current from tip to sample. 

A pictographic description of the tunneling current involving the tip and sample density 

of states is shown in Figure 2.6. The occupied states are indicated by the blue region 

below the Fermi energy and the sample density of states is highlighted by the curve 

inside the tunneling barrier. In the case of the tip density of states, considering the ideal 

case, it is assumed as constant parameter, with the final purpose to investigate the 
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sample. Moreover, the work functions of the tip and the sample (𝜙𝑡, 𝜙𝑠) are shown. 

Figure 2.6 (a) represents the tunneling junction in absence of a bias voltage, which 

indicates zero net tunneling current. Figure 2.6 (b) shows the effect of a negative bias 

voltage, where the electrons from the sample in the energy interval between (𝐸𝐹 −

𝑒𝑈) and 𝐸𝐹 flow into unoccupied states of the tip. Figure 2.6 (c) depicts the junction 

while a positive bias voltage is applied, showing the opposite case to Figure 2.6 (b).     

2.5 Scanning tunneling microscopy  

Scanning tunneling microscopy is usually applied for the investigation of the surface 

structure or “topography” in a sample. By taking advantage of the exponential 

dependence between the tunneling current and the sample-tip distance (as was shown in 

equation 2.18), STM allows to resolve atomic structures  (< 1 Å in size) [28]. 

 

Figure 2.7: STM operation modes. (a) Constant height (𝑧 = 𝑧1 = 𝑧2), measurement of 

the current 𝐼𝑡, with 𝐼𝑡1 < 𝐼𝑡2 , (b) constant current (𝐼𝑡 = 𝐼𝑡1 = 𝐼𝑡2), measurement of the 

height (𝑧) with 𝑧1 < 𝑧2.      

Figure 2.7 shows two STM working modes. The first mode, illustrated in figure 2.7 (a), 

measures the tunneling current by keeping the height 𝑧 constant while the tip scans the 

sample. Consequently, the topography is revealed by plotting 𝐼𝑡(𝑥, 𝑦). This mode 

requires a flat surface in order to avoid the hitting of the tip with the sample, although 

this operation mode allows for faster scanning. Figure 2.7 (b) shows the second STM 

mode, which is more commonly used. It consists of keeping the tunneling current 

constant through a feedback loop which drives the tip up and down during the tip scan. 

Thus the variations in 𝑧 reveal the surface topography by plotting 𝑧(𝑥, 𝑦) [48].   

In this thesis the topographic images were acquired by using the constant current mode. 

For small voltages, the topographic image of a sample corresponds approximately to the 
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contour map of constant surface local density of states at 𝐸𝐹 (equation 2.13), while for 

high voltage the dependence of the tunneling current on the electronic structure of the 

sample has to be considered in order to interpret the STM images (equation 2.21).      

 

Figure 2.8: Schematic of a no real topography revealed by using constant current mode 

and showed in areas of the sample surface with different density of states (𝜌1 = 𝜌3 < 𝜌2).   

As was shown, the tunneling current depends on the density of states of the sample and 

tip. By assuming a constant density of states of the tip, the variations of the density of 

states in the sample surface are shown in the topographic image acquired by STM. 

However, this means that in order to observe the real topography, the density of states 

on the surface should commensurate with the structure (e.g. in order to see atoms the 

electronic density of states should correspond one to one with the atomic structure). 

Often this is not the case, for example in electronically flat metals where it is especially 

complicated to observe the atomic corrugation. Furthermore, the presence of charge 

density waves, defects, or impurities on the sample surface also makes the interpretation 

of the STM topography difficult [49,50]. Figure 2.8 illustrates an example where a flat 

sample contains an area (2) with different density of states. In this particular case, the 

STM operates in constant current mode, and the corresponding topographical plots 

obtained do not correspond with the real sample morphology.           

2.6 Scanning tunneling spectroscopy  

STM is not only able to image sample surfaces as contours maps, but it can gain 

spectroscopic information at localized surface points. Thus, STM allows the study of the 

electronic structure of single objects such as atoms, molecules, defects and impurities, 

among others. Of noteworthy, when compared to other average spectroscopic 

techniques, such fine resolution is not achieved. The spatial resolution can reach the 

order of picometers (pm) and the energy resolution depending on the temperature 
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(∆𝐸 = 3.5𝐾𝐵𝑇, see discussion below) might reach the order of microelectronvolts (µeV) 

at 300 mK [51]. 

Such spectroscopy study is possible due to the dependence of the tunneling current on 

the density of states from the tip and sample (see equation 2.21). With the purpose to 

avoid the influence of the tip, it is necessary to choose a tip with nearly constant density 

of states around the Fermi level (e.g. metallic tips). As to experimentally probe the 

sample density of states, the tip is held at a fixed distance from the sample and fixed in a 

spatial point. Subsequently, the bias voltage is swept from the stabilization point (initial 

It and Ubias) until the final desired value while the tunneling current is measured. The 

latter procedure is, of course, also achievable for several points on the surface, even 

reproducing the sample topography. The obtained data is generally named spectroscopic 

map [40]. However, by only analyzing the tunneling current (𝐼(𝑈)), it is not easy to 

come directly to conclusions about the sample density of states, as the integral involved 

in the tunneling current avoids the direct proportionality between the tunneling current 

and the local density of states. For that reason, the data in STS experiments is 

commonly treated by using the first derivative of the tunneling current with respect to 

the bias voltage (𝑑𝐼/𝑑𝑈), so-called differential conductance, which has a direct 

dependence with the sample density of states, as shown in equation 2.22:    

𝑑𝐼(𝑈)

𝑑𝑈
∝ 𝜌𝑡(0) ∙ 𝜌𝑠(𝑒𝑈) ∙ 𝑇(𝑧, 𝑒𝑈, 𝑒𝑈) + ∫ 𝜌𝑡(𝐸 − 𝑒𝑈)𝜌𝑠(𝐸)

𝑑𝑇(𝑧, 𝐸, 𝑒𝑈)

𝑑𝑈
𝑑𝐸.

𝑒𝑈

0

    (2.22) 

The previous expression is obtained by differentiating equation 2.21 with respect to U. If 

the tunneling process is carried out in a tiny energy window (by using small bias 

voltages) in comparison with the work functions of the sample and the tip, and 

additionally considering metallic tips (constant DOS), the voltage dependence of the 

transmission coefficient (𝑇) can be ignored and one finds 𝑑𝐼/𝑑𝑈 ∝ 𝜌𝑠(𝑒𝑈) [52]. 

Technically, there are two ways to obtain the 𝑑𝐼/𝑑𝑈 signal: the first is through a 

numerical differentiation of the tunneling current (𝐼(𝑈)) and the second, which is more 

sophisticated, through a lock-in technique. Both procedures were employed in this thesis 

and will be addressed in due course. Nevertheless, considering the special importance of 

the lock-in technique in the SP-STM experiments, it will be explained in more detail in 

the following section. 

2.6.1 The lock-in technique 

The lock-in technique consists of adding a small voltage modulation of the form: 

𝑉𝑚cos (𝜔𝑡 + 𝜃) to the bias voltage (𝑈), where 𝑉𝑚 is the modulation amplitude, 𝜔 the 

frequency and 𝜃 the phase. Therefore, the tunneling current can be written as: 

𝐼 = 𝐼(𝑈 + 𝑉𝑚 cos(𝜔𝑡 + 𝜃)),                                                  (2.23) 



2 Experimental technique 

 

22 
 

and by using the Taylor and Fourier analysis [53]: 

𝐼(𝑈 + 𝑉𝑚 cos(𝜔𝑡 + 𝜃))

= 𝐼(𝑈) + 𝑎𝑜

𝑑𝐼(𝑈)

𝑑𝑈
𝑉𝑚 cos(𝜔𝑡 + 𝜃)

+ 𝑎1

𝑑2𝐼(𝑈)

𝑑𝑈2
𝑉𝑚

2 cos(2𝜔𝑡 + 𝜃) + ⋯                                                               (2.24)  

being 𝑎𝑛 constants. 

The task is now to single out the second term in equation 2.24, which is the first 

harmonic of the tunneling current where the differential conductance takes place. In 

order to do that, the lock-in technique presents a phase-sensitive detector circuit (PSD) 

that can extract a signal with a known carrier wave from an environment where several 

signals are present. The PSD multiplies the excited tunneling current by a well-known 

(in amplitude (𝑉𝑟), frequency (𝜔) and phase (𝜑)) reference signal: 𝑉𝑟cos (𝜔𝑡 + 𝜑). The 

output of the PSD will be: 

𝑉𝑃𝑆𝐷 = 𝑉𝑟 cos(𝜔𝑡 + 𝜑) 𝑥 [𝑎𝑜

𝑑𝐼(𝑈)

𝑑𝑈
𝑉𝑚cos (𝜔𝑡 + 𝜃)],                         (2.25) 

by applying the appropriate trigonometric identities, the previous can be written as: 

 𝑉𝑃𝑆𝐷 = 𝑎𝑜
𝑉𝑟

2

𝑑𝐼(𝑈)

𝑑𝑈
𝑉𝑚 [cos(𝜃 − 𝜑) + cos (2𝜔𝑡 + 𝜃 + 𝜑)],                         (2.26) 

by passing through a low-pass filter, the 2𝜔𝑡 component is removed, becoming the PSD 

output a DC signal: 

𝑉𝑃𝑆𝐷 = 𝑎𝑜

𝑉𝑟

2

𝑑𝐼(𝑈)

𝑑𝑈
𝑉𝑚 [cos(𝜃 − 𝜑)].                                            (2.27) 

In order to obtain the maximum output, the phase difference between the excited 

tunneling current and the lock-in reference oscillator (𝜃 − 𝜑) should be 0° or 180°. The 

modern lock-in amplifiers (i.e. Stanford SR830, used in this thesis [54]), have a second 

PSD that overcomes this problem. In this case, the excited signal (equation 2.24) is 

multiplied by the second PSD with a reference modulation shifted 90°, which means by 

𝑉𝑟cos (𝜔𝑡 + 𝜑 + 90°). Therefore, the pass filtered output of the second PSD is: 

𝑉𝑃𝑆𝐷 = 𝑎𝑜

𝑉𝑟

2

𝑑𝐼(𝑈)

𝑑𝑈
𝑉𝑚 [sin(𝜃 − 𝜑)].                                            (2.28) 

Finally, the lock-in amplifier provides a vector output (𝑋, 𝑌):   

𝑋 =  𝑎𝑜

𝑉𝑟

2

𝑑𝐼(𝑈)

𝑑𝑈
𝑉𝑚 [sin(𝜃 − 𝜑)],      𝑌 =  𝑎𝑜

𝑉𝑟

2

𝑑𝐼(𝑈)

𝑑𝑈
𝑉𝑚 [cos(𝜃 − 𝜑)].           (2.29) 
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Technically, by adjusting the amplifier to a phase difference of 90° the Y component is 

zero and the X component reaches its maximum. In addition, X is the first harmonic of 

the excited tunneling current and is proportional to the differential conductance (𝑑𝐼/𝑑𝑈) 

and to the local density of states (LDOS) of the sample probed by the STM tip. Figure 

2.9 shows a parallel of the two scenarios of the tunneling junction for the STM 

experiment: one where the tunneling current is recorded, involving several sample 

electronic states in the energy range 𝐸𝐹 − 𝑒𝑈 (figure 2.9 (a)), and a second where the 

sample electronic density of states are probed at a define value of energy 𝑒𝑈 (figure 2.9 

(b)).     

 

Figure 2.9 Schematic of the comparison between the sample LDOS involved in the 

tunneling current (a) and the sample LDOS involved in the differential conductivity (b).  

2.6.2 Energy resolution of STS at finite temperatures 

One important aspect in scanning tunneling spectroscopy is the energy resolution. This 

refers to the minimum value of energy between two features in the sample-DOS which 

can be distinguished.  

 

Figure 2.10 Thermal broadening of the Fermi distribution 𝑓(𝐸) [55]. 
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Disregarding the influence of the device by assuming a very stable STM, the main 

contributions to the energy resolution are the finite temperature and the modulation 

voltage in case of using Lock-in technique. At finite temperature the STS resolution is 

limited by the thermal broadening of the Fermi distribution, which is calculated through 

the FWHM (Full width at half maximum) of its derivative as is depicted in figure 2.10. 

Thus, a good approximation of the energy resolution ∆𝐸𝑇 is 3.5𝐾𝐵𝑇. However, as was 

mentioned before, the amplitude of the modulation voltage 𝑉𝑚, which is added to the 

bias voltage in order to measure the 𝑑𝐼/𝑑𝑈 signal by lock-in technique, also contributes 

to blur the 𝑑𝐼/𝑑𝑈 signal. Therefore the overall energy resolution can be expressed 

by [56]:    

∆𝐸 = √(∆𝐸𝑇)2 + (∆𝐸𝑉𝑚
)2 =  √(3.5𝐾𝐵𝑇)2 + (2.5𝑒𝑉𝑚)2 .                     (2.30) 

Significantly, the thermal broadening is more influential in blurring the 𝑑𝐼/𝑑𝑈 signal at 

room temperature, while at low temperature the modulation voltage 𝑉𝑚 becomes more 

important.        

2.7 STM and STS data 

Figure 2.11 summarizes the information that was acquired by means of STM and STS in 

this thesis: Firstly, the acquisition of topographic images was carried out in a constant 

current mode by plotting 𝑧(𝑥, 𝑦). The height (𝑧) is represented by a color scale, where 

dark-color indicates the lowest parts in the sample, while bright-color the highest ones. 

Topography-acquisition was possible by measuring the tunneling current where several 

sample-DOS were involved depending on the bias voltage. Secondly, 𝑑𝐼/𝑑𝑈-maps were 

recorded with the assistance of a lock-in technique by plotting 
𝑑𝐼

𝑑𝑈𝑒𝑈
(𝑥, 𝑦). In this case 

the differential conductance (
𝑑𝐼

𝑑𝑈𝑒𝑈
) is represented by the color scale, where sample areas 

with low differential conductance are dark and areas with high differential conductance 

are bright. These maps represent the differential conductance of the sample at one 

specific value of energy (𝑒𝑈), chosen by the bias voltage. Thirdly, single point 

spectroscopy was obtained by plotting 
𝑑𝐼

𝑑𝑈(𝑥,𝑦)
(𝑒𝑈), which represents the differential 

conductance tested in a single point by changing the energy (𝑒𝑈).  

Another option to obtain further information from the sample is the spectroscopic map; 

however, it was not used in this thesis. In this case, the single point spectroscopy is taken 

in several points on the sample surface, sometimes even reaching the same number of 

points than a topographic image. This process requires high stability of the experiment 

for long periods of time (i.e. days to weeks).  
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Figure 2.11 Different types of information acquired through STM and STS. By looking 

at the sample-LDOS, topographic images, 𝑑𝐼/𝑑𝑈 maps, and single-point spectra can be 

interpreted. The color scale in the images depicts the differences in height for topography 

and the differences in differential conductance for 𝑑𝐼/𝑑𝑈 maps. Dark regions correspond 

to low-values and bright regions to high-values.    

2.8 Spin-polarized STM/STS 

Spin-polarized STM/STS is an extension of the above described technique. It is carried 

out when both electrodes (sample and tip) are magnetic. Therefore, the tunneling current 

between tip and sample will be affected by the magnetoresistance effect, which means 

that the relative orientation of the magnetic moments of tip and sample will determine 

how easily the electronic current flows through the tunneling barrier  [57]. From a 

fundamental point of view, the spin-polarized tunneling can be explained considering 

the tunneling probability in a magnetic junction where both electrodes exhibit spin-split 

density of states (see figure 2.12). Figure 2.12 (a) shows the magnetic configuration for 

the highest tunneling probability, when both sample and tip have parallel magnetization 

alignment. In this case an electron with spin ↑ located in an occupied tip state can tunnel 

into an empty sample state with spin ↑, as indicated by the green arrow in figure 2.12 (a). 

The opposite situation (anti-parallel alignment) is presented in figure 2.12 (b). In this 
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specific case, the electron with spin ↑ in the occupied tip state has less ↑ unoccupied 

sample states to tunnel. The latter scenario leads to the lowest tunneling probability.        

 

Figure 2.12: Schematic of the spin-polarized tunneling at positive bias. (a) High 

probability due to large number of unoccupied states (↑), and (b) low probability due to 

few unoccupied states (↑).  

A simple model for the spin-polarized tunneling current was obtained from the 

theoretical treatment of the electron tunneling between two spin-polarized electrodes by 

Slonczewski [58]. Therefore, by assuming a free-electron behavior of the conduction 

electrons and at small bias voltages, the spin-polarized tunneling current 𝐼𝑆𝑃 can be 

written in good approximation as [56]: 

𝐼𝑆𝑃(𝑈𝑜) = 𝐼𝑜[1 + 𝑃𝑠 ∙ 𝑃𝑡 ∙ cos(�⃗⃗⃗�𝑠, �⃗⃗⃗�𝑡)],                                              (2.30) 

    𝑃(𝐸) ≡
𝜌↑−𝜌↓

𝜌↑+𝜌↓
,                                                                   (2.31)    

where 𝐼𝑜 is the non-spin-polarized current, 𝑃𝑠 and 𝑃𝑡 are the spin polarizations of the 

sample and the tip, respectively, defined in equation 2.31 (where 𝜌 is the DOS). �⃗⃗⃗�𝑠 and 

�⃗⃗⃗�𝑡 are the sample and tip magnetizations, respectively. Equation 2.30 considers the 

possibility of an intermediate magnetic alignment between electrodes, with a certain 

angle between �⃗⃗⃗�𝑠 and �⃗⃗⃗�𝑡. Thus, the spin-polarized tunneling current is affected, as is 

shown in figure 2.13, by a cosine function where the angle 𝛼 between electrode-

magnetizations determines the final value of the spin-polarized tunneling current.  

Experimentally, by using a non-magnetic tip and a magnetic sample (see figure 2.14) the 

sample topography will not reveal any change due to its magnetic structure. However, it 

might be possible that domain walls can be visible because of the different electronic 
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density of states with respect to the domains promoted by the spin-orbit coupling 

effect [59].     

 

Figure 2.13 Schematic of the sample and tip magnetic alignment. Intermediate 

alignment characterized for the angle 𝛼 between tip and sample magnetizations (�⃗⃗⃗�𝑡, �⃗⃗⃗�𝑠) 

and the influence on the spin-polarized tunneling current 𝐼𝑠𝑝.  

The case where a magnetic tip and a magnetic sample are used in the same experiment 

(see figure 2.15), the magnetic domains of the sample may be visible in the sample 

topography. This would only happen if the tunneling current has an excellent signal-to-

noise ratio, achieved by a high spin polarization in the tunneling and a good alignment 

between the tip and sample magnetic moments [60]. Nevertheless, the most effective 

method to reveal the sample magnetic structure is by probing the spin-polarized LDOS 

through the measurement of its differential conductance [61]. The corresponding theory 

of Tersoff and Hamann has been generalized by Wortmann et al.  [62] for the case of 

magnetic STM imaging obtaining the next expression for the differential conductance: 

𝑑𝐼

𝑑𝑈
(𝑟𝑜,𝑈) ∝  𝜌𝑡𝜌𝑠(𝑟𝑜,𝐸𝐹 + 𝑒𝑈) + �⃗⃗⃗�𝑡�⃗⃗⃗�𝑠(𝑟𝑜,𝐸𝐹 + 𝑒𝑈)                              (2.32)   

where 𝜌𝑡, 𝜌𝑠 are the corresponding non-spin polarized LDOS and �⃗⃗⃗�𝑡 , �⃗⃗⃗�𝑠 are the vectors 

of the spin-polarized LDOS of tip and sample respectively. Thus, the magnetization 

angle at a specific energy can be probed directly by measuring the differential 

conductance (𝑑𝐼/𝑑𝑈) [61].   

Technically, a similar procedure described in section 2.6.1 (by employing the lock-in 

technique) allows us to look at the magnetic structure of the sample surface. Taking into 

account that the sample surface contains magnetic domains with different spin-split 

LDOS, it is possible to observe spatially the spin-polarized LDOS when a magnetic tip is 
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implemented in the STM set-up, finally revealing the magnetic domains in a 𝑑𝐼/𝑑𝑈 map 

(see figure 2.15). 

 

Figure 2.14 Schematic of a nonmagnetic tip and magnetic sample in a tunneling 

junction, apparent height (𝑧) and differential conductance (𝑑𝐼/𝑑𝑈).  

By choosing the appropriate bias voltage it is possible to achieve the highest contrast 

when highly-polarized sample states are probed. However, in this procedure it is 

important to distinguish between changes in the normal LDOS and the spin-polarized 

LDOS. One way to do this is by comparing two simultaneously recorded 𝑑𝐼/𝑑𝑈 maps, 

one obtained with a bias voltage where the spin asymmetry defined by equation 2.33 

becomes zero (electronic contrast image) and a second obtained with a different bias 

voltage where the spin asymmetry is maximum (magnetic contrast image) [29].     

𝐴 ≡
𝑑𝐼 𝑑𝑈⁄

↑↑ − 𝑑𝐼 𝑑𝑈⁄
↑↓

𝑑𝐼 𝑑𝑈⁄
↑↑ + 𝑑𝐼 𝑑𝑈⁄

↑↓

 .                                                   (2.33) 

The spin asymmetry of equation 2.33 is useful to characterize the spin polarization of the 

tunneling junction, which is calculated by employing the spin-polarized tunneling 

current, as is shown in equation 2.34 [63]. 

   

𝑃 =
𝐼↑↑ − 𝐼↑↓

𝐼↑↑ + 𝐼↑↓
 .                                                                (2.34) 
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Figure 2.15 Schematic of a magnetic tip and magnetic sample in a tunneling junction. 

Apparent height (𝑧) and differential conductance (𝑑𝐼/𝑑𝑈) raised from the different spin-

polarized LDOS in the sample. 
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3 Instrumentation 

3.1 General considerations for the two used microscopes  

3.1.1 The coarse approach system     

As was shown in chapter 2, the quantum tunneling phenomenon is possible when the tip 

is just a few angstroms away from the sample surface. This challenging task is carried 

out by the coarse approach system (see figures 3.1 and 3.2). The tip is hosted in a 

sapphire prism, as is shown in figure 3.1. Around the sapphire prism six piezo stacks are 

installed in a way that each side is in direct contact with two of them. These little motors 

allow the approach-retract movement of the prism through the “slip-stick” mechanism.  

 

Figure 3.1: Schematic of the sapphire prism, which hosts the tube scanner and the tip 

(image by Danny Baumann). 

The slip-stick approach-retract mechanism is done by moving the sapphire prism 

through the shear movement of the piezo stacks, whereas a high voltage signal is applied 

to the stacks (see figure 3.2). The tip approach-retract mechanism is depicted in figure 

3.2 (a), showing the three main steps related to the signal outcome, shown in figure 3.2 

(b). The first step (1) is based on a negative voltage signal which locates all piezo stacks 

in a shift position, as is depicted in the corresponding schematic. In the second step (2) 

the voltage signal increases its magnitude and becomes positive. In this case, the piezo 

stacks move the sapphire prism some nanometers (up or down) through frictional 
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sticking. Finally, in the third step (3), the voltage signal returns quickly to the initial state 

(1), changing the state of the stacks without moving the sapphire prism (slip). The latter 

described steps allow the user to move the tip from some nanometers to centimeters by 

employing voltage signals with frequencies in the order of kHz. 

 

 

Figure 3.2: (a) Operation scheme of the “slip-stick” approaching mechanism, (b) high-

frequency voltage signal usually applied to the piezo stacks. 

3.1.2 The tube scanner     

Inside the sapphire prism there is the tube scanner (see figure 3.3), which is responsible 

for the three dimensional movement of the tip. The tube scanner is made of a 

piezoelectric material composed of lead-zirconate-titanate and officially named PZT-

8 [64].   

The tube scanner possesses four symmetric outer electrodes and another inner one (see 

figure 3.3). By applying voltage signals to the electrodes, different bending modes of the 

tube which is fixed at one end are obtained. For instance, in figure 3.3 (a), the 

elongation-contraction of the tube scanner in z direction is depicted by applying a voltage 

signal to the inner-electrode while the outer electrodes are grounded. On the other hand, 

figure 3.3 (b) shows the bending modes in x direction (similar to y direction) by applying 

voltage signals to the outer electrodes while the inner electrode is grounded. The most 
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important characteristics of the scanner unit are: i) high resonance frequencies which 

lead to high scan speeds, ii) high sensitivity that lead to large scan areas, iii) low cross-

talk between x, y, and z piezo drives, which induces distortion-free imaging, iv) low non-

linearities, hysteresis and creep that also contribute to reduce the image distortions, and 

v) low thermal drift [27,28].           

 

Figure 3.3: Operation scheme of the tube scanner. 

3.1.3 Electronics basics  

A fundamental part in a STM-system is the electronic control; it ensures the proper and 

optimum operation of the STM-hardware by the user. It is worth mentioning, however, 

that a bad design of the electronic control could yield electrical noise and pickup, or 

feedback loop instabilities which could be catastrophic for high-quality data acquisition. 

Figure 3.4 shows a block diagram of an STM electronic system. In order to produce a 

net tunneling current between tip and sample, a bias voltage is applied between these 

two electrodes. The voltage (typically between 1mV and 4V) is supplied by a computer-

controlled digital-to-analog converter (DAC). Once the tunneling current is produced, it 

is measured by a preamplifier which converts the current signal into a voltage signal with 

a gain of 106-109 VA-1. The tunneling current, which is exponentially dependent on the 

separation between tip and sample, as was deduced in equation 2.18 (chapter 2), can be 

linearized by a logarithmic amplifier to improve the dynamic range. The latter is useful 

when the scan is carried out on rough surfaces; however, on atomically flat surfaces the 

logarithmic linearization is no longer needed. The next step in the block diagram is the 

comparison of the measured current 𝑈𝑡(𝐼𝑡) with the demanded current or set-point 

current 𝑈(𝐼𝑠𝑝), which is introduced by the user through the computer-controlled DAC 

(typical values between 10 pA and 10 nA).             
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Figure 3.4: Block diagram of STM feedback circuit. 

From the comparison of both current signals a resultant error signal is produced 휀(𝐼𝑡). It 

contains the information about the deviation of the measured current from the desired 

one. The error signal is further fed into feedback amplifiers which usually consist of a 

proportional amplifier (𝑃) and an analog integrator (𝐼). The feedback signal is finally fed 

into a high-voltage (𝐻𝑉) amplifier which generates the signal, which is applied to the 𝑧 

piezoelectric drive with the purpose to move the tip up-down as is required in the 

constant-current operation mode (see section 2.5). A different circuit is used in order to 

let the tip scan in the x-y plane (pink amplifiers in the block diagram). This could be done 

by a computer-controlled DAC or by a synchronized ramp generators with a subsequent 

signal amplification by high-voltage amplifiers [27,28,65].     

3.2 Variable-temperature STM system (VT-STM) 

3.2.1 Overview 

The VT-STM system is conceived as an advanced tool for the in-depth investigations of 

molecular structures on surfaces. It is particularly interesting for studies related to self-

assembly, anchoring, nanostructures, as well as the study of orbital distribution in 

molecules and its local density of states. The VT-STM system is a UHV system (p ~ 10-10 

mbar) that includes a preparation-analysis chamber with an entry-lock chamber and an 

STM-chamber (see figure 3.5). The entry-lock chamber (8) is the bridge and door 
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between the UHV system and the external environment. It is used to get a sample/tip 

into UHV and vice versa. This chamber has a small volume in order to be vented and 

pumped relatively fast in comparison to the whole UHV system. The entry-lock chamber 

is connected via a separation valve and a rod-manipulator with the biggest chamber of 

the system, which is the preparation-analysis chamber. The vacuum in the preparation-

analysis chamber is sustained by a turbo molecular pump (5) and by a combination of 

titanium sublimation and ion pumps (10). The turbo pump is used mostly when highly 

degassing processes inside the chamber are carried out. The sublimation pump is used 

occasionally for improving the vacuum conditions and the ion pump works most of the 

time due to its power to sustain the vacuum in the whole system and its low noise, 

which are crucial aspects during STM data acquisition. This chamber has different 

elements for the sample/tip manipulation, preparation and analysis. Among the main 

elements, there are three manipulators: the vertical (7), the horizontal (1) and the so-

called wobble stick (9). They catch and move the sample/tip to different stations inside 

the system. The vertical manipulator has a resistive heater for sample/tip treating as 

well. The stations for sample/tip preparation are: the e-beam heater stage (6), which lets 

the sample/tip be flashed (see section 3.2.2); the sputtering stage, where the sample/tip 

is cleaned through the momentum transfer of argon ions which come from a sputter gun 

(2); the evaporation stages, where nanostructures and films are grown on the sample/tip 

surfaces. There are commercial e-beam evaporators used mostly for metal-evaporation 

and home-made evaporators used for molecular-evaporation (3). Additionally, the 

biggest chamber of the system has tools for chemical and structural analysis, such as in 

particular: mass spectroscopy, which provides information about the chemical 

compounds  and partial pressures inside the UHV system; Auger spectroscopy, which 

helps to determine the chemical elements present on the sample; a quartz microbalance 

used for monitoring the quantity of material deposited on the sample surface; and a low 

energy electron diffractometer (LEED, 4) for determining the surface structure of the 

sample. The preparation-analysis chamber is connected via a separation valve (12) with 

the STM chamber (15). The vacuum in the STM chamber is maintained additionally for 

an ion pump. The stage for the STM-head, the eddy current damping system and the 

helium flow cryostat are located inside the chamber. Furthermore, a carrousel for 

sample/tip storage and exchange is located in one side of the chamber. This chamber 

has two short manipulators: one for locating the sample/tip into the STM-head and a 

second one for connecting-adjusting the sample with the cooling wires (13). Moreover, 

through the STM chamber the electronic control system is connected (see section 3.1.3). 

A helium transfer line (14) is plugged in a feedthrough of the STM-chamber, which is 

further externally connected to a helium flowmeter (11).  
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Figure 3.5: Variable temperature STM system (IFW-Dresden).  

Figure 3.6 is a detailed sketch of the helium flow cooling circuit in the VT-STM. The 

helium flow system is composed, in principle, of a helium dewar (typically of about 100 

liters), the cryostat (inside the STM-chamber), flux-meters and regulators, a rotary pump 

(which sucks the helium from the dewar), and transfer lines which connect all the 

mentioned elements as is shown in the schematic. The helium (4He) cryostat allows for 

stable temperatures between 300 K and 20 K.  

The general characteristics of the VT-STM are listed in table 3.1. 
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Figure 3.6: 4He flow cooling system schematic for the VT-STM. 

 

Atmosphere UHV -  p ~ 10-10 mbar  

Temperature of operation 20 K – 300 K 

Measurement time ~  70 hours  

Scanning range 3.4 µm x 3.4 µm 

Time of sample\tip exchange ~ 20 min 

Damping system Metallic springs and eddy current 

Energy resolution ˃ 10 meV 

Table 3.1: Characteristics of the VT-STM system. 

3.2.2 Important working steps 

Sample/tip load into the system: In order to load a sample/tip into the system, the first step 

is to put the sample/tip into the entry-lock chamber (8). In the entry-lock chamber, the 

sample is held by a manipulator. After that, the chamber is pumped for approximately 

15 minutes until a pressure of the order of 10-7 mbar is reached. Subsequently, the 
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sample/tip should be transferred to the preparation-analysis chamber as fast as possible 

with the purpose of keeping the UHV in the system. The sample/tip is received in the 

vertical manipulator (7) of the preparation-analysis chamber to further be transferred at 

any stage either for preparation or analysis. 

Sample/tip transfer into the system: Once the sample/tip is in the vertical manipulator (7), it 

can be transferred to the e-beam heater stage (6) with the assistance of the wobble stick 

(9). For the rest of the preparation and analysis procedures, the sample/tip is moved to 

the corresponding location and held beside by the vertical manipulator. After the desired 

preparation and analysis, the sample/tip can be picked up and further transferred to the 

STM chamber by the horizontal manipulator (1). In the STM chamber the sample/tip is 

first received in a carrousel and then moved into the STM-head by a wobble stick. 

Sample/tip preparation into the system: A sample/tip can be treated in the e-beam heater 

stage (6) with the purpose of being thoroughly cleaned by intensive heating to about 

2000 °C. It requires, of course, sample/tip materials of high melting temperature at low 

gas pressure such as tungsten or molybdenum. The e-beam heater stage works with two 

external power supplies: one heats a tungsten filament in order to produce electronic 

emission and another accelerates the free electrons to the sample/tip which causes 

considerable heating. A sample/tip can also be cleaned by the sputter gun. In this case 

argon ions bombard the sample surface causing the impurities removal as well as surface 

damages. Therefore, treated surfaces require normally a subsequent annealing 

procedure. The annealing temperature depends on the nature of the sample/tip material. 

In the evaporation stages, as was mentioned above, there are commercial evaporators 

which use a similar procedure of the e-beam heater stage in order to evaporate metals 

and there are home-made evaporators which use resistive heating for the evaporation of 

organic material (3). In both cases the growth of films is monitored by a quartz 

microbalance.                

3.2.3 Problems 

The VT-STM was originally offered by Omicron [66] as a commercial system, whose 

most important feature was the possibility to carry out measurements at different 

temperatures, taking into consideration a temperature range from 1500 K to 25K by 

cooling down the sample. The VT-STM permits us to perform experiments with a cold 

sample (down to 20 K), while the tip remains at room temperature. Such conditions 

render the SP-STM measurements particularly difficult. In order to overcome the 

mentioned limitation, a home-made tuned STM-head has been developed at the IFW-

Dresden (see figure 3.7) [65,67,68]. The STM-head shown in figure 3.7, from the outer 

to the inner sections, is based on a thermal radiation shield, a stainless steel frame for 

thermal decoupling, and an STM-body. The body is made of CuSn6P with gold coating, 

which hosts the sample stage and the coarse approach system (piezo stacks-motors, 
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sapphire prism, tube scanner, and tip-holder). This design permits the cooling down of 

every element of the body down to 20 K through the thermal connections located on its 

top. Furthermore, the radiation shield is cooled down in order to avoid thermal radiation 

to the body. 

   

 

Figure 3.7: STM-head modified for Omicron VT-STM, IFW-Dresden (image by Danny 

Baumann). 

Figure 3.8 shows the home-made STM-head mounted in the original Omicron stage. 

The stage is based on four cylindrical columns, with springs inside the columns that are 

employed for hanging the STM-head and thus damping mechanical noise. Additionally, 

these columns fix the stage to a vacuum flange. There is also an eddy current vibration 

isolation system that helps the mechanical noise attenuation. The home-made STM-

head has a radiation shield which avoids temperature instabilities in the STM-body, as 

well as electromagnetic noise which potentially decreases the resolution. 

The home-built STM-head developed at the IFW-Dresden and further installed in the 

VT-STM often presented non-optimal operation for the coarse approach system. The 
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origin of the problem was identified in the damage of the piezo stacks, which are the 

parts responsible for the tip-approach through the movement of the sapphire prism. 

 

 

Figure 3.8: Schematic of the modified Omicron VT-STM, IFW-Dresden (image by 

Danny Baumann).  

The piezo stacks are home-made actuators built by gluing four piezo plates, one over the 

other, and on top a plate of aluminum oxide (Al2O3), as it is depicted in figure 3.9 (a). 

The piezo stack shown in figure 3.9 (a) has an approximate size of 7 x 7 x 2 mm3 and 

was used for STM experiments at a temperature range of room temperature (RT) to 

20K. Figure 3.9 (b) shows a bottom view of the piezo stack, indicating damage in the 

plates which were in contact with the walls of the STM-body. The latter damage is due 

to the high stress suffered by the piezo electric material, which is likely to be promoted 

by different dilatation-contraction properties of the other two materials which are in 

contact to it, the conductive glue (EPO-TEK H20E [69]) and the walls of the body 

(made of CuSn6P).          
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Figure 3.9: (a) Damages in the piezo stacks of the home-built STM-head, top view, (b) 

bottom view.  

With the purpose to extend the life time of the piezo stacks, different strategies were 

taken into account: i) the cooling down of the STM-head was held slowly (six hours 

approximately), in order to guaranty an homogeneous cooling of the STM-head and 

thus avoiding inhomogeneous stress due to improper thermalization in all the parts 

composed by different materials, ii) before applying the alternating high voltage signal to 

the piezo stacks which makes them move (see figure 3.2), the capacitance of each piezo 

stack was verified to be at the correct value according to the temperature of the STM-

head (~ 1.2 nF, T = 20 K) and iii) new piezo stacks were built smaller (5 x 5 x 2 mm3) in 

order to reduce the chance of stress and to facilitate the cooling down process (see figure 

3.10). 

 

Figure 3.10: Construction of a piezo stack for the home-made STM-head. 
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Each new piezo stack had a capacitance between 2.08 and 2.27 nF at room temperature 

and a capacitance of about 1.2 nF at 20 K. Once the stacks were installed in the body, 

they were also tested in terms of their electrical isolation. The measurements evidenced a 

resistance associated to every stack of the order of giga-ohms, when connected to a 

voltage of 500 V. 

Although the VT-STM operated correctly at room temperature and for a couple of days 

at 20 K, it failed again. The problem in this case is not clearly known; it may be due to a 

geometrical issue in the design of the STM-body. Thus, the solution was to then mount 

the original Omicron STM-head shown in figure 3.11.        

This Omicron STM-head works with the tip at room temperature and the sample 

between RT and 20 K. Therefore, it is well suitable primarily for studies of relatively big 

structures such as molecular complexes with broad electronic states. The STM-head in 

this case does not have a radiation shield, which makes it necessary to cover the 

window-flanges with aluminum foil in order to prevent the entrance of external 

electromagnetic radiation.          

 

 

Figure 3.11: Original Omicron STM-head [66]. 
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3.3 Low-temperature STM system (LT-STM) 

3.3.1 Overview 

The LT-STM is a home-built system [51] that combines ultra-low temperature (down to 

300 mK), ultra-high vacuum (UHV), and magnetic field (up to 9 Tesla) in the STM 

experiment. These experimental capabilities show that the LT-STM is a system suitable 

for investigations in the field of strongly correlated systems, unconventional 

superconductors, and quantum matter in general. The UHV environment provides the 

opportunity to perform SP-STM experiments, which is considered a promising tool in 

the field of condensed matter to elucidate new physical phenomena and characterize at 

the atomic scale magnetic structures of interest for future applications in spintronics. In 

the framework of this thesis, SP-STM has been successfully demonstrated within this 

machine for the first time.     

Figure 3.12 shows the schematic of the LT-STM. A welded metallic frame connects all 

the components with the damping system, which consists of three equidistant columns 

(in blue), each with an air-buffer and an air-level regulator on top. The most visible part 

is the cylindrical cryostat-barrel, which contains a commercially modified Janis 

cryostat [51,70]. The Janis cryostat counts with three 4He reservoirs with a total volume 

of 350 liters which are surrounded by isolation shields. Furthermore, the cryostat 

possesses a 3He single shot system. The combined cryostat allows temperatures in the 

range of 50 K to 300 mK in the STM experiment. In between the cryostat and the 

metallic hexagon (bottom part of the metallic frame, see figure 3.12) three UHV 

chambers are located. The central UHV chamber, or the so-called STM chamber, is 

employed for the sample/tip exchange with the STM-head; additionally, this chamber 

has a carousel for the storage of samples and tips. A second chamber, the so-called 

preparation chamber, is used for the standard preparation of tips and samples. This 

chamber has a connection to an entry-lock chamber employed to exchange the 

sample/tip between the UHV system and the outer environment. The third chamber is 

under preparation and will perform structural analysis with low energy electron 

diffraction (LEED) and chemical analysis with Auger spectroscopy.                 
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Figure 3.12: Home-built low temperature STM (LT-STM) scheme, IFW-Dresden 

(image by Danny Baumann). 

The preparation chamber shown in figure 3.13 (6-14) contains most of the tools for 

sample preparation. The vacuum in this chamber is sustained by a turbo molecular 

pump and an ion pump (6) in a similar way as was described in section 3.2.1 for the VT-

STM. The chemical compounds inside the chamber and their partial pressures are 

monitored by a mass spectrometer. In the preparation chamber there are three 

manipulators: the horizontal manipulator (14) employed to bring the sample/tip to the 

STM-chamber; the Y-Z positioner (8), which moves the sample/tip to the different 

stages of preparation (it also has a resistive heater); and the wobble stick (12) used to put 

the sample/tip in the e-beam heater stage (7). The different stations for sample/tip 

preparation are: the e-beam heater stage (7) used for sample/tip flashing, the argon 

sputtering stage (11, 13) suitable for sample cleaning via ion bombardment, and the 

evaporation stages (e.g. 10) where the nanostructures are grown on the sample/tip 

surface. A valve (5) connects the preparation chamber with the STM-chamber (1). The 

STM-chamber is used to exchange the sample/tip with the STM-head, which is located 
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later in the measurement position (see figure 3.12) for data acquisition. The vacuum in 

this chamber is sustained additionally by an ion pump (2). This chamber is designed to 

have evaporators as in (3) with the purpose to grow structures while the sample is at low 

temperatures. The sample/tip manipulation is carried out by a wobble stick and a 

vertical manipulator indicated in (4). The latter lets the adjustment of a carousel for 

sample storage and also opens/closes the radiation shield in the STM-head. 

The LT-STM characteristics are summarized in table 3.2. 

 

 

Figure 3.13: Microscope and preparation chambers of the LT-STM, IFW-Dresden 

(image by Danny Baumann).    
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Atmosphere UHV -  p ~ 10-11 mbar  

Temperature of operation 0.3 K – 50 K, 300 K 

Measurement time ~  60 hours  

Scanning range 0.8 µm x 0.8 µm 

Time of sample\tip exchange ~ 2 hours 

Damping system Air-buffer damping 

Energy resolution 0.1 meV 

Table 3.2: Characteristics of the LT-STM system.   

3.3.2 Important working steps 

Sample/tip load into the system: Similar procedure described in section 3.2.2 of the VT-

STM is used in the LT-STM. The first step is to put the sample/tip into the entry-lock 

chamber (9). In the entry-lock chamber, the sample is held by a manipulator. After that, 

the chamber is pumped for approximately 15 minutes until the pressure decreases at the 

order of 10-7 mbar. Subsequently, the sample/tip needs to be transferred to the 

preparation chamber as fast as possible in order to keep the UHV in the system. The 

sample/tip is received in the Y-Z positioner (8) of the preparation-analysis chamber to 

further be transferred at another stage for preparation. 

Sample/tip transfer into the system: The sample/tip hosted in the Y-Z positioner (8) can be 

transferred to the e-beam heater stage (7) assisted by the wobble stick (12). For the rest of 

the preparation and analysis procedures, the sample/tip is moved to the corresponding 

location and held besides by the Y-Z positioner. After the desired preparation, the 

sample/tip can be picked up and further transferred to the STM chamber by the 

horizontal manipulator (14). In the STM chamber the sample/tip is received in a 

carrousel first and then moved into the STM-head by a wobble stick. 

Sample/tip preparation into the system: A sample/tip can be cleaned at the e-beam heater 

stage (7) by short-time high temperature heating to about 2000 °C. The operation is 

similar to the one described in section 3.2.2. For soft metals the preparation chamber 

contains a sputtering stage (11). In the evaporation stages, there are commercial e-beam 

evaporators, for instance the iron evaporator (10). The metal evaporators use the e-beam 

heating principle to evaporate metals such as Fe, Cr, Ni, etc. The quantity of material 

deposited on the substrate surface is controlled by the ionic emission current, which is 
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measured by an electrode-collector at the end of the evaporator, in combination with a 

quartz microbalance. 

3.3.3 LT-STM for Spin-Polarized STM 

The LT-STM system was built for spin-polarized STM studies. These highly demanding 

measurements require conditions like UHV in the low-pressure regime of 10-10 mbar, 

temperatures (liquid-helium temperatures) below the Curie/Néel temperature of the 

sample and an extreme noise isolation (mechanic, electromagnetic). Additionally, the 

system should have the option to prepare magnetic samples as well as magnetic tips in 

UHV.  

In particular, the part of the thesis related to the investigation on iron nanostructures 

included showing that SP-STM for this system for the very first time can be employed 

(see chapter 6).         
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4 Substrates and tips:  

preparation 

4.1 Substrates 

4.1.1 Highly oriented pyrolytic graphite (HOPG)  

Pyrolytic graphite can be experimentally obtained by graphitization, based on the heat 

treatment of pyrolytic carbon or by chemical vapor deposition. However, when it comes 

to the highly oriented pyrolytic graphite (HOPG), the annealing of pyrolytic graphite 

under compressive stress at approximately 3300 K is required. The commercial HOPG 

samples are based on a polycrystalline material with large grain sized and good 

orientation with respect to the surface plane [71,72].    

HOPG is a layered material where each layer contains carbon atoms arranged in a 

honeycomb lattice. The atomic separation within the layer is 0.142 nm, while the 

separation between layers is 0.335 nm (see figure 4.1). Considering sp2 orbital 

hybridization, every carbon atom in the honeycomb lattice creates three covalent bonds 

(σ bonds) with its nearest neighbors. The overlap of the 2pz orbitals perpendicular to the 

layers produces delocalized π electrons that are free to migrate within the layer, resulting 

in the electrical conductivity of graphite. Furthermore, the graphene layers are bounded 

through weak van der Waals bonds, which allows layers to be easily separated [73]. The 

latter renders HOPG samples easily cleavable, which means that by just peeling off the 

top layers while using adhesive tape, large clean atomically flat surfaces are obtained. 

The HOPG fresh surface presents the advantage of being relatively inert to oxidation. 

The above mentioned characteristics make HOPG suitable for STM investigations, as its 

well-known structure and its high symmetry are useful for scanner calibration at the 

nanoscale mainly in the x and y coordinates. The z coordinate is not recommended for 

calibration due to the variability present in the interlayer spacing promoted by tip 

interaction and also by considering the weak bonding between graphene layers [74,75].   

STM image interpretation: In order to understand the images of HOPG obtained through 

STM, it is necessary to review both the structural and the electronic characteristics of the 

graphite. In this sense HOPG is built in a so-called ABAB stacking structure, which 

means that the neighboring layers are shifted relative to each other, as highlighted in 

figure 4.1.      
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Two types of carbon atoms could be identified in every layer: From one side, those 

which have a direct neighbor in the layer below (site 1) and from the other side those 

which do not (site 2). Considering that STM bases its measurement in the electronic 

density of states resulting in the top layer of HOPG, it is necessary to determine the 

different density of states that carbon atoms would present in sites 1 and 2. Thus, band 

theory calculations suggest that the amplitude of the Bloch wave functions at site 1 is 

smaller than at site 2. In fact, at site 1 the density of states is reduced around the Fermi 

level because of the bonding and antibonding interaction between π orbitals from the 

top-last layer and the underlayer [76]. Therefore, an STM image of HOPG would differ 

from the real topography due to the above-mentioned considerations.   

 

Figure 4.1: Highly oriented pyrolytic graphite (HOPG). Laminar structure ABAB and 

type of carbon atoms (site 1, site 2). 

 

Figure 4.2: Schematic of the real HOPG surface and the HOPG surface obtained by 

STM. 
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Figure 4.2 depicts the top view of an HOPG sample; on the one hand representing the 

real hexagonal lattice (real HOPG surface) and on the other hand showing the triangular 

lattice that STM reveals. It is worth mentioning that sometimes STM also shows the real 

surface when, by chance, the top layer is decoupled from the bulk. Figure 4.3 (a) shows a 

typical STM image revealing the HOPG surface, hereby presented in order to obtain a 

scanner calibration in the x and y coordinates. Additionally, in figure 4.3 (b) the atomic 

corrugation along the arrow in (a) is also shown.   

 

Figure 4.3: (a) HOPG surface revealed by STM (inset: Fast Fourier Transform FFT), (b) 

line profile indicated from the arrow depicted in (a).     

 

 

Figure 4.4: (a) HOPG-super structure revealed by STM, (b) Digital zoom-in from the 

region of interest depicted in (a) (inset: FFT). 

HOPG super-structure: STM images sometimes also show ordered patterns with 

dimensions larger than the expected for HOPG. These kind of images are directly related 

to the graphene layers organization, which are angularly rotated among them creating 
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interference patterns (Moiré patterns). These patterns generally depend on the rotation 

angle [77,78]. Figure 4.4 (a) shows a HOPG surface where one graphene layer creates a 

Moiré pattern with a lattice parameter of approximately 4.7 nm (see figure 4.4 (b)). 

4.1.2 Au(111) 

Gold is the soft metal with the highest malleability and ductility among all elements, 

being a noble metal non-reactive to air, water and mostly all acids. For investigative 

purposes, single gold crystals can be grown like a film on a substrate (e.g. mica, glass) or 

like a bulk onto a sample. Among the different techniques employed for gold sample 

production, there are: physical vapor deposition in the case of thin films, and the 

Bridgman-, Czochralski- and zone melting techniques in the case of bulk 

samples [79,80]. After the single crystal production, surface cleaning is required for 

further investigations by using scanning probe techniques. One of the cleaning 

procedures is the flame annealing, which is a thermal treatment at approximately 650 °C 

under nitrogen atmosphere [81,82]. Furthermore, under vacuum conditions, cycles of 

sputtering with argon ions and subsequent annealing can be employed [80,83]. For this 

thesis, Au(111) single crystals were firstly sputtered with argon ions at 2kV using a 

filament current of 10 mA for 8 hours. After the sputtering process the crystals were 

annealed at 550°C at a chamber pressure of 5×10-9 mbar for 12 hours (see the typically 

observed surface reconstruction in figure 4.6).             

Gold single crystals can be produced in different directions, for instance the most 

common are: Au(111), Au(100), and Au(110). However the Au(111) is the most densely 

occupied surface and exhibits a particular reconstruction which will be further described, 

particularly considering the importance of the experiments held with dinickel complexes 

in the present thesis. 

A clean Au(111) crystal exhibits a surface reconstruction ‘herringbone’ or 22 𝑥 √3 in 

terms of its surface unit cell (see figure 4.5). The origin of this spatial reconstruction lies 

in the smaller number of nearest neighbors in the surface (nine instead of twelve in the 

bulk for an FCC lattice), thus the interatomic distances between the atoms in the top 

most layer are uniaxially reduced. In the most energetically favorable scenario, 23 

surface atoms are packed in 22 bulk lattice sites. Due to this mismatch, some atoms are 

forced to move from FCC sites to HCP sites and to incommensurate bridge sites. Atoms 

located at the bridge sites between FCC and HCP stacking regions are slightly displaced 

in the 𝑧 direction, causing striped contrast in STM images [84]. Figure 4.6 shows the 

typical surface exhibited by the Au(111) crystal, used in this thesis for the anchoring of 

dinickel complexes. Herringbone patterns in these images are a clear signal of the 

optimal surface cleanness. It is important to mention that the herringbone reconstruction 

shows two types of periodicities, one of about 30 nm (figure 4.6 (b)) and a shorter of 

about 7 nm (figure 4.6 (c)) [85]. 
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Figure 4.5: (a) Schematic representation of the Au(111)/22 𝑥 √3 reconstruction, 

showing 23 surface atoms fit into 22 lattice sites,  (b) STM image of the Au(111) 

herringbone reconstruction. Taken from [86]. 

    

 

Figure 4.6: (a) Au(111) surface reconstruction, (b) Digital zoom-in from the region of 

interest indicated by the dashed square in image (a) with 𝐿 ~ 30 𝑛𝑚 (images (a, b) 

measured by Sebastian Schimmel), and (c) atomic corrugation on Au(111) in zones HCP 

and FCC.   

4.1.3 W(110) 

Tungsten metal is not found in its pure form in nature, being generally extracted from 

the ore Wolframite ((FeMn)WO4) that is converted to the trioxide and then reduced to 

the metal by reduction in hydrogen. Tungsten is relatively inert in the presence of 

oxygen, acids and alkalis. Such metal presents the highest melting point among all 

metals and, when pure, can be relatively easy to manipulate, although the presence of 

impurities renders tungsten extremely brittle and therefore, difficult to machine [72]. The 

samples of tungsten for investigative purposes are produced by employing the Bridgman-
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, Czochralski- and zone melting techniques. The standard orientations commercially 

available are (001), (110) and (111). The standard accuracy of the orientation from the 

cut crystals is within less than 2° and by polishing an accuracy of less than 0.1° is 

achieved [79]. 

 

Figure 4.7: (a) Monoatomic steps of W(110) revealed by STM at room temperature, (b) 

zoom-in topography and differential conductance map in W(110) (image (b) measured 

by Torben Hänke, taken from [51]). 

Different refractory metals are used as substrates for thin film experiments, mainly due 

to the low intermixing between the film and the substrate. W(110) is one of the most 

popular substrates for its densely packed surface. However, prior to STM experiments, 

an in-depth cleaning process is highly recommended due to the presence of carbon 

impurities on the crystal surface. One of the most successful procedures implies cycles of 

prolonged annealing (T ≈ 1500 K for about 30 min) under oxygen atmosphere, followed 

by short high-temperature treatments, so-called flashes (T ≈ 2300 K for about 15 s). 

During the annealing process in the presence of oxygen, the formation of the oxides CO 

and CO2 from carbon (C) takes place. Such side products are gaseous substances and can 

be pumped after thermal desorption. Additionally, tungsten oxides are formed on the 
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surface and can only be removed by thermal desorption at temperatures above 2300 

K [87,88]. 

Figure 4.7 (a) shows the typical surface from the single crystal W(110) used in this thesis 

to calibrate the z coordinate as well as substrate of the iron nanostructures studied in 

chapter 6. Monoatomic steps of about 0.2 nm height are observed in good agreement 

with literature [88]. Figure 4.7 (b) depicts, on the left site, a zoom of the usual W(110) 

topography and on the right side a differential conductance map, which reveals the 

Friedel electronic oscillation only observed in case of working with clean surfaces. In the 

insets of each image of figure 4.7 (b), the Fast Fourier Transforms (FTT) are shown. In 

the case of the topographic image (left), the FTT does not show periodical structures (the 

strongest signal is due to the atomic step). On the other hand, the FFT in the differential 

conductance map depicts features of the Friedel oscillations.   

4.2 Tips 

Tip preparation is one of the most crucial aspects to be considered in STM experiments. 

Tips determine the obtained data quality from the sample under study. Two aspects are 

relevant in the tip performance: its shape and its chemical composition [89]. In regards 

to the shape, the tip performance depends on the structure of the last atomic cluster of 

the tip involved in the tunneling process. In the ideal case, the tunneling current should 

flow through the last atom of the cluster. However, it is common to have the presence of 

more than one tunneling point in the tip, causing distortion or aberrations in the images. 

In regards to the second aspect, the chemical composition of the tip is affected by the 

original material that it is made of, as well as the possible contaminations present on the 

surface of the tip. The types of materials determine the density of states of the tip and 

thus the scope of the experiment. It is worth mentioning however, that contaminants on 

the tip surface, especially insulating oxide layers, can drastically modify the desired tip 

density of states leading to severe distortion of both STM and STS data. In the next 

section different tips employed in this thesis are described in terms of preparation and 

properties.           

4.2.1 Tungsten (W) tips  

Tungsten tips present a high mechanical stability due to the strength of the source 

material (W). Additionally, they are built reproducibly by electrochemical etching and 

possess a high and comparatively smooth density of states around the Fermi energy, 

which is optimal for the present STM studies [90]. W-tips are more suitable for 

experiments in vacuum conditions due to the formation of tungsten oxides in ambient 

conditions on the tip surface. Such oxides may later interfere with the STM 

measurements. The last but not least, W-tips, can be obtained from low cost 

polycrystalline wires.        
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Electrochemical etching is a widely used technique for the preparation of W-tips  [91–

93]. It consists of immersing a polycrystalline tungsten wire (normally of 0.3 to 0.5 mm 

in diameter), which acts as an electrode, into an electrolyte solution (e.g. 1M NaOH in 

distilled water) where a counter electrode is also present (see figure 4.8). 

By applying an AC or DC voltage (4 – 8 V) between the two electrodes, the following 

chemical reaction takes place: 

 

W(s) + 8OH- → WO4
2- + 4H2O + 6e-     (anode) 

6 H2O + 6e- → 3H2(g) + 6OH-              (cathode) 

__________________________________________ 

W(s) + 2H2O + 2OH- → WO4
2- + 3H2(g) 

 

 

 

Figure 4.8: (a) Set-up for W-tips etching, (b) W-wire neck formation and tips 

production. 

Under the electrochemical conditions afore mentioned, solid tungsten is oxidized, 

producing WO4
2- ions which are soluble in water. In the cathode, water molecules are 

reduced to OH- ions and hydrogen gas. The latter process causes the dissolution of 

tungsten and the formation of a neck on the wire, as shown in figure 4.8 (b). As the 
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diameter of the tungsten wire is extremely thin, the part of the wire immersed in the 

electrolyte solution gets separated from the outside wire by its own weight, presenting at 

the very end a very sharp tip of around 20 to 50 nm in diameter [94]. The tip is 

subsequently picked up and rinsed with distilled water in order to remove possible 

remainders or side products such as sodium hydroxide crystals, which may hinder the 

STM measurements. Additionally, the exposure of tungsten tips to air could potentially 

lead to the formation of tungsten oxides. To avoid such a problem, the tip is introduced 

into a UHV environment and exposed to a thermal treatment. Such a treatment consists 

of short time (5 -10 s) heating pulses of the tip by electron beam bombardment, reaching 

temperatures above 2300 K. After thermal treatment the W-tip desorbs its oxides on the 

surface, although the tip also becomes blunt, presenting curvatures typically of 1µm. 

However, it has been widely demonstrated that W-tips prepared as described above, 

permit the user to obtain atomic resolution and very stable spectroscopic measurements 

(see figure 4.9) [29,61].  

 

Figure 4.9: (a) SEM image of a W-tip once exposed to a high-temperature flash at T ˃ 

2200 K   and b) higher magnification revealing a tip diameter of about 1 µm. Taken 

from [29]. 

4.2.2 Platinum-iridium (Pt/Ir) tips 

Pt/Ir-tips (80% Pt and 20% Ir) suit our requirements to work in ambient conditions due 

to their chemical inertia thanks to the presence of platinum (Pt). However, the iridium 

(Ir) contributes to the tip stiffness, making it harder. Although the Pt/Ir-tips have been 

prepared by using electrochemical techniques [95], the most successful method to obtain 

such tips is by simple mechanical cutting [96,97]. In which case, the first step in 

preparing Pt/Ir-tips is to clean the Pt/Ir wire, the pliers and the sharp edges of the wire 

cutter with ethanol. Afterwards, the Pt/Ir wire is firmly held with the pliers and the wire 

cutter presses (without cutting) at the desired tip length, forming a small angle with the 

wire (see figure 4.10 (a)). The cutter pulls the wire in the direction shown in figure 4.10 

(a) until the tip is torn off, rather than cleanly cut (see figure 4.10 (b)). As well as the W-
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tips, Pt/Ir-tips have widely demonstrated their applicability in high resolution STM data 

acquisition [98].        

 

Figure 4.10: (a) Schematic of Pt/Ir-tip preparation by mechanical cutting (b) 

micrographs of the tip after preparation. Taken from [97].  

4.2.3 Iron coated tungsten (Fe/W) tips 

Iron coated tungsten tips are one of the most sophisticated tips for STM. They belong to 

a family of nonmagnetic tips covered with an ultrathin film of magnetic material. The 

most common nonmagnetic tip is the well-known W-tip, where magnetic films mostly 

based on iron or chromium are further deposited. This configuration permits the 

construction of an STM-tip that is sensitive to the spin of the electrons involved in the 

tunneling process. A great advantage with respect to e.g. bulk magnetic Fe-tips is the low 

stray fields emanated from the sharp tip end. Furthermore, the preparation of this tip 

configuration allows for the tuning of the tip magnetic properties (e.g. easy axis of 

magnetization) by changing the magnetic material and the film thickness on the W-

tip [29].  

The preparation of iron coated tungsten tips is non-trivial and requires costly equipment 

which operates at UHV conditions. The first step is the preparation of the W-tip, which 

has already been described in section 4.2.1. Once a free oxide W-tip is prepared, its tip 

surface will be ready to host an ultrathin film of iron (see figure 4.11). After the 

evaporation of some monolayers, a homogeneous film is obtained. However, a later 

annealing process helps in avoiding the presence of clusters that could interfere with the 

SP-STM measurements.  
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The quantity of evaporated iron, in principle, determines the polarization direction of 

the magnetic tip. The competence between the tip shape anisotropy and the anisotropy 

of the iron film determine the direction of the final magnetization. It has been indicated 

in previous works that iron coated tungsten tips exhibit in-plane polarization most of the 

time, if the number of evaporated monolayers is between 3 and 10. However, it is well-

known that the structure of the last cluster could be diverse and therefore responsible for 

several other polarization directions (e.g. out-of-plane, or in between out-of-plane and in-

plane) [61].   

     

 

Figure 4.11: Schematic of a W-tip being covered by an iron thin film in UHV 

conditions. 

4.2.4 Chromium (Cr) tips 

Chromium bulk tips are good candidates for SP-STM measurements due to the fact that 

no UHV conditions are required for their preparation. Furthermore, they present 

negligible magnetic stray fields. Cr-tips can achieve atomic resolution with relative 

ease [99]. In terms of tip preparation, Cr-tips can be made from polycrystalline rods by 

electrochemical etching [72]. The etching process can be performed by using electrolytes 

such as NaOH or KOH (1.5 – 2M) in distilled water by working with voltages between 3 

to 5V (see references for more details). During the etching process, different chemical 

remnants of Na/K and Cr stick onto the rod-surface, but they are soluble in water and 

can be completely removed by using a water ultrasonic bath. Once a Cr-tip is chemically 

prepared, additional cleaning procedures such as argon-ion sputtering (in UHV) and tip 

treating with voltage pulses (up to 10V) on a metal substrate may be required. Previous 

works have shown Cr-bulk-tips having in-plane magnetic anisotropy in the absence of an 

external magnetic field. However, this magnetization direction could be changed to out-
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of-plane with the help of an external magnetic field of 2 T. In other cases, a canted 

magnetization direction has been shown to allow them to be sensitive to both in-plane 

and out-of-plane magnetic components, see figure 4.12 [100,101].     

 

Figure 4.12: (a) Magnetic map over 2ML-Fe nanostructures, (b) line section (black data 

points) across two double layer walls, averaged over the regions of interest indicated in 

(a). Taken from [100]. 
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5 Dinickel molecular 

complexes on Au(111) 

5.1 Motivation 

Organic magnetic materials are nowadays intensively investigated due to their potential 

in the development of a new generation of devices based on electron spin currents. This 

is grounded on two aspects: i) organic molecules can have the capability to build up 

circuits from a bottom-up approach, reaching smaller sizes than the actual electronic 

circuits; and ii) organic molecules could preserve spin-coherence over longer times and 

distances in contrast to conventional metals or semiconductors  [102,103]. In this sense, 

the development of chemical systems which contain magnetically bistable transition 

metal complexes arranged on planar surfaces could contribute to the architecture of 

materials with controllable magnetic or spintronic properties  [104–107], leading to 

potential applications on information storage at the molecular level  [108,109], in 

molecular electronics  [103], and molecular spintronics  [16,102,110,111].  

Research lines have been mainly focused on the physisorption or chemisorption of 

planar organometallic complexes such as phthalocyanines  [112–114], 

porphyrines  [115–118], and spin-crossover compounds. Recently, single molecule 

magnets (SMMs) bearing several coupled transition metal ions have received increasing 

attention  [119,120], and several strategies have been developed to obtain these materials 

as rows  [121], thin films  [111,122–124], or multilayers  [125–131]. Unfortunately, 

polynuclear transition metal complexes suffer from limited thermal and kinetic stability, 

which does not allow their thermal evaporation on surfaces  [132]. Therefore, alternative 

methods have been considered for surface functionalization. Among them all, 

chemisorption of open-shell transition metal complexes via Au-S bonds in the form of 

self-assembled monolayers (SAM) has turned out to be an attractive and suitable 

method  [133,134].  

For the deposition of polynuclear complexes with single molecular magnet (SMM) 

behaviour two major strategies have been established. The first approach consists of the 

growth of a SAM of a bifunctional thiol HS-X-L, where X represents a spacer and L 

usually a carboxylate function, and afterwards the adsorption of a SMM. The second 

method, which we address here, utilizes an exchange-coupled mixed-ligand complex 
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with an exposed thiol function1 that is directly deposited onto the gold surface  [120,135–

137]. Monolayers produced by adsorption from solution are not restricted to gold and 

can be applied to other substrates like silicon, silicon oxides, or metal oxides [138,139].  

 

 

 

 

 

 

 

 

 

 

Figure 5.1: Chemisorption of dinickel macrocyclic complexes [Ni2L(Hmba)]ClO4 

(2ClO4) on Au(111). 

The synthesis of the perchlorate salt [Ni2L(Hmba)]ClO4 (2ClO4) has been previously 

reported over  [140]. This compound is composed of a paramagnetic dinickel 

macrocyclic complex ([Ni2L(Hmba)]2+) with an S = 2 ground state and negative axial 

anisotropy and a perchlorate ion (ClO4
-). In the cation, L represents a 24-membered 

macrocyclic hexaazadithiophenolate ligand and Hmba an ambidentate 4-

mercaptobenzoate ligand (HO2CC6H4SH, H2mba). The ambidentate ligand has a hard 

carboxylate function which serves to bind to the NiII ions in [Ni2L]2+ and a soft thiol 

group for the chemisorption to the gold surface (see Figure 5.1). Here, the evaluation of 

the molecular anchoring and electrical conductance of these complexes on a Au(111)-

surface via ambidentate mercaptobenzoate ligands by using STM and XPS is reported. 

                                                           
1 The SMM behavior of carboxylate-bridged complexes of the type [Ni2L(O2CR)]+ (CR, 
carbon-radicals) were previously substantiated by HF-EPR measurements. However, the 

magnetic anisotropy barrier is too small to get sufficient magnetization at finite 
temperature  [177]. 
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We found anchored monolayers via Au-S bonds with a height of about 1.5 nm 

apparently showing a granular structure, with the dinickel complexes appearing as 

roundish structures and the ClO4
- counterions as the surrounding environment. No type 

of long or short range order was observed. Tip-interaction reveals higher degradation 

rate after eight hours of measurement. Spectroscopy measurements suggest a HOMO-

LUMO gap of about 2.5 eV in the dinickel complexes and smaller gap in the 

surrounding environment. 

5.2 Synthesis of molecular complexes 

The dinickel molecular complexes used in this thesis were synthesized by Prof. 

Kersting´s group at the University of Leipzig. As reported by J. Lach et. al.  [140], the 

synthesis of the molecular complex [Ni2L(Hmba)]+ is achieved through the 

complexation of the ambidentate ligand (HO2CC6H4SH, H2mba) by the macrocyclic 

complex [Ni2L(µ-Cl)]ClO4 (1ClO4). The mono-deprotonated Hmba- ligand reacts with 

the Ni2 complex in a selective manner by substituting the bridging chloride ligand to 

produce the µ1,3-carboxilato bridged complex [Ni2L(Hmba)]+. Experimentally, such a 

reaction was described as the treatment of [Ni2L(µ-Cl)]ClO4 (1ClO4) with 4-

mercaptobenzoic acid (H2mba) in the presence of triethylamine (NEt3) and lithium 

perchlorate (LiClO4), finally obtaining a green solution containing the targeted product 

[Ni2L(Hmba)]+ in the form of a microcrystalline perchlorate salt [Ni2L(Hmba)]ClO4  

(2ClO4). The goal-product was obtained with yields of 88 % (see figure 5.2).  

 

 

Figure 5.2: Synthesis of the perchlorate salt [Ni2L(Hmba)]ClO4 (2ClO4). 

The new mecaptobenzoate complex reacts through the free thiophenolate ligand. 

Therefore, in the presence of air, 2ClO4 dimerizes via a disulfide bond to generate the 

tetranuclear complex [{Ni2L}2(O2CC6H4S)2]
2+ (see figure 5.3 (a)). Moreover, the auration 

of 2ClO4 with [AuCl(PPh3)], where PPh3 stands for triphenylphosphine, produces the 

monoaurated complex [NiII
2L(mba)AuIPPh3] (4ClO4). The latter was an important hint 

in order to prove the capability of the 2ClO4 complexes to be anchored to gold surfaces 

(see figure 5.3 (b)).  



5 Dinickel molecular complexes on Au(111) 

 

62 
 

(a)                 

 

 

 

 

 

 

 

(b) 

 

 

 

 

 

Figure 5.3: Reactions of the perchlorate salt [Ni2L(Hmba)]ClO4 (2ClO4): (a) 

dimerization, (b) auration (4ClO4). 

5.3 Characterization 

5.3.1 Electrochemistry 

Cyclic voltammograms (CV) are of great value to determine the redox properties of ionic 

compounds. J. Lach et.al. [140] reported CV curves of the compound 2ClO4 in 

comparison to similar compounds, such as 4ClO4 and [Ni2L(OAc)]ClO4 (see figure 5.4). 

The CV of 2ClO4
 exhibits two main peaks at 0.66 V and 1.45 V, which suggests two 

redox processes assigned as metal-centered (NiIINiII → NiIIINiII ) and ligand based [RS- 

(thiolate) → RS (thiyl radical)] oxidation within the [NiII
2L]2+ (figure 5.4 up). Similar 

peaks have been observed for the related compounds 4ClO4 and [Ni2L(OAc)]ClO4, as 

shown in figure 5.4 middle and bottom,  respectively [141]. The CV of 2ClO4 shows 

additional features which are not so well defined in the cathodic potential regime, with 

peaks approximately at -1.6 V and -1.0 V. These features can be possibly attributed to the 

redox process of the 4-mercaptobenzoate ligand. However, it was suggested that these 
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values should be taken as indicative rather than definitive, considering that the 

determination of the RS-/RSSR couple could have been hampered due to the 

chemisorption of thiolate ligands to the electrode materials. 

 

Figure 5.4: Cyclic voltammogram of the perchlorate salt [Ni2L(Hmba)]ClO4 (2ClO4) and 

its comparison with the compounds 4(ClO4) and [Ni2L(OAc)]ClO4. Graphic taken from 

reference [140]. 

5.3.2 Magnetic properties 

Previous studies of magnetic properties carried out by J. Lach et.al. [140], showed the 

magnetic susceptibility versus temperature (figure 5.5 (a)) and magnetization versus 

external magnetic field (figure 5.4 (b)) of the dinickel molecular complexes under 

investigation. Additionally, they are compared with the related aureate molecular 

complexes 4ClO4. The results plotted in figure 5.5 (a) show the data corresponding to 

powdered solid samples in the temperature range of between 2 and 330 K in the presence 

of an external magnetic field of 0.5 T. For 2ClO4, the value of magnetic susceptibility 

increases from 2.79 cm3 K mol-1 (4.73 µB) at 330 K to a maximum of 3.55 cm3 K mol-1 

(5.33 µB) at 20 K and then it decreases to 2.95 cm3 K mol-1 (4.86 µB) at 2 K. Looking at 

figure 5.5 (a), one can recognize similar behaviour from the compound 4ClO4 (data 

almost overlap each other). The decrease in magnetic susceptibility below 20 K was 

attributed to zero-field splitting of NiII. The magnetic susceptibility behaviour revealed in 

both cases an intramolecular ferromagnetic exchange interaction between two NiII ions, 

leading to an S = 2 ground state. The data also showed that auration does not 

significantly influence the electronic structure of the [Ni2L(mba)]2+ complex fragment.       
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Figure 5.5: (a) Magnetic susceptibility multiplied by temperature (T) (per dinuclear 

complex) versus temperature (T) for 2ClO4 (open circles) and 4ClO4 (open squares) (data 

of 2ClO4 and 4ClO4 almost overlap each other). The full lines represent the best 

theoretical fit to equation (5.1). (b) Magnetization versus magnetic field measured at T = 

4 K for 2ClO4 (open circles). The full line represents the best theoretical fit to equation 

(5.2). Graphics taken from reference [140].  

The fitted data of 2ClO4 and 4ClO4 using the Hamiltonian in equation (5.1) provided 

values for J = coupling constant, g = g value, D = zero-field splitting parameter, and TIP 

= temperature independent paramagnetism, which are all listed below in table 5.1.    

𝐻 = −2𝐽�̂�1�̂�2 + ∑ {𝐷𝑖 [�̂�𝑧𝑖
2 −

1

3
�̂�𝑖(�̂�𝑖 + 1)] + 𝑔𝑖𝜇𝐵𝑆𝑖𝜏𝐵𝜏}2

𝑖=1    (𝜏 = 𝑥, 𝑦, 𝑧)                 (5.1)      

Compound g J (cm-1) D (cm-1) TIP (cm3 mol-1) 

2ClO4 2.18 22.29 5.23 3.59 x 10-4 

4ClO4 2.18 20.83 6.73 3.33 x 10-4 

Table 5.1: Parameters g, J, D, and TIP from the fit of the equation 4.1. Values taken 

from reference [140]. 

Magnetization versus magnetic field was measured in 2ClO4 at 4 K between -7 and +7 T 

(figure 5.5 (b)). In figure 5.5 (b) are shown the experimental data (open circles) and the 

theoretical fit (full line) in complete agreement (practically overlapped). The theoretical 

fit was carried out by employing the Brillouin function (equation 5.2) confirming an S = 

2 ground state for the 2ClO4. 

𝑀(𝐻) = 𝑁𝐴𝑔𝜇𝐵 [
2𝑆+1

2𝑆
𝑐𝑜𝑡ℎ (

𝑔𝜇𝐵𝐻

𝑘𝑇
 
2𝑆+1

2𝑆
) −

1

2𝑆
𝑐𝑜𝑡ℎ (

𝑔𝜇𝐵𝐻

𝑘𝑇
 

1

2𝑆
)]                         (5.2)                                         



5 Dinickel molecular complexes on Au(111) 

 

65 
 

5.4 Chemisorption on gold surfaces: first hints 

5.4.1 Contact angle measurements 

As was described by Thomas Young [142], the contact angle of a liquid drop on an ideal 

solid surface (see figure 5.6) is defined by the mechanical equilibrium of the drop under 

the action of the solid-gas, solid-liquid and liquid-gas interfacial tensions (𝛾𝑆𝐺, 𝛾𝑆𝐿, 𝛾𝐿𝐺):  

𝛾𝑆𝐺 − 𝛾𝑆𝐿 − 𝛾𝐿𝐺𝑐𝑜𝑠𝜃𝑐 = 0 ,                                                     (5.3)  

where 𝜃𝑐 represents the contact angle. The angle, which reflects the surface wettability, is 

conventionally measured through the liquid.  

 

Figure 5.6: Contact angle measurements. The equilibrium contact angle reflects the 

relative strength of the liquid, solid, and vapor molecular interaction. 

A comparative experiment of the wettability of gold functionalized surfaces (with 2ClO4 

and H2mba) by J. Lach et.al. [140], provided the first hint to consider, in the surface 

anchoring of 2ClO4 complexes. The surface wettability was evaluated through static 

water-contact-angle measurements, as shown in table 5.2.  

Compound Contact angle (°) Standard deviation 

Bare gold (EtOH) 75.8 1.5 

H2mba 55.6 1.7 

2ClO4 71.4 2.1 

Table 5.2: Water (static)-contact-angle measurements. The values represent the average 

of 10 measurements by using 4 µL drops of deionized water. Values taken from 

reference [140].  

The highest contact angle value of 75.8° was exhibited for the non-polar gold surface (in 

good agreement with literature [143]), being less hydrophilic than the monolayers of 

2ClO4 and H2mba (having contact angles of 71.4° and 55.6°, respectively). The most 
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hydrophilic surface was the monolayer of H2mba due to the presence of polar surface 

carboxylate functions [144]. The monolayer formed with 2ClO4 showed a lower contact 

angle in comparison to the bare gold surface. This indicated the transition to a more 

polar surface after the chemisorption of 2ClO4. However, it is worth to notice that 2ClO4 

is not as polar as the H2mba-monolayer, indicating a good shielding of the charge by the 

non-polar groups from the macrocyclic ligands.    

5.4.2 XPS studies 

X-ray photoelectron spectroscopy (XPS) is a surface-sensitive spectroscopic technique 

that is useful to investigate the chemical and electronic properties of surfaces and 

interfaces (see the basics in figure 5.7). A XPS spectrum is obtained by irradiating a 

material with X-rays, while simultaneously, the kinetic energy and number of electrons 

that escape from the surface sample are measured (see photoelectric effect in  [42]).  

 

Figure 5.7: X-ray photoelectron spectroscopy technique (XPS). 

The XPS spectrum is a plot of the number of detected electrons (Intensity (a.u.)) versus 

the binding energy (𝐸𝑏(𝑒𝑉)), which is obtained as is indicated in equation 5.4.  ℎ𝑣 is the 

X-ray photon energy, 𝐸𝑘 is the photoelectron kinetic energy and 𝜙 is the work function 

of the sample.  

𝐸𝑏 = ℎ𝑣 − 𝐸𝑘 − 𝜙                                                               (5.4) 

The elements on the sample surface can be identified and chemically analyzed by 

producing a characteristic set of XPS peaks at characteristic binding energies. These 
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characteristic spectral peaks correspond to the electronic configuration within the sample 

atoms, e.g. 1s, 2s, 2p, 3s, etc. The number of detected electrons in each of the 

characteristic peaks is directly related to the amount of an element with a specific 

electronic configuration within the XPS sampling volume.  

Element 2ClO4 2ClO4 on Au(111) Assignment 

S(2p3/2) 169.2 168.7 RSO3
- 

 163.0 163.6 Nickel-bound sulfur atoms 

 164.3  Free thiol 

  161.9 Gold-bound 4-mercaptobenzoate 

S(2p1/2) 170.2 169.7 RSO3
- 

 164.1 164.6 Nickel-bound sulfur atoms 

 165.3  Free thiol 

  162.8 Gold-bound 4-mercaptobenzoate 

Ni(2p3/2) 856.3 855.0 Ni2+ 

 863.0 862.5 “shake up satellite” 

C(1s) 286.1 285.2 Aliphatic and aromatic carbon atoms 

 287.5 286.6 Sulfur-bound carbon atoms 

 289.5 288.6 RCO2
- 

Cl(2p3/2) 208.8 209.0 ClO4
- 

Cl(2p1/2) 210.4 210.6  

Cl(2p3/2) 199.5 199.0 Cl- 

Cl(2p1/2) 201.1 200.6  

Table 5.3: XPS binding energies (eV) for 2ClO4 and SAM of  2ClO4 on gold. The 

binding energies are referenced to Au(4f7/2) (84.0 eV). Values taken from reference [140]. 

A special characteristic in XPS spectra of paramagnetic states are the “shake up” peaks. 

They appear when an outgoing photoelectron leaves the ion in a specific excited energy 

state a few eV above the ground state. Thus, the kinetic energy of the emitted 
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photoelectron is therefore reduced and this will result in a satellite peak at higher binding 

energy than the main line [145].      

The chemisorption of 2ClO4 was previously investigated by J. Lach et.al. [140], by X-ray 

photoelectron spectroscopy [140]. The main results (peak positions and their 

assignments) are listed in in table 5.3. In particular, the XPS peaks for the powder and 

for the deposited 2ClO4 in the S(2p) region clearly reveal covalent bonding of the 

[Ni2L(Hmba)]+ complexes to the gold surface via Au-S single bonds. 

The analysis in the Ni(2p3/2) regions showed the signal corresponding to the Ni and also 

the well-known shake up satellites at 863 and 862 eV characteristic for divalent, six-

coordinate nickel complexes. These results indicated that complex 2ClO4 undergoes no 

redox changes upon surface fixation.  

5.5 Results: Monolayers of the complex [Ni2L(Hmba)]ClO4 on Au(111) 

5.5.1 Sample preparation 

Preparation of the substrate: In order to study the anchoring of [Ni2L(Hmba)]ClO4 on gold 

surfaces in detail, Au(111) single crystals were prepared as indicated in chapter 4. A 

posterior STM topographic constant-current measurement revealed for the crystal used 

in the STM experiments at room temperature a typical Au(111) surface reconstruction 

with atomic steps shown in Figure 5.10 (a). The crystal used in the STM experiments at 

low temperature additionally showed the well-known herringbone surface reconstruction 

shown in chapter 4.   

 

Figure 5.8: Schematic of the experimental set-up for the deposition of dinickel molecular 

complexes from a solution of [Ni2L(Hmba)]ClO4 in dichloromethane (CH2Cl2). 

Preparation of monolayers: A few drops of a 1.4 mM solution of 2ClO4  [140] in 

dichloromethane were deposited on the gold single crystal until the surface was fully 

covered. The sample was then stored at room temperature within a dichloromethane 

atmosphere for 15 hours (see schematic of the set-up in figure 5.8). This set-up assured 
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the selective contact of the 2ClO4 solution with only the gold crystal, avoiding possible 

contaminations from the sample holder made of tungsten.  The liquid dichloromethane 

in the set-up contributed to form a saturated atmosphere of evaporated dichloromethane 

preventing a quick evaporation of the 2ClO4 solution as well as contamination through 

contact with air. Finally, the substrate was washed with dichloromethane and ethanol, 

dried under vacuum, and transferred to the STM or XPS. Prior to the measurements, the 

sample was subjected to an annealing process at 70° C for 3 hours in order to exclude the 

presence of organic solvents on the sample.   

5.5.2 Monolayer characterization via core level spectroscopy (XPS) 

Experimental details: X-ray (XPS) photoemission spectroscopy experiments were carried 

out using a two-chamber ultra-high vacuum system. The measurement chamber with a 

base pressure of about 2 × 10-10 mbar is equipped with an electron-energy analyzer 

PHOIBOS-150 purchased from SPECS and an x-ray tube providing monochromatic Al 

K α radiation with a photon energy of 1486.6 eV. The total energy resolution of the 

spectrometer was 0.35 eV. More detailed information concerning photoemission 

spectroscopy can be found in reference [146]. 

 

Figure 5.9: XPS S 2p core level data for a monolayer of [Ni2L(Hmba)]ClO4 chemisorbed 

on Au(111). The experimental spectrum (grey) could be fitted (red) by the use of the 

contributions of sulfonate groups (orange), gold-bound thiolate (green) and bridging 

sulfur functions (blue). Spectrum measured and analyzed by Florian Rückerl. 

Chemisorption of the monolayer: Figure 5.9 depicts the obtained spectrum for the sulfur (S) 

2p core level. The main photoemission feature is located in the region between 161 eV 
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and 167 eV photon energy. A second broad feature can be found around 170 eV. The 

data could be fitted very well by using three different contributions. The broad feature at 

higher energies can be assigned to a sulfonate group (RSO3
-) which stems from an X-ray-

induced decomposition of the ClO4
-  [140,147]. Note, that there is only minor 

decomposition due to a preferably short measurement time, which resulted in a lower 

sulfonate percentage compared to former studies  [140].  

The main feature can be divided into two spin-orbit split contributions  [148]. One at 

165.3 eV and 164.1 eV and the other at 163.4 eV and 162.6 eV binding energy. The ratio 

between both contributions was found to be 2:1. On the spectroscopic point of view, the 

feature at lower binding energy distinguishes itself by a higher electron density and a 

resulting different screening in comparison to the feature at higher energies. The ratio of 

2:1 gives an additional hint on the bonding situation of the sulfur atoms in 

[Ni2L(Hmba)]ClO4. According to the literature, the first contribution at higher binding 

energies can be addressed to the bridging sulfur functions while the other at lower 

energies to the gold-bound thiolate group  [140,149–151], whereby two out of three 

sulfur atoms of the compound are bridged while the remaining one is bonded to the gold 

substrate. We note that the shape of the Ni 2p3/2 core level (not shown) with its well-

known shake up satellites is characteristic of divalent, six-coordinate nickel complexes 

and hence implies that there are no redox state changes upon surface fixation  [140]. 

Thus, the XPS data confirm the bonding of the molecules to the gold surface. 

5.5.3 Monolayer characterization via scanning tunneling microscopy (STM) 

Experimental details: The measurements at room temperature were carried out in the LT-

STM, whereas the measurements at low temperature (70 K) were conducted in the 

Omicron variable temperature STM (both STMs are described in chapter 3). Regarding 

tip preparation, Pt/Ir wires were mechanically prepared in a standard manner as 

described in chapter 4. Topographic images were acquired in the constant current mode 

and the single point I(U) curves were measured with an open feedback loop at the given 

stabilization parameters (see chapter 2). The spectroscopy curves were averaged out of 

thirty measurements. 

Monolayer characterization at room temperature: Figure 5.10 (a) shows a representative 

topographic constant-current image of the Au(111) surface of the substrate single crystal 

prior to the molecular deposition. Figures 5.10 (b) and (c) show typical topographic 

results obtained after ex-situ deposition of 2ClO4. The two panels represent the bias-

selective backward and forward images of the same surface area, simultaneously 

obtained. The topographic data shown in figure 5.10 (b) was obtained with Ubias = 1 V 

during the backward-moving direction of the tip and figure 5.10 (c) with Ubias = 2.5 V 

during the forward-moving direction of the tip. The former seems to be less sensitive to 
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the molecular electronic states than the latter, as in figure 5.10 (b) the contrast which 

apparently predominantly arises from the steps of the underlying Au(111) surface (apart 

from a relatively low number of much brighter and much darker objects), whereas in 

figure 5.10 (c) the contrast mainly arises from a compact arrangement of roundish 

structures where the Au(111) surface steps appear less clear. 

 

Figure 5.10: (a) Topographic image of a clean Au(111) surface of the substrate single 

crystal prior to the molecular deposition (I = 15 pA, Ubias = -25 mV T = RT). (b) 

Backward topographic image after the 2ClO4 deposition acquired with Ubias = 1 V, I = 10 

pA, and T = RT.  (c) Forward topographic image after the 2ClO4 deposition acquired 

with Ubias = 2.5 V, I = 10 pA, and T = RT. 

This result makes evidence the presence of a monolayer on the surface of a gold crystal 

which is, however, detected only at relatively high bias voltages. This suggests discrete 

electronic states in the molecular structures and located relatively far away from the 

Fermi energy in contrast to the continuous electronic states presented in bulk materials. 

Therefore, the bias voltage of 1 V achieves the electronic tunneling current by mainly 

involving occupied states of the tip and unoccupied states of the gold.  
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Figure 5.11: (a) Schematic of the topographic line profiles taken at different bias 

voltages. (b) Interpretation of the tunneling process involving the electronic density of 

states of the monolayers and/or the metallic substrate.  

 

Figure 5.12: (a) Constant-current topographic image after 2ClO4 deposition (I = 10 pA, 

Ubias = 2.5 V, T = RT). (b) digital zoom-in of square area (dashed white line) in (a). (c) 

line profile along arrow in (b).  
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However, in the case of 2.5 V the tunneling current is established between the occupied 

states of the tip and unoccupied states of the monolayer (see figure 5.11).  

Looking at different areas of the sample, one can determine that the monolayer covers a 

large surface of the gold crystal (figure 5.12 (a) is another example of the surface 

topography). Figure 5.12 (b) shows a digital zoom-in of the marked area (dashed white 

line) in Figure 5.12 (a), and Figure 5.12 (c) depicts a line profile along the arrow in 

Figure 5.12 (b). As can be seen in these data, the characteristic minimum distance 

between two neighboring roundish bright structures is between 3 - 4 nm with a typical 

height of about 1.5 - 2.0 nm. Evidence of long range and short range order of these 

structures as checked by investigating both the Fourier transformed and autocorrelated 

data. However, no such evidence was observed.     

 

Figure 5.13: (a), (b) Topographic images in different areas after 2ClO4 deposition (I = 10 

pA, Ubias = 2.5 V, T = RT). (c) zoom-in of square area (dashed white line) in (b). (c) line 

profiles along arrows in (c) (P1 and P2). 

Although large areas of the monolayers were relatively easy to observe (see more 

examples in figures 5.13 (a) and (b)), the zoom-in process in order to achieve sub-

molecular resolution of the molecular complexes did not work so well. The closest view 
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of the monolayer is depicted in figures 5.13 (c) and (d). The main reason seems to be the 

low stability of the system (dinickel complexes), referring to the molecular movement 

(rotation, vibration) induced by the STM-tip interaction through the bias voltage or 

tunneling current.  

One of the discernable facts of long term measurements is the degradation of the 

monolayer, promoted by the STM-tip interaction. Figures 5.14 (a), (b), and (c) are 

topographic images taken approximately at the same spot but at different times. 

Whereas figure 5.14 (a) shows an almost completed layer, in figure 5.14 (b), some holes 

in the monolayer start to be evident (see line profile in figure 5.14 (d) taken in (b)), and 

after around 8 measurement hours the monolayer has suffered considerable degradation 

as is visible in figure 5.12 (c).    

 

Figure 5.14: (a) Constant-current topographic image after 2ClO4 deposition (I = 10 pA, 

Ubias = 2.5 V, T = RT). (b) topographic image after approximately 3 hours (I = 10 pA, 

Ubias = 1 V, T = RT). (c) topographic image after more than 8 hours (I = 10 pA, Ubias = 1 

V, T = RT) (d) line profile along white arrow in (b). 
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Monolayer characterization at low temperature: Figure 5.15 (a) shows a topographic image of 

a sample with a roughness of 1.958 ± 0.002 nm. I(U) curves taken at different positions 

of the surface in figure 5.15 (a) result in an average curve shown in figure 5.15 (b). Such 

an averaged-curve indicates an insulating sample with a gap that is larger than 3 eV. 

Interestingly, after six measurement hours we could observe in figure 5.16 (a) that the 

surface in 5.15 (a) modified its appearance, reducing its roughness to 1.933 ± 0.002 nm. 

Furthermore, some fissures on the surface began to appear. After 18 measurement hours, 

in figure 5.16 (b), it was possible to clearly see dark tracks corresponding to the gold 

surface and other bright tracks corresponding to the remaining monolayer.  

 

Figure 5.15: (a) Topographic constant-current image of complex 2ClO4 on Au(111) after 

36 min (I = 30 pA, Ubias = 2 V, T = 70 K), (b) characteristic I(U) and dI/dU spectra in (a) 

(stabilization conditions: I = 30 pA, Ubias = 2.5 V, T = 70 K ). 

A line profile taken along the dark-arrow in figure 5.16 (b) probes a height of 

approximately 1.5 nm shown in figure 5.16 (c). Figure 5.17 (a) is a broad topographic 

image (1.2 µm x 1.2 µm) taken at a different spot of the monolayer following similar 

measurements that were described in figures 5.15 and 5.16. In figure 5.17 (b) the color 

scale was changed in order to see different zones clearly, before and after tip-interaction. 

Zone 1 corresponds to the area where the tip was approached. In zone 1 the tip scanned 

for approximately one hour. After that, the scan area was changed to zone 2 (dashed 

black line, 500 nm x 500 nm), where similar measurements were conducted as described 

for figures 5.15 and 5.16, for approximately the same time (18 hours). The dark blue 

lines within zone 2 correspond to the gold surface and the red features at its rim 

correspond to removed parts during scanning from the monolayer. Zones 3 and 4 are 

areas where no previous measurements were carried out, where zone 4 represents the 

monolayer in a higher step of the gold crystal.      
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Figure 5.16: (a) Topographic constant-current image of complex 2ClO4 on Au(111) after 

6 hours , (b) topography after 18 hours (c) line profile indicated by the black arrow in (b) 

(I = 30 pA, Ubias = 2 V, T = 70 K). 

 

 

Figure 5.17: (a) Zones of the monolayer before and after tip-interaction, (b) color scale 

showing the apparent height of the surface.  
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In order to determine how much the tip-interaction modifies the sample, the area 

corresponding to the monolayer was measured in a series of topographic images of 500 

nm x 500 nm taken systematically during 18 hours (some images correspond to figures 

5.15 and 5.16). The calculation of the area was carried out identifying first the area of 

gold surface by selecting the points on the topography with values of a height lower than 

0.75 nm (figure 5.18 bottom-left, black areas-hole) and afterwards, by subtracting from 

the total area, the area of the monolayer (figure 5.18 bottom-left, green areas-ML). The 

degradation tendency is shown in the curve of figure 5.18.  The monolayer is slightly 

modified in the first 8 hours, covering the surface of more than 96 %. A linear fit for the 

data in the first 8 hours (not shown) gives a degradation rate of approximately 0.3 % per 

hour.  After 8 hours of continuous measurement, the film was faster removed with a rate 

of approximately 1.7 % per hour as is evident in the slope of the curve.   

 

Figure 5.18: Monolayer (ML) area versus time. 

A further zoom-in, marked with a dashed white line rectangle in figure 5.16 (b), is 

shown in figure 5.19 (a). It reveals some protrusions on the surface, which are 

qualitatively comparable with the bright structures plotted in figure 5.12 (b and c). These 

topographic features corroborate our earlier notion that the surface-bonded dinickel 

complexes can be directly observed in STM topography measurements. The observed 

inhomogeneity in size and aspect is reasonable, considering the likely random 

orientation of the molecules on the surface (see further below). Furthermore, the 

formation of agglomerates of several molecules is likely to play a crucial role here, 

particularly in view of the molecules’ propensity to stack via π∙∙∙ 𝜋 or CH∙∙∙ 𝜋 

interactions [152]. It is worth mentioning in this regard, that the behavior of benzene 

rings to aggregate via CH∙∙∙ 𝜋 bonds is well known [153] and such interactions are often 

observed in dinuclear complexes [154].    
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Figure 5.19: (a) Zoom-in image marked with dashed white line rectangle in figure 5.15 

(b) and digital zoom-in (30 nm x 15 nm) marked with dashed black line rectangle. (b) 

Tunneling current versus bias voltage taken in the point G (orange line) and in M (black 

line). (c) Comparison of the I(U) curves taken in M, X1, and X2. (d) First derivative of 

I(U) curves in (c) (stabilization conditions: I = 30 pA, Ubias = 2.5 V, T = 70 K). 

In order to analyze the conductance of the sample, spectroscopic curves were taken at 

different points indicated as: G, M, X1, and X2. The results are shown in figures 5.19 

(b,c,d). In figure 5.19 (b) I(U) curves taken in G and M are plotted. The I(U) curve taken 
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at G (orange curve in figure 5.17 (b)) shows no gap and linear behaviour around zero 

bias in good agreement with the band structure of metals and therefore, in this case, 

corresponds to the gold surface. On the other hand, the curve taken at M (black curve) 

indicates a gap of approximately 2.5 V which is not strictly symmetric with zero bias.   

Figure 5.19 (c) shows I(U) curves recorded at different points within the monolayer (M, 

X1, X2). The differential conductance (dI/dU) (figure 5.19 (d)) was calculated out of the 

curves in figure 5.19 (c) by numerical differentiation. A clear reduction of the gap in the 

surrounding environment (X1, X2) of the roundish structures marked with M is observed. 

Discussion: The relatively large initial surface roughness of the low-temperature 

experiment (figure 5.15 (a)) is likely due to the ex-situ conditions of the deposition 

process.  

As is seen in figures 5.16 and 5.17, the tip-interaction modifies the surface of the film 

basically reducing the surface roughness and after long scanning time removing parts of 

the film, leaving evidence of the gold surface. The removed parts could be found on the 

remaining monolayer and also aside from the scan area as is visible in figure 5.17 (b). 

However, it is also possible that some of them are desorbed to the vacuum. Field-

induced and current-induced mechanisms are likely to be responsible for the film 

modification. Moreover, strong electric fields provided by high bias voltages (higher than 

2 V in this case) may yield field-induced molecular desorption. Alternatively, a chemical 

degradation mechanism, promoted by high electric fields, is likely to be related with 

electronic reduction processes in the layers: Although the macrocyclic complexes are 

resistant towards reduction in solution, in a solid phase some reduction processes and 

thus the destruction of the [Ni2L(Hmba)]+ molecules due to the negatively charged 

tunneling tip appear possible. Furthermore, it could be possible that reduction of the 

counterions (ClO4
-) occurs. The latter has already been seen in XPS experiments  [140]. 

Relatively high tunneling currents also contribute to molecular 

desorption  [133,155,156]. In this work, the sample analyzed using a current of 30 pA 

and a bias voltage of 2 V (images taken at LT) suffered higher modification in contrast to 

the sample analyzed using 10 pA and a bias voltage of 2.5 V (images taken at RT). For 

both mechanisms described above, it is clear that long-term measurements enhance the 

removing process. Finally, a non-proper adjustment of the bias voltage, in order to 

tunnel within molecular electronic states, leads to a possible mechanical interaction 

between the tip and the sample, which could also remove the monolayer. Taking into 

account that several factors could play a role in the film modification, it is difficult to 

clearly establish which one has a stronger influence in our experiments. In view of all 

this, the reason for the apparent two-stage degradation remains unknown. A possible 

explanation for this is a critical damage that is reached after ~8 hours of measurement, 
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where uncompensated electrostatic forces, due to previously created defects in the 

monolayer, facilitate the degradation 

The length scale over which the film is damaged, in a wavy track manner, may be 

related to the herringbone surface reconstruction of Au(111), which is known to exhibit 

different surface reactivity associated to different surface coordination  [86]. One may 

thus speculate, that the bond strength between the sulphur atoms and the Au(111) varies 

spatially, tracking the herringbone structure. It is interesting to note in this context, that 

the longer periodicity of the herringbone structure in Au(111) [85] is of the order of ~ 30 

nm, which is comparable with the observed width of the molecular stripes in figure 5.16 

(b). Furthermore, one cannot exclude the possibility that inhomogenous electrostatic 

forces, likely originated from defects in the molecular arrangement, may also contribute 

to the above mentioned wavy degradation pattern. 

 

Figure 5.20: Schematic of the tip-interaction with the monolayer.   

The monolayers shown in this work exhibit roundish structures surrounded by an 

environment that in this particular case (bias voltage of 2.5V and 2V) have a darker 

contrast (e.g. figures 5.12 (b) and 5.19 (a)). Considering that the chemical precursor is a 

salt, these structures surrounding the molecular complexes should correspond to the 

counterions ClO4
-. It let us propose a growth granular model where two structures are 

involved in figure 5.20. One structure depicted as brown-round entities, representing the 

cationic dinickel molecular complexes and a second one composed by anions of ClO4
-, 

depicted in orange. In this model, the dinickel complexes do not have the chance of 

establishing any kind of order as they are surrounded by the anionic structures, which 

does not let them interact properly through any of the ordering forces.  

The spectroscopic data taken at the roundish structures marked with M, suggest a gap of 

2.5 eV, which is in good agreement with the electronic structure of organic layers, with a 

gap in the order of eV as it has been theoretically shown in related structures  [157]. On 

the other hand, the spectroscopic curves taken in the surrounding structures (X1 and X2) 

show a reduction of the gap. The origin of this relatively small gap is unclear, but may be 

attributed, in part, to a potential barrier between tip and sample becoming similar to that 

of the tip-gold configuration.   
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Surface binding model: Figure 5.21 (a) shows a likely orientation of a single 2ClO4 on the 

gold surface. Such a single molecule can be seen as the elementary building block for the 

observed structures on the surface; either the single molecules or agglomerates of several 

molecules. The height of the [Ni2L(Hmba)]+ complex on the surface in this case is given 

by the distance between two opposing N-Me substituents, being approximately 12.5 Å. 

In an alternate orientation (not shown in Figure 5.21 (a)), the [Ni2L]2+ fragment is 

rotated by 90° around the O2CC6H4-S bond. In this case, the height is given by two 

opposing tert-butyl CH3 groups, being 15.5 Å (H32a---H37b); the latter value is 

calculated by adding the van der Waals radii of two H atoms (2.4 Å) to the atom 

resulting in a distance of 13.123 Å. This value is in reasonable agreement with the 

thickness determined by STM measurements (see figures 5.14 (d) and 5.16 (c)). 

Regardless of the actual orientation of the [Ni2L]2+ fragment, the surface complex is 

presumably also stabilized by van der Waals interactions between the Au surface and the 

methylene or methyl groups of the supporting macrocycle. However, the thiolate sulphur 

atoms are out of range of bonding interactions with the Au surface. A further 

stabilization is likely to occur and compatible with the lateral size of the observed 

structures through molecule-molecule stacking that could arise from CH∙∙∙ 𝜋 interactions 

and lead to molecule pairs (see schematic in figure 5.21 (b)). 

 

 

Figure 5.21: (a) Proposed binding model of a single 2ClO4 to gold. (b) Aggregation 

model for molecular pairs on gold (top view). Dashed lines indicate the CH∙∙∙ 𝜋 

interactions that potentially lead to molecular binding. Images provided by Prof. 

Kersting´s group.  

5.6 Conclusions 

This work successfully demonstrated the possibility of anchoring magnetic molecular 

complexes to gold surfaces via ambidentate ligands. The molecular complexes form 

monolayers with a height of about 1.5 nm. The monolayers contain two apparently 

granular structures, one cationic structure corresponding to the dinickel molecular 

complexes and other anionic corresponding to the counterions. No evidence of long or 
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short range order of these structures was found. Further characterization reveals the tip-

interaction with the monolayer due to field and current-induced desorption until the 

point of damage in some regions. Single point spectroscopy indicates a gap in the 

molecular complexes of about 2.5 eV and a gap reduction in the anionic environment 

becoming close to the tip-gold configuration. The height of the monolayers suggests that 

the molecular complexes are not perpendicular anchored to the gold surface, but they are 

canted. 
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6 Iron nanostructures on 

W(110)  

6.1 Motivation 

Although the first SP-STM experiment was performed more than 20 years ago (see 

chapter 2), just a few research groups in the world have successfully implemented the 

technique. The difficulty in its implementation relies on its special experimental 

requirements. Firstly, it is necessary to work in extremely clean environments, which is 

only possible under UHV conditions. These conditions prevent potential sample 

contamination (e.g. oxidation) as well as guarantee the high reproducibility of the 

sample and tip preparation. Secondly, low temperature environments are necessary to 

improve the stability of the system. Experiments conducted at low temperatures, among 

several other advantages, increase the resolution of the measurements by suppressing: i) 

the thermal broadening (see chapter 2), ii) the tube scanner drift (see chapter 3), and iii) 

the atomic diffusion on the sample/tip surface. Furthermore, low-temperature 

experiments allow the magnetic sample and tip be below the Curie or Néel temperature. 

This chapter presents the successful implementation of the SP-STM technique at the 

IFW-Dresden by using the well-known magnetic system Fe/W(110). At the beginning, 

the physical properties of the system Fe/W(110) are described. Then, the experimental 

results concerning the growth of iron nanostructures and their magnetic imaging are 

discussed.                                 

6.2 Iron nanostructures: physical properties 

In the past, different groups prepared nanometric iron systems by employing physical 

vapor deposition techniques with the aim of investigating their magnetic structure by 

using space average techniques and local techniques like SP-STM.  Some relevant 

examples of such iron systems are islands of one atomic layer, thin films of few layers 

and three-dimensional islands of hundreds of layers. All of them are achieved by tuning 

different growth parameters such as coverage, evaporation rates, and temperature, 

among others. Considering the large number of papers on iron nanostructures, this work 

will focus on the physical properties of the system Fe/W(110) which has shown 

excellent multi-facetted structural, electronic and magnetic properties.  
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6.2.1 Iron nanowires  

Magnetic nanowires with a thickness of two monolayers (2 ML) can be achieved by 

thermal evaporation of between 1 ML to 2 ML of iron on a tungsten single crystal 

(W(110)). The crystal substrate should be held at approximately 520 K. Figure 6.1 shows 

on the left, a typical topographic STM image of an alternating array of double-layer and 

monolayer stripes obtained by step-flow growth, while the right depicts a three 

dimensional sketch of the mentioned array.   

 

Figure 6.1: On the left, STM image of alternating double-layer and monolayer stripes, 

taken from reference  [158]. On the right, schematic in 3D of the left-hand STM image; 

yellow arrows indicate the magnetic easy axes. 

Structural and magnetic properties of the double-layer iron nanowires are strongly 

determined by the large lattice mismatch between iron and tungsten (aFe = 2.8665 Å and 

aW = 3.165 Å) [159]. In the growth of the first layer of iron, high strain is present. This 

strain is responsible of diverse surface reconstructions which are visible in STM (see 

figure 6.2) [48]. One of the consequences of such a large mismatch in the second 

monolayer is the formation of sporadic dislocations lines along the [001] direction of the 

surface. In the third layer a regular pattern is also created, with characteristic lines 

pointing to the [001] direction; while from the fourth till the twelfth layer a two-

dimensional network is observed. This network has a lattice constant of 40.5 Å along [1-

10] and 28.6 Å along the [001] direction. When more layers are added, the iron 

systematically relaxes and reaches the bulk lattice constant [48,160]. 

The system iron on W(110) has been investigated through techniques like the magneto-

optical Kerr effect and SP-STM, revealing in the first atomic layer of iron a magnetic 

easy axis along the [1-10] direction, i.e. in-plane easy axis, with a Curie temperature of 

230 K [161]. In contrast, two atomic layers of iron exhibit out-of-plane magnetic easy 
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axis (orthogonal with in-plane) and systems with more than two atomic layers of iron 

possess again in-plane magnetic easy axis. However, it is also known that at 22 atomic 

layers the easy axis stays in-plane but changes its direction from [1-10] to [001] [162]. 

 

Figure 6.2: Sample of 2.5 ML of Fe on W(110) grown at T = 500 K, local coverage is 

indicated in monolayers (ML). Some dislocation lines (DL) in the 2. ML are highlighted 

with dashed lines, taken from reference [48].  

In the first years of investigation on pseudomorphic iron films grown on stepped W(110) 

surfaces by using Kerr magnetometry (MOKE), it was not clear what caused the onset of 

perpendicular magnetization in nanostripe arrays of alternating double-layer and 

monolayer stripes (see figure 6.1). However, a micromagnetic model proposed by 

Elmers et al., considering the strain anisotropy induced by epitaxial strain [163,164], 

successfully explained the experimental results. This model takes into account that the 

structural difference of approximately 10 % in the lattice parameters of iron and tungsten 

induces a huge strain anisotropy preferring an out-of-plane easy axis in the double-layer 

patches instead of in-plane, which might be promoted by dipolar and surface 

anisotropies (see figure 6.3) [165]. In this manner, the model treats a periodic array of 

stripes with alternating orthogonal uniaxial anisotropies (see figure 6.3 top).  Despite the 

discontinuous change of anisotropy from an out-of-plane easy axis in the double-layer 

stripe to an in-plane easy axis in the monolayer stripe, the magnetization direction 

changes continuously on a lateral scale given by the exchange length. The magnetization 

direction is specified by the angle 𝜗(𝑥) with respect to the film normal as a function of 

the 𝑥 coordinate, along the [1-10] direction (across the stripe array) (see figure 6.3). 𝑎𝐷𝐿 

and 𝑎𝑀𝐿 are the widths of the double-layer stripe and the monolayer stripe, respectively, 

and 𝑥 = 0 denotes the boundary between the double-layer region for 𝑥 < 0 and the 

monolayer region for 𝑥 > 0. Thus, 𝜗(𝑥) was calculated by the minimization of the free 

energy 𝛾 per period 𝐿 =  𝑎𝐷𝐿 + 𝑎𝑀𝐿 = 9 𝑛𝑚: 
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𝛾 = 2 ∫ {𝐴𝑖𝑡𝑖(
𝑑𝜗

𝑑𝑥
)2 + 𝐾𝑖𝑡𝑖(sin 𝜗)2} 𝑑𝑥.                                     (6.1)

+
𝑎𝑀𝐿

2⁄

−𝑎𝐷𝐿
2⁄

 

The exchange stiffness 𝐴𝑖, the anisotropy constant 𝐾𝑖 and the film thickness 𝑡𝑖 are 

constants except for a discontinuous change at 𝑥 = 0 (𝑖 = 𝑀𝐿 for 𝑥 < 0 and 𝑖 = 𝐷𝐿 for 

𝑥 > 0). One of the main results, after the analytical solution of the variational problem 

enounced in equation (6.1) [165], was the calculation of a critical value for the width of a 

double-layer stripe (equation 6.2), when the 𝜗(𝑥) switches from in-plane state (𝜗(𝑥) =

𝜋 2⁄ ) to out-of-plane (𝜗(𝑥) = 0):    

𝑎𝐷𝐿,𝑐 = 2𝐿𝐷𝐿𝑎𝑟𝑐𝑡𝑎𝑛{𝛼 tanh (𝑎𝑀𝐿/2𝐿𝑀𝐿)},                                          (6.2)     

where 𝐿𝑖 = √𝐴𝑖 |𝐾𝑖|⁄  is the exchange lengths and 𝛼 =

√(𝐴𝑀𝐿|𝐾𝑀𝐿|𝑡2
𝑀𝐿) (𝐴𝐷𝐿|𝐾𝐷𝐿|𝑡2

𝐷𝐿)⁄ . 

 

Figure 6.3: Numerical results from micromagnetic theory for the angle of magnetization 

(𝜗) with respect to the z-axis as a function of the double layer width. The periodic stripe 

array (see schematic illustration on top) has a width L = aML + aDL = 9 nm. Θ is the 

sample coverage in monolayers (ML) and J the magnetization vector. Parameters used 

for the calculation: anisotropy constants KML = -5 x 106 Jm-3 and KDL = +1 x 106 Jm-3, 

exchange constant A = 10-12 J/m by H.J. Elmers et al. [165,166].     

For a quantitative discussion Elmers et. al. took effective values for the anisotropy 

constants 𝐾𝑖, determined from torsion oscillation magnetometry: 𝐾𝑀𝐿 = −5 𝑥 106𝐽𝑚−3 

for the monolayers and 𝐾𝐷𝐿 = +1 𝑥 106𝐽𝑚−3 for double-layer islands [167]. The authors 

assumed for simplicity 𝐴𝑀𝐿 = 𝐴𝐷𝐿 = 𝐴. Numerical calculations for the magnetization 
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direction 𝜗(𝑥) as a function of the double-layer width, which is directly related to sample 

coverage Θ, are shown in figure 6.3. They illustrate the onset of a perpendicular 

remanent magnetization near a coverage of 1.1 ML as was observed through Kerr effect 

experiments (see more details in [166]). 

The magnetic structure of iron nanowires formed by two atomic layers is strongly 

defined by their width. Consequently, the width of the wires depends on the width of the 

tungsten steps and the iron coverage in the sample. Additionally, the width of the steps 

in a single crystal can be defined by its miscut, which refers to the cutting angle of the 

tungsten crystal oriented in the [1-10] direction. Thus, a miscut of 1.35° ends with a step-

width of about 9 nm, whereas a miscut of 0.64° provides step-widths of about 20 nm, as 

shown in figure 6.4 [158].  

   

 

Figure 6.4: Perspective topographic images (200 nm x 200 nm) of Fe nanostripes 

prepared on different W(110) substrates combined with grey scale representations of the 

magnetic 𝑑𝐼/𝑑𝑈 signal: (a) 1.75 ML Fe deposited on a substrate that is miscut by 1.35° 

with respect to the (110) plane; and (b) 1.69 ML Fe deposited on a substrate which 

exhibits a smaller miscut of about 0.64°. Both images taken from reference [158].  

Figure 6.4 (a) shows iron nanowires with a width of about 6 – 7 nm. The gray scale, 

representing the spin-resolved spectroscopic 𝑑𝐼/𝑑𝑈 signal, reveals an alternating out-of-

plane (up and down) magnetization direction between adjacent double-layer wires. This 

image shows us that the iron nanowires are antiferromagnetically coupled due to 

magnetostatic interactions (see schematic in figure 6.5 (a)). On the other hand, figure 6.4 

(b) shows iron nanowires with a width of approximately 20 nm. In this case, each 

nanowire presents a periodical change of the out-of-plane magnetization (up and down) 

by introducing several domain walls in the [1-10] direction (see schematic in figure 6.5 

(b)). The latter indicates that the adjacent wires are ferromagnetically coupled [29,158]. 

But each nanowire has a helical magnetic structure where the domain walls are of Bloch-
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character, which means that the changing of the magnetization is done by rotation of the 

magnetization vector around the [001] direction (see schematic in figure 6.5 (c)) [48].      

 

Figure 6.5: (a) Schematic illustration of antiferromagnetically coupled iron double-layer 

nanowires, (b) schematic of double-layer iron nanowires ferromagnetically coupled, (c) 

Bloch domain wall indicated in (b) with a white circumference.      

One interesting characteristic of ferromagnetically coupled iron nanowires on W(110) is 

that the domain walls have different electronic density of states in comparison to the 

domain cores. This fact makes conventional STM/STS also capable of detecting the 

magnetic structure of iron nanowires by revealing the domain walls. DFT calculations 

attributed this fact to a spin-orbit coupling effect [59,168]. 

6.2.2 Iron islands          

In the system Fe on W(110), one can find islands with diverse sizes and thickness, which 

determine their magnetic structure. One of the simplest cases are islands in the sub-

monolayer regime, e.g. islands of one atomic layer. These islands have special magnetic 

characteristics depending on their size: whereas small islands present superparamagnetic 

behaviour, large islands could become ferromagnetic with an easy axis lying in the 

sample plane [61,161].  

Another case are islands of two atomic layers. These islands are ferromagnetic, but 

depending on their size, present different easy axes of magnetization. Small islands keep 

the in-plane magnetization inherited by the first complete monolayer, whereas bigger 

islands switch the easy axis of magnetization perpendicularly with respect to the sample 

surface (out-of-plane), as was previously discussed for double-layer iron 

nanowires [61,169]. 
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Figure 6.6 left is an example of a topographic STM image of double-layer iron islands 

surrounded by the first layer of iron on W(110); while Figure 6.6 right corresponds to its 

𝑑𝐼/𝑑𝑈-map acquired by using an out-of-plane magnetized tip. The latter shows that 

some of the islands are dark and others are bright. This difference in the 𝑑𝐼/𝑑𝑈 contrast 

is related to the two possible out-of-plane alignments of the magnetization direction of 

the islands with respect to the tip: parallel (bright contrast) in some cases, and 

antiparallel (dark contrast) in others.   

 

Figure 6.6: On the left, STM image of double-layer iron islands, total coverage 1.3 ML. 

On the right, 𝑑𝐼/𝑑𝑈 signal revealing the magnetic structure on double-layer iron islands, 

taken from reference [169].  

Figure 6.7 shows further analysis of 𝑑𝐼/𝑑𝑈-maps taken with an out-of-plane magnetized 

tip on double-layer islands. This analysis confirms that islands with a geometrical width 

(i.e. along the [1-10] direction) larger than 3.2 nm are out-of-plane magnetized (region I 

in figure 6.7 (a)). Some of these islands are parallel magnetized with respect to the tip 

magnetization, exhibiting the highest 𝑑𝐼/𝑑𝑈 signal; whereas the others are antiparallel 

magnetized, exhibiting the lowest 𝑑𝐼/𝑑𝑈 signal. Islands in Region II are in a crossover 

region, which means that these islands (width: 1.8 - 3.2 nm) do not have a clear out-of-

plane magnetization. Islands in region III do not show out-of-plane magnetization but as 

was mentioned before, they have in-plane magnetization (see figures 6.7 (b) and (c)). 
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Figure 6.7: On the left, plot of 𝑑𝐼/𝑑𝑈 signal strength measured by an out-of-plane 

magnetized tip on 140 individual double-layer Fe islands versus their geometrical width 

along the [1-10] direction, i.e. the short island axis (depicted in red in the inset). On the 

right, (b) schematic of magnetization rotation in large double-layer islands due to strain 

anisotropy with out-of-plane easy axis, (c) schematic of in-plane magnetization of small 

double-layer islands due to dominance of surface anisotropy (in-plane easy axis), taken 

from reference [61]. 

Iron islands of more than two atomic layers on W(110) are characterized by in-plane 

anisotropy. However, these islands show a variety of surface magnetic configurations 

depending mostly on their thickness. 

Figure 6.8 shows examples of iron islands with varying thicknesses, ranging from 

approximately 3.5 nm to 8.5 nm. Additionally in this figure, SP-STM images (𝑑𝐼/𝑑𝑈-

maps) and schematic illustrations of the surface magnetic structures are shown. Figure 

6.8 (a) shows islands of approximately 3.5 nm height in a mono-domain magnetic 

configuration. The SP-STM image shows islands aligned parallel to the tip 

magnetization in bright contrast and others aligned antiparallel in dark contrast. Figure 

6.8 (b) shows the example of a higher island of approximately 5.5 nm, where there are 

two opposite magnetic domains. Figure 6.8 (c) presents an island of about 8 nm height 

exhibiting a vortex magnetic configuration and figure 6.8 (d) shows the example of an 

island of about 8.5 nm height, where there are two magnetic vortices (diamond 

configuration) [170].            



6 Iron nanostructures on W(110) 

 

91 
 

 

Figure 6.8: 3D iron islands on W(110), images taken with an in-plane magnetized tip; 

topography, SP-STM image, height and magnetic structure. (a) mono-domain structure 

(~3,5 nm height), (b) two-domains structure (~5,5 nm height), (c) vortex state (~8 nm 

height), (d) diamond state (~8,5 nm height). Taken from reference  [170].    

6.3 Results I: Growth of iron nanostructures on W(110) 

In order to grow iron nanostructures, a single crystal of tungsten oriented in the [110] 

direction has been used as a substrate. The cleaning procedure of the dense-packed 

W(110) surface was based on several cycles of prolonged annealing under oxygen 

atmosphere followed by the subsequent short high-temperature treatments (see more 

details in chapter 4) [171]. A topographic image of the substrate W(110) (see figure 6.9 

(a)) shows the characteristic surface with mono-atomic steps of about 0.2 nm in height. 
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Figure 6.9: Sub-monolayer coverage of Fe on W(110). (a) STM image of a single crystal 

W(110)  (I = 100 pA, U = -20 mV, T = RT), (b) 0.75 ML Fe on W(110) (I = 10 pA, U = -

20 mV, T = RT), (c) 0.97 ML Fe on W(110) (I = 15 pA, U = -300 mV, T = 38 K), (d) 

corresponding Schematic illustration of the Fe growth in sub-monolayer regimen. Note: 

the scale in the plane is much different to the out-of-plane in (d).  

Once the substrate was prepared, iron was evaporated at a constant rate of 0.1 

ML/minute2. Several samples of iron deposited on W(110) were prepared with varying 

parameters, in particular the substrate temperature and the coverage. As a result, 

different systems of iron deposited on W(110) were obtained. Figures 6.9 (b) and (c) 

show iron layers in sub-monolayer coverage (see schematic illustration in figure 6.9 (d)). 

In order to calculate the coverage of each sample, the visible area of the substrate 

W(110) was measured by identifying the points on the image with a height below 0.1 

nm, with respect to the tungsten substrate. The resulting coverages were 0.75 ML in 

figure 6.9 (b) and 0.97 ML in figure 6.9 (c).  

                                                           
2 The evaporation rate was calibrated by measuring the evaporation time and the 
obtained coverage of several samples through STM.  
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As we can observe in figures 6.9 (b) and (c), before the first iron monolayer is completely 

formed, the growth of structures of two atomic layers is not present. This points out that 

the interaction between the iron atoms and the tungsten substrate is stronger than the 

interaction between only iron atoms.   

After the formation of the first iron layer, so-called wetting layer, the new evaporated 

atoms find a different substrate. It means that the interactions between these new iron 

atoms and the substrate (1ML Fe on W(110)) will be different, and as a result, new 

structures will appear in the coverage regime between 1ML and 2ML.  

Figure 6.10 (a) shows a sample with a coverage of about 1.4 ML evaporated on a 

substrate held at 230 °C. The main observation is the formation of elongated islands of 

two atomic layers sparse over the surface (see schematic illustration in figure 6.10 (d)) 

and additional tiny structures of three atomic layers on top of the 2 ML-islands. On the 

other hand, figure 6.10 (b) shows a sample with a coverage of 1.6 ML evaporated on a 

substrate, in this case, held at 300 °C with 5 minutes of annealing. We obtained islands 

of two atomic layers again, but this time due to the effect of the substrate-temperature, 

the islands are bigger and grow preferably away from the crystal step edges. These 

islands do not have small 3 ML-islands on top, which proves the enhancement of the 

adatoms mobility due to the thermal energy provided during film growth. 

The image shown in figure 6.10 (c) corresponds to a sample achieved by evaporating 1.4 

ML of iron on a W(110) substrate held at 300 °C and with annealing of  about 30 

minutes after iron evaporation. In this particular case, the 2 ML-islands coalesce, 

forming 2ML-wires at the crystal step edges (see figure 6.1 right).  

Iron films with higher coverage than 1 ML suffer strain due to the misfit (~10 %) 

between the lattices of the substrate and the film. This film-strain is proportional to the 

film-thickness. It is well-known [172] in these systems that beyond a critical thickness, 

the strain energy becomes large enough to initiate one of many possible strain-relieving 

mechanisms. In 2ML-wires, the strain-relieving mechanism is the introduction of misfit 

dislocations at the film-substrate interface. In the topographic image shown in figure 

6.10 (c), dislocation lines are not visible. However, in the 𝑑𝐼/𝑑𝑈-map shown further 

below in figure 6.15 (b), dislocation lines are clearly visible. Another different strain-

relieving mechanism is the formation of 3D-islands which occurs at high (˃ 600 °C) 

substrate temperature (see figure 6.11 (c) and (d)). 
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Figure 6.10:  Coverage between 1 ML and 2 ML of Fe on W(110). (a) STM topographic 

images of 1.4 ML Fe on W(110) grown at 230 °C (I = 100 pA, U = -300 mV, T = 38 K), 

(b) 1.6 ML Fe on W(110) grown at 300 °C (I = 300 pA, U = -300 mV, T = 38 K), (c) 1.4 

ML Fe on W(110) grown at 300 °C (I = 300 pA, U = 50 mV, T = 38 K), (d) 

corresponding schematic illustration of the Fe growth. Note: the scale in the plane is 

much different than out-of-plane in (d). 

Figure 6.11 shows samples with higher coverage than 2 ML. In particular, the sample in 

figure 6.11 (a) was prepared with approximately 15 ML on a W(110) substrate held at 

270 °C with subsequent 10 minutes of annealing. In this sample the iron film shows a 

square surface reconstruction depicted in figure 6.11 (b) with a lattice parameter of about 

2.5 nm. For the system Fe/W(110), it is known [48] that structures with local coverage 

of 4 ML up to 12 ML show a two-dimensional reconstruction network with a lattice 

constant of 4.05 nm in [1-10] and 2.86 nm in the [001] direction. Furthermore, at higher 

coverage, iron is completely relaxed and reaches the bulk iron lattice constant. This 

implies that the number of iron layers shown in figure 6.11 (a) is larger than 12, because 

the lattice parameter (2.5 nm) of the surface reconstruction is smaller than any of the 

lattice parameters in a system between 4 ML and 12ML. Furthermore, it shows that the 

lattice is relaxing towards a total lattice relaxation of iron, which would have the bulk 

lattice parameter of 2.856 Å [88]. 



6 Iron nanostructures on W(110) 

 

95 
 

 

Figure 6.11:  High coverage Fe/ W(110)-systems. (a) STM topographic images of ~15 

ML Fe grown on W(110) at 280°C (I = 10 pA, U = -200 mV, T = RT), (b) digital zoom-

in from the region highlighted with a dashed square in image (a) (inset, Fast Fourier 

Transform (FFT) on topography); (c) 3D-islands of Fe on W(110) grown at 660 °C with 

10 min annealing (I = 10 pA, U = -200 mV, T = RT), (d) zoom-in from the region 

highlighted with a dashed square in image (c). 

Figures 6.11 (c) and (d) can be interpreted as 3D-islands surrounded by the iron wetting 

layer. The 3D-islands were obtained by evaporating approximately 15 ML on a W(110) 

substrate held at 660 °C with subsequent 10 minutes of annealing. The latter samples 

clearly show the so-called Stranski-Krastanov growth, where in the initial stage of the 

film growth, the wetting layer formation is privileged and afterwards the 3D-islands 

formation takes place [173].    

In figure 6.12 (a) we can see a broad sample-overview containing different types of 3D-

islands. As an example, figure 6.12 (b) shows a line profile taken along the longest 

geometrical direction of an island in (a). Here we can observe the variation of the height 

due to the slope of the substrate. Additionally, it is possible to see atomic steps of the 

W(110) wetted with the first iron layer. The histograms in figures 6.12 (c) and (d) show 

us the island average heights and the area, respectively. One can notice that the islands 
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size is quite diverse, finding heights from 3 nm to 11 nm, and areas between 1589 nm2 

and 135641 nm2.      

 

Figure 6.12:  3D-iron islands on W(110). (a) Topographic STM image of different 3D-

islands (I = 20 pA, U = -200 mV, T = RT), (b) corresponding line profile through the 

longest geometrical direction of the island shown in figure (a), (c) histogram of islands-

average height, (d) histogram of  islands-area.   

6.4 Results II: Spin-polarized tunneling on iron nanostructures: magnetic 

imaging  

One way to measure the spin contribution to the height (h) in topography and to the 

differential conductance (𝑑𝐼/𝑑𝑈) in 𝑑𝐼/𝑑𝑈-maps is through the asymmetry. The 

asymmetry is a coefficient which compares two signals of the same nature as defined by 

equation 6.3. 

𝐴𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦 =  
𝐴 − 𝐵

𝐴 + 𝐵
                                                                   (6.3) 

In the case of equality between two compared signals, the asymmetry will be zero. 

Otherwise the coefficient will show how much bigger one signal is with respect to the 

other.  

Figure 6.13 shows the first result of spin-polarized tunneling on a sample of 1.6 ML of 

iron on W(110), measured with an iron-coated tungsten tip. Figure 6.13 (a) is the 

topographic image of the sample already described in figure 6.10 (b). In this figure, as it 
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was previously mentioned, one can recognize large 2ML-Fe islands surrounded by the 

iron wetting layer and small 2ML-islands.        

 

Figure 6.13: 1.6 ML of Fe on W(110) measured with an iron-coated tungsten tip. (a) 

Topographic image (I = 300 pA, U = -300 mV, T = 38 K), (b) 𝑑𝐼/𝑑𝑈-map @ U = -300 

mV (Umod = 100 mV, fmod = 3 KHz), (c) line profile along white arrow in (a), (d) line 

profile along white arrow in (b), (e) corresponding schematic illustration of the magnetic 

islands. Note: i) the alignment condition indicated in (b) is between the magnetic 

moments of the tip and sample and ii) the scale in the plane is much different to the out-

of-plane in (e).   
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Figure 6.13 (b) is a 𝑑𝐼/𝑑𝑈-map taken at -300 mV bias voltage. Here we can clearly see 

on the bigger islands that the 𝑑𝐼/𝑑𝑈 signal substantially differs. In order to analyze these 

differences, line profiles were taken along the white arrows in figures 13 (a) and (b), 

respectively. The white arrows are located on top of two separated islands. The line 

profile presented in figure 13 (c) (taken at (a)) shows an average height in one island of 

about 1.97 Å, whereas in the other of about 2.07 Å. Both heights are in between the real 

value of 2.019 Å. Applying the equation 6.3 to the average heights of the two islands, the 

asymmetry coefficient is 0.02, indicating nearly no difference in the signals. In contrast, 

the line profile in figure 13 (d) (taken at (b)) shows that the 𝑑𝐼/𝑑𝑈 signal of the two 

islands has a significant asymmetry of 0.44. 

The observed differences in the two 2ML-islands, in height as well as in the 𝑑𝐼/𝑑𝑈 signal 

are due to the spin contribution to the tunneling current. As was discussed in chapter 2, 

the parallel and the antiparallel alignment of the magnetic moments of tip and sample 

affect the apparent height and the differential conductance probed on magnetic 

structures. In this sense, the dark islands mainly align their magnetic moments 

antiparallel with respect to the tip magnetic moment and vice versa in the case of the 

bright islands (see schematic in figure 6.13 (e)). In this sample, we observe that the big 

islands are magnetic domains probably anti-ferromagnetically coupled with the closer 

ones. The magnetization direction, based on previous knowledge, is out-of-plane  [29].      

 

Figure 6.14:  1.4 ML of Fe on W(110) showing tiny and big 2ML-islands measured with 

an iron-coated tungsten tip. (a) STM topography image (I = 300 pA, U = -150 mV, T = 

38 K), (b) 𝑑𝐼/𝑑𝑈-map @ U = -150 mV reveling magnetic mono-domains in big islands 

and non-magnetic contrast in tiny islands (Umod = 100 mV, fmod = 3 KHz). 

Although iron coated tungsten tips have mainly exhibited in-plane magnetic 

polarization, there are examples, such as the one presented here, that have exhibited out-
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of-plane polarization [61]. When considering the reasons for the out-of-plane 

polarization of iron coated tips, one should take into account the fact that the tip 

material is not a single crystal and the tip treatment previous to the measurement might 

create clusters, which deviate from a perfectly smooth film on the tungsten tip [174]. The 

tip polarization therefore, might be slightly canted and could be sensitive to both out-of-

plane and in-plane polarizations [100]. Furthermore, it is possible to see in the sample, 

that the tiny 2ML-islands do not have enough size to keep the same magnetization 

direction as the big ones. One can finally recognize, that the large asymmetry in the 

𝑑𝐼/𝑑𝑈signals in comparison with the asymmetry in the heights indicates the usefulness 

of the 𝑑𝐼/𝑑𝑈-maps revealing the magnetic structure. 

Figure 6.14 represents another example of iron magnetic 2ML-islands, but in this case, 

the 𝑑𝐼/𝑑𝑈-map shown in figure 6.14 (b) was taken at -150 mV bias voltage. One can 

recognize the magnetic structure of the sample again, however, the contrast between the 

big islands differs in comparison with the ones shown in figure 6.13. This suggests a 

𝑑𝐼/𝑑𝑈 signal dependence on the energy (bias voltage), which in principle can arise from 

the energy dependence of the spin-polarized-DOS (see also further below). It should be 

noted that in addition to the discussed 2ML-islands, this sample shows small islands 

with different contrast than the big ones, although they have the same thickness. 

In order to study more in detail the dependence on energy of the 𝑑𝐼/𝑑𝑈 signal, another 

example of magnetic imaging is shown in figure 6.15. In this case, 1.4 ML of iron on 

W(110) forms a system of 2ML-nanowires as was previously described in figure 6.10 (c). 

Figures 6.15 (b), (c), and (d) are 𝑑𝐼/𝑑𝑈-maps taken at bias voltages of -50 mV, +50 mV, 

and -100 mV, respectively. Figure 6.15 (b) shows clear contrast between the double layer 

nanowires and the wetting layer. Additionally, lines almost perpendicular with the step 

edges are visible. Figures 6.15 (c) and (d) show contrast mainly within the 2ML-

nanowires, however, the contrast within the nanowires is opposite in these images. The 

contrast shown at -50 mV is purely electronic due to the different DOS between 

monolayer and double-layer structures. Moreover, the visible lines within the nanowire 

correspond to dislocation lines as was explained in figure 6.10 (c). But, the clear contrast 

at +50 mV and -100 mV within the nanowires has a magnetic origin coming from the 

different DOS in opposite magnetic domains (spin-dependent-DOS). Due to the small 

width, the nanowires possess a magnetic structure composed of single domains instead 

of the spin spiral configuration. Several dislocation lines are highlighted in the 

nanowires, especially in the 𝑑𝐼/𝑑𝑈-map of figure 6.15 (b), providing certain growth 

tendency along their direction; however, it is not certain that this influences the magnetic 

structure of the nanowires.  

The energy dependence (bias voltage) on magnetic imaging has been clearly 

demonstrated, but with the purpose to have a complete understating of its origin, single 
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point spectra were taken on magnetic domains with opposite magnetization, as is 

indicated with the blue points in figure 6.15 (c). The single point spectra are shown in 

figure 6.15 (e). For identification of each curve, the opposite magnetic domains are 

called “up” and “down” respectively. The first aspect to mention is that both curves 

share the same characteristics, in terms of shoulders and valleys, which are consistent 

with the DOS of the second layer of iron on W(110) [175].      

 

Figure 6.15:  1.4 ML of Fe on W(110) measured with an iron-coated tungsten tip. (a) 

STM topographic image (I = 300 pA, U = 50 mV, T = 38 K), (b) 𝑑𝐼/𝑑𝑈-map @ U = -50 
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mV (Umod = 20 mV, fmod = 3 KHz), (c) 𝑑𝐼/𝑑𝑈-map @ U = +50 mV (Umod = 20 mV, fmod = 3 

KHz), (d) 𝑑𝐼/𝑑𝑈-map @ U = -100 mV (Umod = 20 mV, fmod = 3 KHz), (e) spin-dependent 

single point spectra taken at the blue points in figure (c) and averaged over 50 

measurements (stabilization conditions: I = 300 pA, U = 500 mV, T = 38 K ). Dashed 

blue lines in (e) indicate the bias voltages of +50 mV, -50 mV and -100 mV respectively. 

Note that (d) shows an area that is shifted with respect to (c) because (d) corresponds to 

a different measurement where the field of view is different due to thermal drift. The 

black crosses indicate two equivalent points in (c) and (d).  

However, the crucial aspect comparing both curves is the difference in the intensity for 

specific energy values, attributed to the spin-polarized-DOS. Now with this information, 

it is possible to clearly identify the energies where magnetic domains of the iron 

nanowires are visible (figures 6.15 (c) and (d)), as well as energies where non-magnetic 

contrast will appear (figure 6.15 (b)).   

  

 

Figure 6.16: Spin asymmetry calculated from the spectroscopic data shown in figure 

6.15 (e). 

Furthermore, single point spectra on these two opposite magnetic domains provides the 

unique possibility to calculate the spin asymmetry as a function of energy (see figure 

6.16), which otherwise, would be extremely difficult by using the contrast of the 𝑑𝐼/𝑑𝑈-

maps (revealing magnetic structures). One can recognize in figure 6.16 that the spin 

asymmetry variates from negative to positive values in a range between -0.5 V and +0.5 

V. This implies that 𝑑𝐼/𝑑𝑈-maps taken at positive values of spin asymmetry will reveal, 

with different intensities, the magnetic structures such as shown in figure 6.15 (c); 

however, 𝑑𝐼/𝑑𝑈-maps taken at negative values of spin asymmetry, will reveal the 



6 Iron nanostructures on W(110) 

 

102 
 

magnetic structures shown in figure 6.15 (d). Moreover, from the spin asymmetry 

calculation, one can measure that the highest magnetic contrast (~ 35 % of spin 

asymmetry) for this sample is found at +120 mV, in reasonable agreement with former 

studies [29] and close to the result in figure 6.15 (c). This shows us how SP-STM reveals 

the magnetic structure of a sample depicting different polarization directions as a 

function of energy due to the energy dependence of the spin-polarized-DOS. It 

additionally suggests that the spectroscopy data on magnetic structures is crucial 

information, which will provide clear hints of magnetic contrast. Thus, it is very 

important to consider the spin asymmetry of the magnetic system from the very 

beginning, in order to rationally approach unknown magnetic structures by using SP-

STM.   

Chromium bulk tips for magnetic imaging: One problem of ferromagnetic tips in order to 

investigate novel materials such as strongly correlated systems is their high stray field, 

which might interact considerably with the sample. Therefore, the development of 

functional antiferromagnetic tips is highly desired. The first attempt to implement 

chromium bulk tips in the SP-STM experiments at the IFW-Dresden is presented in 

figure 6.17. The preparation of bulk chromium tips was carried out as was explained in 

chapter 4. By using a sample of 1.2 ML of iron on W(110) (see the topography in figure 

6.17 (a)), it is possible to discern a contrast in the iron wetting layer in the 𝑑𝐼/𝑑𝑈-maps 

(see figures 6.17 (b, c, d)). As one can see in figure 6.17 (b), the contrast is not high, and 

in the case of figures (c,d), the contrast is even lower due to sample/tip degradation after 

12 hours of measurements. Therefore, in order to evaluate the asymmetry in this sample, 

the  𝑑𝐼/𝑑𝑈 signal was statistically analyzed along the white arrow in figure 6.17 (b), 

which touches both the bright and the dark characteristic regions. 420 𝑑𝐼/𝑑𝑈 data were 

used to calculate an average value of the 𝑑𝐼/𝑑𝑈 signal on the dark region as well as on 

the bright one. The average values were 0.51 (휀 = 0.007) and 0.75 (휀 = 0.01) on the dark 

and bright region respectively (see figure 6.17 (e)). This results in an asymmetry of 0.19. 

This is consistent with a reasonably low contrast considering that chromium is an 

antiferromagnetic material which does not possess a high spin polarization, in 

comparison to iron. In any case, this asymmetry agrees with reported spin polarization 

of tunneling electrons from Cr-tips of about 20-22 % [29]. Therefore, the contrast is likely 

of magnetic origin. In this case, the magnetic contrast would correspond to an in-plane 

sample/tip magnetic polarization, considering the assumption that the magnetic 

anisotropy lies in the sample surface for the first iron layer [176].                                     



6 Iron nanostructures on W(110) 

 

103 
 

 

Figure 6.17:  1.2 ML of Fe on W(110) measured with a Cr-bulk tip. (a) STM 

topographic image (I = 300 pA, U = -50 mV, T = 38 K), (b, c, d) 𝑑𝐼/𝑑𝑈-maps @ U = -50 

mV (Umod = 20 mV, fmod = 3 KHz). (e) Spin asymmetry calculated by using 410 𝑑𝐼/𝑑𝑈-

data along the black arrow in (b) and further statistical analysis with Gaussian fits, red 

curve represents data of antiparallel magnetic alignment of tip-sample and blue curve 

represents data of parallel alignment. 
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6.5 Conclusions 

This chapter demonstrated the implementation of the spin-polarized STM technique at 

the IFW-Dresden. In order to do this, the well-known system Fe/W(110) and magnetic 

tips based on iron-coated tungsten tips as well as chromium bulk tips were chosen as a 

sample/probe system.  

A systematic study of the iron growth on W(110) was presented, showing a wide range 

of structural configurations, whose topography was evaluated. From this, it was 

determined that the topography is influenced by the film coverage and sample 

preparation temperature. Among these configurations, nanoislands from one to three 

atomic layers, as well as nanowires of two atomic layers and 3D-islands were shown.  

Magnetic imaging was performed on nanostructures of two atomic layers of iron. 

Magnetic domains with diverse shapes were revealed with iron-coated tungsten tips. 

These domains are expected to carry out-of-plane magnetization. Although iron coated 

tungsten tips are known in literature for showing most of the time in-plane 

magnetization, in our case such tips also showed out-of-plane magnetization. This was 

probably due to a canted magnetic moment. Furthermore, the energy dependence of 

magnetic images was corroborated considering the direct relation to the energy 

dependence of the spin-polarized-DOS.  

With the purpose of evaluating the contrast in magnetic imaging, the coefficient of 

asymmetry in topography as well as in the 𝑑𝐼/𝑑𝑈 signal was calculated, providing a 

clear idea about the advantage of using 𝑑𝐼/𝑑𝑈-maps in order to study magnetic 

structures. Preliminary results employing chromium bulk tips have been shown, which 

revealed a clear contrast in the 𝑑𝐼/𝑑𝑈-signal, apparently of magnetic origin.                

The present data show that the SP-STM technique has been successfully implemented at 

the IFW-Dresden, paving the way for further experiments in order to investigate novel 

quantum materials such as molecular magnets and strongly correlated electron systems.   
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7 Summary and outlook 

Apart from an introduction to the scanning tunneling microscopy and spectroscopy 

(STM/STS) technique, and the used equipment (including efforts to repair an existing 

variable temperature scanning tunneling microscope), the thesis at hand contains two 

parts of successful experimental results using STM/STS:  

i) Investigations of macrocyclic paramagnetic complexes [Ni2L(Hmba)]+ on gold. 

ii) First time implementation of spin-polarized scanning tunneling microscopy (SP-

STM) at the IFW-Dresden, including studies on thin magnetic films.  

The research interest in paramagnetic complexes arises from their potential use in 

spintronic devices, as one of the smallest thinkable building blocks for magnetic 

structures. Naturally, the understanding of the interface between such molecules and 

metallic electrodes is of crucial importance, before a functional unit based magnetic 

archetype can be designed. Therefore, as part of this thesis, exchange–coupled 

paramagnetic macrocyclic complexes [Ni2L(Hmba)]+ deposited via 4-mercaptobenzoate 

ligands on Au(111) single crystals were analyzed, in terms of their structural and 

electronic properties. STM complemented with XPS data showed the successful gold 

surface-grafted paramagnetic macrocyclic complexes forming large monolayers with a 

height of about 1.5 nm. In light of the experimental data, the monolayers of 

[Ni2L(Hmba)]ClO4 contain two apparently granular structures, one cationic structure 

corresponding to [Ni2L(Hmba)]+ ions and another anionic one corresponding to the 

counterions ClO4
-. No evidence of long or short range order of these structures was 

found. Further characterization reveals the tip-interaction with the monolayer due to 

field and current-induced desorption until the point of damage in some regions. 

Inhomogenous electrostatic forces, likely originated from defects in the molecular 

arrangement, probably contribute to the monolayer degradation. Single point 

spectroscopy indicates a gap in the molecular complexes of about 2.5 eV and a gap 

reduction in the anionic environment, becoming close to the tip-gold configuration. The 

height of the monolayers suggests that the molecular complexes are not perpendicularly 

anchored to the gold surface, but they are canted. Furthermore, the data suggest the 

formation of molecular agglomerates, likely by the high trend on such complexes to 

stack via CH⋯ 𝜋 and 𝜋 ⋯ 𝜋 interactions. 

In addition to the morphologic and electronic investigations of such molecules, the 

exploration of their magnetic properties is of at most interest. The extension of STM by 

spin sensitivity (so-called spin-polarized STM, SP-STM) provides a promising approach 
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towards such studies. The experimentally challenging implementation of SP-STM at the 

IFW-Dresden included: i) a systematic study of the iron growth on a W(110) crystal, 

from sub-monolayers to multilayers and ii) the use of iron nanostructures of two atomic 

layers and iron-coated tungsten tips to probe the spin-polarized electron tunneling. The 

data showed a wide range of structural configurations depending mainly on the film 

coverage and sample preparation temperature. The obtained configurations were: 

nanoislands from one to three atomic layers, nanowires of two atomic layers and 3D-

islands. Subsequent to the well-understanding of the iron growth, the experiments were 

focused on revealing, for the first time at the IFW-Dresden, the magnetic inner structure 

of iron nanostructures. Magnetic imaging was performed on nanostructures of two 

atomic layers of iron, revealing magnetic domains with diverse shapes. These domains 

are expected to carry out-of-plane magnetization. Furthermore, the energy dependence 

of magnetic images was corroborated, considering the direct relation to the energy 

dependence of the spin-polarized-DOS. With the purpose of evaluating the contrast in 

magnetic imaging, the coefficient of asymmetry in topography as well as in the 𝑑𝐼/𝑑𝑈 

signal was calculated, providing a clear understanding about the advantage of using 

𝑑𝐼/𝑑𝑈-maps in order to study magnetic structures. Preliminary results employing 

polycrystalline chromium bulk tips have been shown, which revealed a clear contrast in 

the 𝑑𝐼/𝑑𝑈 signal, apparently of magnetic origin.  

This thesis all together contributes to the foundation of a new class of future experiments 

at the IFW-Dresden, i.e. i) the systematic investigation of ex-situ growth of self-

assembled monolayers of magnetic molecules by means of SP-STM, and ii) the 

application of SP-STM to other interesting magnetic systems such as correlated electron 

systems. 
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