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Abstract

To meet the exponentially increasing traffic data driven by the rapidly growing mobile
subscriptions, both industry and academia are exploring the potential of a new genera-
tion (5G) of wireless technologies. An important 5G goal is to achieve high data rate.
Small cells with spectrum sharing and multiple-input multiple-output (MIMO) tech-
niques are one of the most promising 5G technologies, since it enables to increase the
aggregate data rate by improving the spectral efficiency, nodes density and transmission
bandwidth, respectively. However, the increased interference in the densified networks
will in return limit the achievable rate performance if not properly managed.

The considered setup can be modeled as MIMO interference networks, which can be
classified into the K-user MIMO interference channel (IC) and the K-cell MIMO in-
terfering broadcast channel/multiple access channel (MIMO-IBC/IMAC) according to
the number of mobile stations (MSs) simultaneously served by each base station (BS).
The thesis considers two physical layer (PHY) resource allocation problems that deal
with the interference for both models: 1) Pareto boundary computation for the achiev-
able rate region in a K-user single-stream MIMO IC and 2) grouping-based interference
alignment (GIA) with optimized IA-Cell assignment in a MIMO- IMAC under limited
feedback. In each problem, the thesis seeks to provide a deeper understanding of the sys-
tem and novel mathematical results, along with supporting numerical examples. Some
of the main contributions can be summarized as follows.

It is an open problem to compute the Pareto boundary of the achievable rate region
for a K-user single-stream MIMO IC. The K-user single-stream MIMO IC models mul-
tiple transmitter-receiver pairs which operate over the same spectrum simultaneously.
Each transmitter and each receiver is equipped with multiple antennas, and a single
desired data stream is communicated in each transmitter-receiver link. The individual
achievable rates of the K users form a K-dimensional achievable rate region. To find
efficient operating points in the achievable rate region, the Pareto boundary compu-
tation problem, which can be formulated as a multi-objective optimization problem,
needs to be solved. The thesis transforms the multi-objective optimization problem to
two single-objective optimization problems – single constraint rate maximization prob-
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lem and alternating rate profile optimization problem, based on the formulations of the
ε-constraint optimization and the weighted Chebyshev optimization, respectively. The
thesis proposes two alternating optimization algorithms to solve both single-objective
optimization problems. The convergence of both algorithms is guaranteed. Also, a
heuristic initialization scheme is provided for each algorithm to achieve a high-quality
solution. By varying the weights in each single-objective optimization problem, numer-
ical results show that both algorithms provide an inner bound very close to the Pareto
boundary. Furthermore, the thesis also computes some key points exactly on the Pareto
boundary in closed-form.

A framework for interference alignment (IA) under limited feedback is proposed for a
MIMO-IMAC. The MIMO-IMAC well matches the uplink scenario in cellular system,
where multiple cells share their spectrum and operate simultaneously. In each cell, a
BS receives the desired signals from multiple MSs within its own cell and each BS and
each MS is equipped with multi-antenna. By allowing the inter-cell coordination, the
thesis develops a distributed IA framework under limited feedback from three aspects:
the GIA, the IA-Cell assignment and dynamic feedback bit allocation (DBA), respec-
tively. Firstly, the thesis provides a complete study along with some new improvements
of the GIA, which enables to compute the exact IA precoders in closed-form, based on
local channel state information at the receiver (CSIR). Secondly, the concept of IA-Cell
assignment is introduced and its effect on the achievable rate and degrees of freedom
(DoF) performance is analyzed. Two distributed matching approaches and one cen-
tralized assignment approach are proposed to find a good IA-Cell assignment in three
scenrios with different backhaul overhead. Thirdly, under limited feedback, the thesis
derives an upper bound of the residual interference to noise ratio (RINR), formulates
and solves a corresponding DBA problem. Finally, numerical results show that the pro-
posed GIA with optimized IA-Cell assignment and the DBA greatly outperforms the
traditional GIA algorithm.
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Chapter 1

Introduction

1.1 Background & Motivation

Figure Total mobile subscriptions reached up to around 6.8 billion in the second quarter
(Q2) of 2014 (including the Q2 2014) with an average increasing rate of around 7 percent
per year. The number of mobile broadband subscriptions grew even faster, reaching
2.4 billion with a year-on-year increase of around 35 percent. The subscriptions with
high data usage become more and more popular in the world. For instance, around
65 percent (more precisely, around 300 million) of all mobile phones sold in the Q2
2014 were smartphones that enable the advanced features and services, such as video
streaming, web browsing, high speed internet access etc. [Eri14a,Eri14b].

Due to the development of wireless access technology and electronic technology,
roughly every ten years new mobile phone technology and infrastructure experience
a significant change in the fundamental nature of the service, transmission technology,
data rate and frequency bands. These transitions following requirements stated by
the International Telecommunication Union Radiocommunication Sector (ITU-R) are
referred to as generations1. The current used mobile subscriptions can be mainly cat-

1Global System for Mobile Communications (GSM) commercially launched in 1991 and its enhanced
version, Enhanced Data Rates for GSM Evolution (EDGE), belong to the second generation (2G)
technologies (EDGE is also referred to as a pre third generation (3G) technology). Starting from
around 2001, the code division multiple access (CDMA) family (e.g., CDMA2000), wideband code
division multiple access (WCDMA), time division synchronous code division multiple access (TD-
SCDMA) and some invariants belong to the family of 3G mobile technology. High Speed Packet
Access (HSPA) is an enhanced 3G mobile communications technique dubbed 3.5G or 3G+. Long
Term Evolution (LTE) (as specified in the 3rd Generation Partnership Project (3GPP) Release 8
and Release 9 document series), launched in 2008, is marketed as a fourth generation (4G) wireless
service, while in fact it is a 3.9G or pre-4G technology because its enabled downlink data rate of up
to 300 Mbit/s does not satisfy the technical requirements (1 Gbit/s) that the 3GPP consortium has
adopted for its new standard generation. LTE-advanced (LTE-A) in 3GPP Release10 standardized
in 2011 is officially announced as a 4G technology.
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Chapter 1 Introduction

Figure 1.1: Previous, current and forecast number of mobile subscriptions worldwide
partitioned by wireless access technology (Source: Ericsson traffic explo-
ration tool, June 2014 [Eri14c]).

egorized into the 2G-only, 3G-enabled and 4G-enabled subscriptions. For instance, the
2G-only cellular phones coexist with 3G/4G-enabled smartphones. In order to have an
overview of the development of the mobile subscriptions, Figure 1.1 is provided to show
the previous, current and forecast number of the mobile subscriptions during the period
of 2011–2019, where the mobile subscriptions are described by different technologies,
i.e., GSM/EDGE (2G), WCDMA/HSPA/TD-SCDMA (3G) and LTE (4G). Figure 1.1
shows a rapid increase of global mobile subscriptions, growing to more than 9 billion
in 2019. In particular, the number of global 2G subscriptions has decreased since 2012
because of the rapid migration to more advanced technologies, while it is predicted that
the number of 3G and 4G subscriptions will become more and more dominant than the
2G subscriptions in the coming years. For example, the 3G and 4G mobile subscriptions
will take account for around five-sixth of all mobile subscriptions in 2019.

Driven by the rising popularity of smart devices – smartphones, tablets and laptops,
cellular networks are currently experiencing an exponential growth in data traffic along
with a continuous increase in the average data volume per subscription so as to achieve
the uniform quality of experience (QoE) in the whole network. The rapid growth of the

2



1.1 Background & Motivation

data traffic from 2011 to 2019 is shown in Figure 1.2. It implies that the data traffic
caused by the advanced services (e.g., video streaming) of 3G and 4G-enabled devices
becomes much more heavy than 2G services (file sharing and audio). For example, it is
reported in [Eri14a] that smartphone users are consuming more data than ever before
– an average of about 650 MB per month in 2013. In addition, the total mobile traffic
generated by mobile phones exceeded that from mobile personal computers, tablets
and mobile routers for the first time in 2013. The bandwidth-heavy and rate-hungry
services of the rapidly rising popularity of smart devices demand the tenfold increase of
the mobile traffic during the coming years – reaching a global monthly total of almost
12 exabytes2 by the end of 2019.

Figure 1.2: Previous, current and forecast globe mobile data traffic by different ser-
vices (Source: Ericsson traffic exploration tool, June 2014 [Eri14c]; note: 1
PetaByte = 1015 Bytes).

To meet the exponentially increasing traffic data, both industry and academia are
exploring the next generation (so-called the fifth generation, 5G) technology. The stan-
dards may be introduced approximately in the early 2020s. For instance, some mobile
communications companies are now working to meet a future need for an even 1000×
data increase in traffic capacity for mobile access networks, e.g., Qualcomm proposed

21 Exabytes = 1018 Bytes.

3



Chapter 1 Introduction

the concept, version and potential solutions of "The 1000× data challenge" [Qua]. Al-
though it cannot be predicted when the 1000x traffic growth will happen, the wireless
industry is currently experiencing a tremendous growth in mobile data traffic. The
engineering challenges in future 5G systems are mainly on high data rate, low latency
and low energy/cost [ABC+14]. This thesis focuses on the issue – high data rate. The
data rate is usually measured in aggregate data rate [ABC+14]. Aggregate data rate
refers to the total amount of data of all nodes in the network, characterized in units of
bits/s/area, which can be defined as

bits/s

Km2 =
bits/s

Hz · node
× node

Km2 × Hz. (1.1)

To increase the aggregate data rate, it is desired to simultaneously improve all the three
terms on the right hand side. In the following, the effect of these three terms on the
aggregate data rate is analyzed, seperately3.

• Node-spectral efficiency ( bits/s
Hz·node) refers to the information rate that can be

transmitted per Hz and per second per node [Ver02]. Given a specific system
with a fixed number of nodes, node-spectral efficiency can be directly evaluated
by system-spectral efficiency (bits/s/Hz). Thus, we equivalently use spectral effi-
ciency (bits/s/Hz) for convenience when we consider a system with fixed number
of nodes.

The multiple-input and multiple-output (MIMO) technique applies multiple anten-
nas at both the transmitters and receivers. The channels from multiple transmit
antennas to multiple receive antennas experience different multi-path propagation,
which creates the so-called diversity gain. The best path can be selected at both
the transmitter-side and receiver-side by beamforming – to form a direction with
the strongest channel gain by combining all the possible directions in a smart
way (i.e., spreading the transmit/receive power over antennas to achieve an array
gain) [BO01]. This not only increases the link reliability but also improves the
spectral efficiency. Furthermore, the MIMO technique also enables to transmit
and receive multiple data streams independently and simultaneously. The max-
imum number of data streams enabled in a system is referred to as multiplexing
gain or degrees of freedom (DoF). Theoretically, the sum spatial DoF for a specific
system is defined as

d∑ � lim
ρ→∞

C∑(ρ)
log(ρ)

(1.2)

3Each of the three terms is analyzed when the others are fixed.
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1.1 Background & Motivation

where C∑(ρ) denotes the sum capacity at signal-to-noise ratio (SNR) ρ, which is
the theoretical limit of achievable rate of a system. For a high SNR, C∑(ρ) is
linearly proportional to DoF, i.e.,

C∑(ρ) = log(ρ) × d∑. (1.3)

It implies that the achievable rate can be also improved by increasing DoF. There-
fore, MIMO technique should be a key technique to increase the achievable rate
by enabling both high DoF and smart precoding/decoding design.

• Nodes density ( node
Km2 ) refers to the number of served nodes in a certain area. It

can be increased by network densification – densifying the macro network and/or
adding small cells (e.g., femtocells, picocells and microcells). These different ways
of network densification are compatible, e.g., in heterogeneous networks with two
tiers or even multiple tiers. Thus, more nodes in an area can be simultaneously
served by more base-stations (BSs). In addition, the nodes density can be also
increased by employing MIMO techniques. For example, a BS with multiple an-
tennas, enabling high DoF, can simultaneously serve multiple nodes (so-called
multi-user transmission).

• Transmission bandwidth (Hz) is a fundamental factor to allow data transmis-
sion. During the past three decades, cellular systems have gained the ability to
operate on frequencies in the range of 0.7 − 5 GHz and over increasing system
bandwidths. This increase has been driven by an inexorable demand for spectrum
that today still far exceeds that available for new exclusive licenses. The scarcity
of spectrum has created a need for greater flexibility. In the following, we provide
several potential ways to increase the transmission bandwidth.

– Spectrum sharing: multiple cells/operators share their original allocated non-
overlapped spectrum bandwidths at the same time, by which each node could
occupy the whole spectrum bandwidth [JBF+14]. Thus, spectrum sharing
achieves a much higher frequency reuse factor than the classical frequency
division multiple access (FDMA) where the spectrum is divided into serval
non-overlapped frequency bands and each node occupies a single frequency
band.

– Carrier aggregation: carrier aggregation enables multiple continuous or non-
continuous narrow spectrum bandwidths (e.g., licensed spectrum bandwidths
and unlicensed spectrum bandwidths) to form a wider transmission band-
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Chapter 1 Introduction

width, e.g., the transmission bandwidth can be increased from up to 20 MHz
in LTE to up to 100 MHz in LTE-A by carrier aggregation [3GP12].

– Refarming the 2G spectrum: as shown in Figure 1.2, the data traffic demand
(mainly on voice data) for 2G networks has already dropped significantly
below that for 3G/4G and surely for the future 5G networks, it is meaningful
to allocate part of 2G spectrum to the 4G/5G networks. For instance, China
Unicom will clear out part of 2G network in some cities in China to ensure
more frequency bandwidth for 4G by upgrading the 2G BSs into 4G [C1114].

– Employing unlicensed spectrum: due to the limited available licensed spec-
trum, more and more technologies move towards to use the unlicensed spec-
trum to increase the spectrum bandwidth, such as Wi-Fi, Ultra Wideband,
Millimeter-Wave, software-defined radio and cognitive radio etc.

Based on the above analysis, small cells with advanced MIMO and spectrum sharing
techniques are considered one of the most promising version for the future 5G because of
its advantage and also tractable upgrade from 4G networks [ABC+14,Qua]. This proto-
col enables to improve all the spectral efficiency, nodes density and spectrum bandwidth,
simultaneously, thereby greatly improving the aggregate data rate. However, more BSs
and nodes sharing the same spectrum also suffer from the increased interference, which
in return will limit the spectral efficiency and DoF performance if not properly man-
aged. Therefore, interference management – how to deal with the received interference
to suppress or avoid its limit to the system performance, is becoming an important issue
in the design of the future wireless communications networks [HRTA14].

1.2 MIMO Interference Networks

A MIMO interference network represents a communication network where multiple
transmitters simultaneously communicate to their intended receivers through a com-
mon communication channel and each transmitter and receiver is equipped with mul-
tiple antennas. Consequently, each receiver not only receives the desired signal from
its intended transmitter but also overhears other transmitters. The signal from the
undesired transmitters corrupts the desired signal and thus is called interference. The
multi-cell interfering MIMO protocol as mentioned above can be modeled by a MIMO
interference network.

One type of MIMO interference networks consisting of K transmitter-receiver pairs,
i.e., the number of transmitters is the same as that of receivers and each transmitter
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Figure 1.3: A two-user MIMO IC example: A two-cell interfering downlink scenario.

serves a single receiver, is named as K-user MIMO interference channels (IC) (i.e., a user
refers to as a transmitter-receiver pair). It well matches a MIMO cellular system where
K neighboring cells share their spectrum and each BS serves one or multiple mobile
stations (MSs)4 within its own cell, but one MS is located near the cell edge (so-called
cell-edged MS) suffers from strong interference from other BSs, while other MSs located
far away from the cell edge, e.g., near the BS, usually receive very weak interference from
other BSs because of the significant path loss and fading effect. Another possible scenario
shown in [LZC12] is that K neighboring cells share their spectrum but the multiple users
within each cell are separated for transmission in frequency via orthogonal frequency-
division multiple-access (OFDMA) or in time via time-division multiple-access (TDMA),
and then the active links in different cells transmitting at the same frequency tone and
in the same time slot will interfere with each other. In addition, the multiple cognitive
radio links or multiple device-to-device (D2D) links operating over the same spectrum
can be also formulated as the MIMO IC. For the cellular system, the MIMO IC is able
to model both the downlink scenario (a BS serves as a transmitter) and uplink scenario
(a BS serves as a receiver). The K-user MIMO IC only contains the interference from
other cells (so-called inter-cell interference (ICI)). In Figure 1.3, a two-user MIMO IC
example is shown to model a two-cell downlink interference network.

In a more general MIMO interference networks, the number of transmitters and re-
ceivers could be different. This general MIMO interference network model degrades to
a special model, the MIMO IC model, when the number of transmitters is equal to the
receivers. The interference network with more receivers than transmitters matches the

4Mobile stations refer to those user terminals in wireless communications, such as mobile phones,
laptops etc. These devices are usually movable compared to the BSs with fixed location.
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Figure 1.4: A general MIMO interference network example: A two-cell MIMO-IBC.

downlink scenario where each BS simultaneously transmits independent signals to mul-
tiple cell-edged MSs within its own cell. In the downlink, each cell can be modeled as a
broadcast channel (BC), and thus this setup is named multi-cell MIMO interfering BC
(MIMO-IBC). On the other hand, the interference network is also able to model the up-
link scenario where each BS simultaneously receives multiple signals from multiple cell-
edged MSs (each cell is modeled as a multiple access channel (MAC)), which is named
as multi-cell MIMO interfering (MIMO-IMAC). In the multi-cell MIMO-IBC/MIMO-
IMAC, there exist both ICI and inter-user interference (IUI, the interference caused by
the BC/MAC within each cell). In Figure 1.4, a two-cell MIMO-IBC example is shown
to illustrate a general interference network with two transmitters and four receivers.

1.2.1 Resource Allocation

In the wireless communication environment, it is well-known that some resources are
usually limited, such as spectrum, transmit power, spatial resource, etc. Therefore,
under spectrum sharing, it is still desired to further allocate other limited resource in
an efficient way so as to improve the spectral efficiency in a MIMO interference network
by the smart design of the precoding/decoding schemes.

Take the transmit power for instance, the capacity of point-to-point (P2P) channel,
single-cell BC/MAC always increases with transmit power [GJJV03]. However, it is not
true in interference networks because larger transmit power of one transmitter results in
stronger interference to other receivers that will degrade the spectral efficiency of other
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receivers. Thus, transmit power allocation is a very important issue in interference
networks. In addition, the transmit/receive spatial resource (related to the number of
equipped antennas) is another important resource, e.g., if one transmitter sends more
data streams, the dimension of the interference subspace to other receivers become
higher such that the "clean/free" subspace available for their desired signals’ transmission
is reduced. Therefore, an interference network has multiple objectives related to the
utilities of the multiple cells/MSs/BSs, and these multiple objectives usually cannot be
treated independently because of a conflict between links such that improvements in
one objective lead to deterioration of other objectives.

Therefore, the performance of an interference network significantly depends on two
factors –multiple users’ behavior and interference. There exists an inter-action between
the users’ behavior and interference-level, e.g., the interference level depends on the
multiple users’ behavior and in return the different interference levels may influence the
decisions of the users. The users’ behavior can be coarsely divided into competition,
cooperation5 and the trade-offs between them (e.g., coalition or partial cooperation). If
each user selfishly wants to maximize its own spectral efficiency by using more resource,
there will exist a utility-conflicting between these users because their objectives are usu-
ally coupled and the resource is budget-limited. This resource allocation problem can
be formulated as a competitive game of multiple selfish users by using game theory. A
solution concept is the Nash equilibrium (NE) that each user knows the equilibrium
strategies of the other users and no user has anything to gain by changing only their
own strategies [OR94]. Instead, if users cooperate with each other for resource alloca-
tion, it forms a cooperative game. The cooperative resource allocation problem enables
to achieve a Pareto-optimal solution if it can be solved optimally. In fact, the NE is
usually inefficient compared with Pareto-optimal solution [Coh98,LJ08] because of the
selfish and competitive nature of the users in the competitive game. Therefore, coop-
eration is preferred in system design from the perspective of either the system or an
user [LJ08]. The thesis focuses on developing coordinated algorithms based on the as-
sumption of coordinated behavior of BSs. In the following, we briefly introduce severval
types of interference management techniques to deal with interference in the coordinated
interference networks.

• Nonlinear interference processing: the "dirty paper coding" (DPC) in the down-
5Some literatures, e.g., [Moc12], distinguish cooperation from coordination by implementation, where

the coordination and cooperation specify the implementation in a distributed way and in a centralized
way, respectively. In this thesis, coordination and cooperation are inter-changable because our
designed algorithms can be applied to both cases.
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link and successive interference cancellation (SIC) in the uplink are two well-known
nonlinear interference processing techniques and enable to achieve the capacity of
the degraded and MIMO BC and MAC [GJJV03], respectively. However, imple-
mentation of DPC requires significant additional complexity at both transmitter
and receiver, and the problem of finding practical dirty paper codes that approach
the capacity limit is still unsolved [LJ06]. Also, the implementation of SIC has a
high complexity demand of the receiver.

• Linear interference processing: a simple way of dealing with the interference is
to use linear processing techniques, i.e., by properly designing the linear precod-
ing/decoding schemes. According to the extent of interference suppression, the
linear interference processing techniques can be classified as follows.

– Coordinated Multi-Point (CoMP) already standardized in long term evolution
advanced (LTE-A) [V2.10] aims at turning ICI into an advantage by letting
BSs share their data and perform joint precoding/decoding. In this case,
multiple BSs form a virtual BS (like the distributed antennas system) and
thus an interference network becomes a BC in the downlink or a MAC in the
uplink. However, this requires the exact exchange of global CSI as well as
(possibly) user data via high data rate backbone connections, which might
be a problem when the BSs belong to different operators or have conflicting
utilities [IDM+11].

– Interference avoidance is a direct way to completely remove the interference.
One commonly used approach is to impose a constraint that all interference
terms are zero. Such a zero-forcing (ZF) approach is a good solution with
simple implementation [SSH04]. The ZF precoding/decoding is widely used
at BSs in the downlink/uplink if BSs have sufficient antennas to null out all
the interferences.

– Interference alignment (IA) in spatial domain is to align multiple interfer-
ences by properly designing the linear precoding or decoding at users, leaving
more free spatial space for the useful signal [Jaf11,CJ08]. IA cannot directly
mitigate the interference but enables to suppress the interference subspace
into a lower-dimensional subspace. Thus, the condition on the number of
BSs antennas to directly perform ZF precoding/decoding can be relaxed by
employing the IA decoding/precoding at MSs. Therefore, IA is helpful to
achieve the maximum DoF in MIMO interference networks.

– Interference control is defined as the interference processing when interfer-
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ence is not completely mitigated but controllable. One reason for adapting
interference control instead of interference avoidance is that a BS has no
sufficient antennas to perform the ZF scheme. Another reason is that an ill-
conditioned channel matrix when inverted, will require a large normalization
factor and will dramatically reduce the SNR at receivers. Therefore, allow-
ing a limited amount of interference at each receiver facilitates a larger set of
potential solutions, which can provide higher achievable rate for a given trans-
mit power level, e.g., the linear minimum mean square error (MMSE)-type
precoding/decoding controls the interference by jointly designing all transmit
and receive strategies [TV05].

• Interference employment: some concepts to handle interference as a useful re-
source are introduced in [ZKM+14]: 1) exploit interference at the modulation
level which leads to simple multiuser downlink precoding and provides significant
energy savings; 2) use radio frequency radiation for energy harvesting and handles
interference as a source of green energy [PC14]; 3) use interference as an efficient
means to jam potential eavesdroppers. These new versions usually have high re-
quirement of complexity and re-design of the receiver circuit and thus still lack
practical applications. Furthermore, these ideas mainly consider the energy issue,
which is not the focus of this thesis.

In the thesis, we focus on jointly designing the linear transceiver to deal with in-
terference in MIMO interference networks. However, the proposed algorithms are not
restricted to linear processing and can be also extended to the nonlinear processing case,
where the downlink DPC and uplink SIC are also adopted.

1.2.2 Summary of System Assumptions

To be concise, the thesis is based on the following assumptions:

• BSs are connected – 1) each BS connects to all others through error-free back-
haul links (distributed implementation is enabled) or 2) each BS connects to a
central controller through error-free backhaul links (centralized implementation is
enabled, e.g., Cloud RAN).

• The main processing task of transceiver design is done at the BSs or central
controller, because BSs and the central controller are generally fixed, backhaul-
connected and larger in size than MSs and thus they are capable to carry out a
larger computational overhead.
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• BSs belong to different operators and thus the ideal CoMP can not be adopted
but the inter-cell coordination without global CSI and user data exchange among
BSs is necessary.

• Linear transceiver is designed by treating interference as Gaussian noise, which
has low complexity rand high robustness in implementations.

• Each channel matrix is quasi-static block fading, i.e., each channel matrix stays
constant for a set consecutive discrete time instants (coherence time);

• Perfect local channel state information (CSI) at receivers (CSIR) is available.

• There are error-free feedback links between BSs and MSs.

1.2.3 System operations

We introduce two types of system operations – Frequency Division Duplex (FDD) and
Time Division Duplex (TDD), widely used in practical mobile communication systems
[CLW+06]. The main difference between them is that the downlink channel and uplink
channel of a link are different in FDD systems due to sufficient separation between the
uplink frequency band and downlink frequency band, while the same channel over the
same frequency band switches between the downlink and uplink transmission. Based on
the block fading assumption, the closed-loop transmission6 becomes feasible in system
operations if the system operation delay is shorter than the channel coherent time.

In the following, the basic downlink and uplink operation of FDD systems are de-
scribed, respectively.

1. FDD Downlink:

1a. Training & Channel Estimation: Each BS sends an orthogonal pilot se-
quence based on which each MS perfectly estimates its local downlink chan-
nels.

1b. CSI Feedback: Each active MS quantizes and feeds back the estimated
downlink channels to BSs7.

6It refers to transmit strategies designed based on both the instantaneous CSI and designed trans-
mit/receive strategies. The phases of CSI estimation, CSI feedback and transmit/receive strategies
design and the feedback of transmit strategies form a closed-loop in operation.

7There may exist an additional feedback phase of the channel quality information (CQI) for the MSs
selection. Since the procedure of MS-selection or MS-BS association is out of the scope of the thesis,
we do not highlight the feedback of the CQI.
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1c. Transceiver Design at BS-side: Based on the collection of the quantized
downlink channels, BSs design the precoding and decoding strategies.

1d. Decoders Feedback8: Each BS reports the computed decoding strategies
to the MSs within its own cells.

1e. Data Transmission: Each BS transmits the data by the designed precoders
to its served MSs and each MS decodes the data based on the received de-
coder. The data transmission is performed with the fixed precoders and
decoders until the end of the coherence time.

2. FDD Uplink:

2a. Training & Channel Estimation: Each active MS sends an orthogonal
pilot sequence based on which each BS perfectly estimates the local uplink
channels.

2b. Transceiver Design at BS-side: Based on the estimated CSIR, BSs design
the precoding and decoding strategies.

2c. Precoders Feedback: Each BS reports the computed precoding strategies
to the MSs within its own cells.

2d. Data Transmission: Each MS transmits the data by the received precoder
and the BS decodes the data based on the designed decoder until the end of
the channel coherence time.

The pair of frequency bands for downlink and uplink transmission are sufficiently sepa-
rated by a defined frequency offset (so-called guard band). Thus, FDD systems enables
parallel downlink and uplink transmissions through different channels (full-duplex com-
munications links), thereby with low latency. In general, FDD requires the availability
of a pair of frequency bands, and it can be used in licensed and license-exempt bands.
Thus, FDD is widely used in cellular telephone systems.

Next, the basic operation of TDD systems is described in four steps:

3. TDD Downlink(Uplink)

3a. Training & Channel Estimation: Each active MS sends an orthogonal
pilot sequence to BSs based on which the local uplink channels are perfectly

8The "decoders feedback" phase, different from the "CSI feedback" through the backward channels, is
through the forward channels in the downlink scenario. The feedback of precoders/decoders is also
named as dedicated training in some references, e.g., [CJKR10]. Please notice that the CSI feedback
occupies the uplink resource, while the decoder/precoder feedback takes the downlink resource.
Therefore, we consider both as feedback phases for convenience.
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estimated by BSs (in the TDD uplink scenario, the downlink channels can
be also obtained at BSs based on the available uplink channels by using the
channel reciprocity.).

3b. Transceiver Design at BS-side: Based on the estimated uplink channels
(or downlink channels in the TDD uplink scenario), BSs design the precoding
and decoding strategies.

3c. Decoders (Precoders) Feedback: Each BS reports the computed de-
coders (or precoders in the TDD uplink scenario) to the MSs within its own
cells.

3d. Data Transmission: Each BS (or MS in the TDD uplink scenario) trans-
mits the data by the precoders to its served MSs (or BS in the TDD uplink
scenario). Each MS (or BS in the TDD uplink scenario) decodes the data
based on the decoders. The data transmission is performed with the fixed
precoders and decoders until the end of the channel coherence time.

TDD uses a single frequency band for both downlink and uplink transmission but al-
ternatively assigns time slots to downlink and uplink transmission, and thus has the
possibility to exploit channel reciprocity. Moreover, TDD allows for the flexible alloca-
tion of throughput between the downlink and uplink transmission, making it well suited
to applications with asymmetric traffic requirements, such as video surveillance, broad-
cast and Internet browsing. However, the switch from transmit to receive incurs a delay
that causes TDD systems to have greater inherent latency than FDD systems [EXA].

Remark 1. In TDD systems, it is usually assumed that the downlink channel is the
conjugate-transpose of the uplink channel based on the ideal channel reciprocity. In
this case, it is sufficient to only design the downlink precoders/decoders, since the same
performance goal in the uplink can be also achieved by the same downlink strategies due
to the downlink-uplink duality. However, the reciprocity principle usually is not fulfilled
at the digital baseband interfaces in realistic system because of the different transceiver
circuitries in the transmit and receive path [KJGK10]. Then, the effective downlink and
uplink channels are different and the different downlink and uplink transceiver need to
be designed separately.

The above description of the FDD and TDD system operations is summarized in
Figure 1.5. Without loss of generality, the system operations illustrated for the P2P
channel in Figure 1.5 can be extended to multi-cell MIMO interference networks.
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Figure 1.5: FDD vs. TDD in closed-loop system operation: A P2P channel example
(the indexes denotes the steps in the system operation described before.)

Remark 2. For the closed-loop system operation described in this section, the transceiver
design is done at BS-side, which can be implemented in a distributed way. Without loss
of generality, if there exists a central controller, the optimization will be done at the
central controller with two more steps – 1) each BS reports its own local CSIR to the
central controller (CSI collection) and 2) the central controller broadcasts the optimized
transceiver to the BSs (strategies announcement).

1.3 Problem Formulation: Pareto Boundary Computation

Chapter 2 considers a multi-user single-stream MIMO IC. The achievable rates of the
multiple users form an achievable rate region. To find efficient operating points, the
Pareto boundary problem needs to be solved. Therefore, we focus on computing the
Pareto boundary of the achievable rate region.
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1.3.1 Related Work on MIMO IC & Pareto Boundary

In information theory, a multi-user MIMO IC is characterized by its capacity region,
i.e., the set of largest rates that can be simultaneously achieved by the users in the
system while making the error probability arbitrary small (the theoretical limits of
spectral efficiency). However, the capacity of a system usually cannot be achieved by
the simple linear transceiver design. Furthermore, the capacity region of a MIMO IC is
still unknown. Instead, an achievable rate region or inner bound of the capacity region
is of great interest for both theoretical study and practical system design based on two
assumptions: 1) the class of encoding strategies are constrained to use random Gaussian
codebooks and 2) the decoders are restricted to treat the interference as Gaussian noise.
Based on these two assumptions, we desire to find the complete achievable rate region
by linear transceiver design.

In operation, a multi-user MIMO IC apparently has multiple objectives [BJ13], i.e.,
each user has a utility (e.g., achievable rate in the thesis). A multi-objective problem
usually has a feasible-solution set consisting of infinite possible solutions, both optimal
and non-optimal solutions. Each tuple of the values of these multiple objectives forms a
joint operating point in a multi-dimensional space (achievable rate region in the thesis),
which in return implies a resource allocation example for the multiple users in operation.

In optimization, a multi-objective optimization problem usually admits infinite num-
ber of non-diminated solutions, which form the outermost boundary of achievable rate
region, so-called Pareto boundary9 [Zad63]. A non-dominated solution on the Pareto
boundary is considered to be Pareto-optimal in the sense that no other solution can im-
prove some objectives without reducing other objective(s). Generally, it is hard to find
the Pareto boundary efficiently, but it is significant to study it in order to determine
optimal system operations based on Pareto-optimal rate tuples and their associated
strategies.

In principle, the Pareto boundary can be obtained by the grid search of all the vari-
ables. However, the dimension of the variables in the MIMO IC (complex precoders and
decoders) is very high such that it is too inefficient to be meaningful. How to design
linear transceiver schemes to efficiently achieve the Pareto boundary has attracted in-
tensive research for several decades. A brief, comprehensive, yet non-exhaustive review
of the related works is given as follows.

The Pareto boundary can be achieved by optimally solving a multi-objective opti-
mization problem with respect to (w.r.t.) multiple variables. Without loss of generality,

9When referring to Pareto boundary in the thesis, we mean the Pareto boundary of achievable rate
region unless otherwise specified.
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we consider the following K-objective optimization problem

max
x∈X

{f1(x), · · · , fK(x)} (1.4)

where x � {x1, · · · , xK} and fk(x), ∀k ∈ K with K � {1, · · · , K} are defined as the
variable set of K users (e.g., precoding/decoding strategies) and the achievable rate
function of k-th user, respectively. The variable set x should be in the constraint set X
(e.g., transmit/receive power constraints), i.e., x ∈ X .

• Characterization: the characterization approach is to parameterize the Pareto-
optimal strategies by using less variables or lower-dimensional variables, i.e.,

x� = g(y), y ∈ Y (1.5)

where x� denotes the Pareto-optimal solutions to the multi-objective optimization
problem (1.4), which is parameterized by the new variable set y ∈ Y as an expres-
sion form (function) of g(·), and y ∈ Y is the parameter set (variable) with lower
dimension than the original variable set x. The characterization cannot directly
determine the Pareto boundary but provides a necessary condition for the Pareto-
optimality. Therefore, further optimization w.r.t. the parameters in y is needed.
Usually, an efficient characterization enables to express the Pareto-optimal strate-
gies by only a few parameters, and thus it is possible to find the Pareto boundary
by a low-dimensional grid search of the reduced variable set.

For the two-user multiple-input single-output (MISO) IC, [JLD08] proposed a
characterization for Pareto-optimal transmit beamforming vectors, i.e., linear com-
binations of ZF and maximum-ratio transmission (MRT) beamforming vectors
with two [0, 1]-parameters. By this characterization, the variables to determine
the Pareto boundary are greatly reduced from the original two complex vectors
(i.e., two transmit beamforming vectors) to two real parameters in the range of
[0, 1]. The two real parameters in the characterization [JLD08] are further re-
duced to only a single parameter characterization in [LKL11], [MJ11b]. For the
K-user MISO IC, the characterization of Pareto-optimal transmit beamforming
vectors in [JLD08] requires K(K − 1) complex-valued parameters, which are re-
duced to K(K − 1) real-valued parameters each between 0 and a value depending
on the channels in [ZC10] and each between 0 and 1 in [MJ11a], [BZGO10], re-
spectively, and further improved by using 2K − 2 [0, 1]-parameters in [BBO12].
In [PS13], a parameterization for Pareto-optimal beam structure in a K-user
MIMO IC is given by the product manifold of a Stiefel manifold and a subset

17



Chapter 1 Introduction

of a hyperplane. However, there are still many parameters after reduction, i.e.,
2(
∑K

�=1 M�)Mk −M2
k +Mk −1 for the characterization of the Pareto-optimal beam

of the k-th transmitter with Mk transmit antennas.

• Scalarization: instead of providing a necessary condition for the Pareto-optimal
strategies by characterization, scalarization aims to transfer the original multi-
objective optimization problem to a single objective optimization problem by using
multiple constant scalars to combine or restrict the original objectives. Then,
a Pareto boundary point can be computed directly by solving a single objective
optimization problem. Some popular goal formulations are summarized as follows.

– ε-constraint optimization problem [Mie98] aims at maximizing the objective
of one user while the objectives of other users are restricted, i.e.,⎧⎪⎨⎪⎩

max
x∈X

fk(x)

s.t. f�(x) ≥ ε�, ∀� ∈ K\{k},
(1.6)

where {ε�}K\{k} are feasible constant scalars. The constraints are used to
guarantee that the single objective fk(x) always increases along the same
direction (determined by {ε�}K\{k}) eventually reaching the Pareto boundary
if all the constraints are active. This idea is used to compute the Pareto
boundary in a two-user MISO IC [KL10].

– Weighted Chebyshev optimization problem [BDMS08] aims at finding an in-
tersection point between the Pareto boundary and a ray from the origin,
i.e., ⎧⎪⎨⎪⎩

max
x∈X ,t

t

s.t. fk(x) ≥ αkt, ∀k ∈ K.

(1.7)

The scalars {αk}K are chosen such that αk ≥ 0, ∀k ∈ K and
∑K

k=1 αk = 1.
Each set of {αk}K corresponds to an increasing direction of the ray and de-
termines a Pareto boundary point. In particular, Problem (1.6) becomes the
well-known max-min optimization problem or called max-fairness optimiza-
tion problem when α1 = · · · = αK .

Given {αk}K, Problem (1.7) can be optimized by solving a sequence of fea-
sibility subproblems with different t which is updated by a bisection search.
If each feasibility subproblem with a fixed t can be solved optimally, the
optimal solution to Problem (1.7) can be obtained with a numerical error
that is introduced in the bisection search of t but could be arbitrarily small
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(controllable error). This scheme is renamed as rate profile optimization and
applied to the multi-user MISO IC [ZC10] and [QZLC11].

– Weighted sum optimization problem [GHD82] aims at finding a Pareto bound-
ary point corresponding to maximum weighted sum of objectives, i.e.,

max
x∈X

K∑
k=1

αkfk(x), (1.8)

where {αk}K satisfy αk ≥ 0, ∀k ∈ K and
∑K

k=1 αk = 1. The formulated single
objective is the weighted arithmetic mean of the original objectives.

From the system point of view, sum rate performance is an important metric
in system design. Generally, the weighted sum rate maximization problem for
multi-user IC is non-convex. For the multi-user SISO IC, the MAPEL algo-
rithm proposed in [QZH09] transforms the weighted sum rate maximization
into a generalized linear fractional programming problem, which can be solved
optimally. In [LZC12], the authors jointly utilized the monotonic optimiza-
tion and rate profile techniques to solve the weighted sum rate maximization
optimally at the cost of computation load in multi-user SISO/MISO/SIMO
IC. However, it is NP-hard to obtain a global optimal solution of the weighted
sum rate maximization for a multi-user MIMO IC (e.g., in [CACC08]). Some
literature focus on finding the suboptimal sum-rate maximum point, such
as for the two-user MIMO IC based on pricing in [SSB+09], for the multi-
user MIMO IC based on approximation of sum rate in [CHHT12], for the
single-stream MIMO IC based on balancing the egoistic and the altruistic
behavior in [HG10], and for the multi-user MIMO IC based on interference
alignment in [PH11]. In order to find a good suboptimal solution, a weighted
minimum mean square error (WMMSE) approach to maximize the sum rate
performance by alternative optimization was proposed in [CACC08] for the
MIMO-BC. Based on the idea of the WMMSE, [SRLH11] proposes an algo-
rithm to achieve a stationary solution to the original sum-rate maximization
problem of the MIMO-IBC.

However, it is well-known that the weighted sum maximization method has
two major drawbacks [DD97]: 1) if the Pareto boundary is not convex, there
does not exist any weight corresponding to the points on the non-convex part.
Increasing the number of steps of the weighting factor does not resolve this
problem; 2) even if the Pareto boundary is convex, an even spread of weights
does not produce an even spread of points on the Pareto boundary. Therefore,
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weighted sum maximization generally is not a promising method to describe
the complete Pareto boundary, especially the non-convex boundary.

– Weighted product optimization problem [MA04] aims at finding a Pareto
boundary point corresponding to maximum weighted product of objectives,
i.e.,

max
x∈X

K∏
k=1

(fk(x))αk , (1.9)

where {αk}K satisfy αk ≥ 0, ∀k ∈ K and
∑K

k=1 αk = 1. The single objective
represents the weighted arithmetic mean of the original multiple objectives.
In [BN10], (1.9) is used to compute the fairness of the utilities of multiple
interfering users. Also, this product formulation is usually applied to compute
the Nash bargaining, e.g., [CVWT12] for the MIMO IC where α1 = · · · = αK .

– Weighted min optimization problem [Mie98] aims at finding a Pareto bound-
ary point corresponding to maximum of minimum of weighted objectives,
i.e.,

max
x∈X

min
k∈K

fk(x)
αk

. (1.10)

where {αk}K satisfy αk ≥ 0, ∀k ∈ K and
∑K

k=1 αk = 1. In principle, Problem
(1.10) is equivalent to Problem (1.7) and they achieve the same optimal
solutions. Therefore, Problem (1.10) is usually solved by introducing an
auxiliary variable t (i.e., optimizing Problem (1.7)).

Different final operating points are determined by the different choices of goal
functions, e.g., the max-sum-utility point by (1.8) and the max-fairness point by
(1.7) or (1.10). If a single objective optimization problem can be solved optimally
for fixed weights, different Pareto boundary points can be achieved by adjusting
the optimizing direction in Problem (1.6) and the weights in other problems.

For performance comparison, the operating points attained by different scalar-
izations are illustrated in Figure 1.6. The ε-constraint optimization and weight
Chebyshev optimization can achieve any intersection point between the increasing
ray and the Pareto boundary. For the weighted sum optimization and the weighted
product optimization, the attainable operating points are those points achieved
by the level curves tangent to the Pareto boundary, i.e.,

∑K
k=1 fk(x) = f�

sum (line
when K = 2) and

∏K
k=1 fk(x) = f�

prod (hyperbolic curve when K = 2) where f�
sum

and f�
prod are the Pareto-optimal sum of the objectives and the product of the

objectives, respectively.
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Figure 1.6: Illustration of the Pareto-optimal operating points achieved by different
scalarization methods.

Remark 3. In principle, the weighted sum formulation in Problem (1.8) cannot
achieve the non-convex boundary and the weighted product formulation in Problem
(1.9) may not achieve the non-convex boundary10. The other formulations in
Problem (1.6), Problem (1.7) and Problem (1.10) enable to compute any point on
the Pareto boundary.

• Game Theoretic Approaches: game theory as a useful tool has been widely applied
to resource allocation in multi-user IC by studying the competitive or cooperative
behavior of the users, because it provides a systematic set of solution concepts to
resolve the conflict problems between the coupled links. As we mentioned before,
competitive algorithm may not converge in general or may converge to an NE,
e.g., for the MIMO IC in [YB03, SPB08]. Since the best achievable performance
represents the set of Pareto-optimal trade-offs among these users’ conflicting ob-
jectives, the NE is often not Pareto-optimal [Coh98]. Therefore, to achieve the
Pareto-optimal trade-offs, cooperation between users is usually required to im-
prove their joint outcome [LJ08].

A direct improvement from NE to Nash bargaining (NB) by cooperation for the
MIMO IC has been studied in [CVWT12], where the interference-plus-noise co-
variance matrix of each user is assumed to approach an identity matrix and the

10The fact depends on whether the boundary can be touched by the level curve/surface of
∏K

k=1 fk(x) =
f�

prod, which is influenced by the degree of non-convexity of both the boundary and level curves.
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rate region approximately becomes convex. A main branch of cooperative al-
gorithms is the interference-pricing based method, where each user updates its
strategy to maximize its own utility minus the interference cost determined by
the interference prices, which reflects the marginal change in utility per unit in-
terference power. This distributed interference-pricing algorithm has been used to
solve (weighted) sum-rate maximization problems for the multi-user SISO [HBH06]
and MISO IC [SBH09b], multi-user single-stream MIMO IC [SBH09a], two-user
MIMO IC [SSB+09]. A different pricing scheme is to balance the egoistic and
altruistic strategies with different weights (i.e., prices), e.g., for the two-user
MISO IC [MJ11b, JL08] and for the multi-user single-stream MIMO IC [HG10].
In [HG10], a suboptimal algorithm is provided to maximize the sum rate without
convergence analysis. Most distributed cooperative algorithms for the MIMO IC
focus on maximizing (weighted) sum-utility, e.g., distributed pricing based algo-
rithms [SSB+09,SBH09a].

In principle, most approaches of characterization, scalarization can be considered
as cooperative or partial cooperative algorithms, although they are not described
from a viewpoint of game theory.

From the above overview of related works, some excellent references provide several
approaches to achieve the Pareto boundary for the SISO/MISO/SIMO IC but there are
very little results on the MIMO IC. However, the importance of MIMO technique in the
future communications motivates us to investigate the Pareto boundary of a multi-user
single-stream MIMO IC, although it is extremely difficult and well-known as an open
problem.

For the multi-user MIMO IC, the achievable rate depends on both transmit and receive
strategies, which results in a harder coupled and complicated expression than the MISO
IC. Thus, it is not straightforward to extend the implicit or explicit schemes achieving
the complete Pareto boundary for the MISO IC to the MIMO IC. In order to try to
fill this gap, we propose two approaches to compute the complete Pareto boundary in
Chapter 2. The main contributions are described as follows.

1.3.2 Contributions of the Thesis

In this section, we consider the Pareto boundary computation problem for a multi-user
single-stream MIMO IC. Motivated by the overview of multi-objective optimization ap-
proaches, we first transfer the original multi-objective optimization problem into two
single-objective optimization – single constraint rate maximization problem and alter-

22



1.3 Problem Formulation: Pareto Boundary Computation

nating rate profile optimization problem, based on the ideas of ε-constraint optimization
in (1.6) and weighted Chebyshev optimization in (1.7), respectively. Then, we propose
two heuristic algorithms to solve both single-objective optimization problems, thereby
achieving a close-to-optimal inner boundary to the strict Pareto boundary.

• We analyze the difficulty of computing the Pareto boundary for the multi-user
single-stream MIMO IC – the hard-coupling of the transmit and receive beam-
forming vectors involved in the rate expression. Especially when the optimal linear
decoding scheme, i.e., minimum mean square error (MMSE) receive beamforming,
is adopted, the coupling becomes more serious regarding the transmit beamform-
ing vectors. First, we consider a two-user single-stream MIMO IC example and
derive the following new results [CSJ12,CJS13]:

– For the two-user single-stream MIMO IC, we propose an equivalent form
of the SINR expression based on the Hermitian angle, which shows the
SINR is a linear combination of the single-user received-signal-to-noise ra-
tio (RSNR) and the received-signal-to-interference-plus-noise ratio (RSINR)
with two weights between 0 and 1.

– We prove that the strict Pareto-optimal transmit power allocation policy is
full power allocation at both the transmitters. That is, full power transmis-
sion is a necessary condition for Pareto-optimality.

– We exactly compute the non-strict Pareto boundary and two ending points of
strict Pareto boundary in closed-form. In addition, we also compute some ZF
operating points in the rate region when the mutual interference is completely
canceled.

– We formulate a single constraint rate maximization problem based on the
idea of the ε-constraint formulation in (1.6) to compute the strict Pareto
boundary by maximizing one rate while the other rate is fixed. This prob-
lem is a non-convex optimization problem because both the objective and
constraint contain the hard coupling problem. In order to make it tractable,
we develop an alternating optimization algorithm to alternatively optimize
the two transmit beamforming vectors until the algorithm converges [Ber99].
In each iteration, each subproblem can be solved optimally by combining
semidefinite programing (SDP) and matrix rank-1 decomposition. The con-
vergence of the algorithm is guaranteed but the global optimal solution is not
guaranteed. Since the alternating optimization algorithm depends on the ini-
tializations, numerical results show the convergent points with our proposed
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initialization are very close to the Pareto boundary.

• We extend the proposed single constraint rate maximization algorithm for two-user
single-stream MIMO IC in [CSJ12] to the general multi-user scenario [CJS13].

• We also provide a weighted Chebyshev optimization-based single-objective optimiza-
tion as shown in (1.7) and call it alternating rate profile optimization [MCJ13,
MCJ14]. In the optimization, MMSE receive beamforming is not plugged in the
SINR expression directly. We split the optimization problem w.r.t. both transmit
beamforming vectors and receive beamforming vectors into two subproblems and
each subproblem is w.r.t. only transmit beamforming vectors or receive beam-
forming vectors. That is, an optimization problem for the multi-user MIMO IC is
transferred to one optimization problem for the multi-user MISO IC and the other
one for the multi-user SIMO IC. Each subproblem can be solved optimally, and
the proposed alternating optimization algorithm always converges to a stationary
point of the original problem.

These novel results presented in Chapter 2 (Pareto Boundary Computation for the
MIMO IC) have been published in:

• R. Mochaourab, P. Cao and E. A. Jorswieck, "Alternating rate profile optimization
in single stream MIMO interference channels", IEEE Signal Process. Lett., vol.
21, no. 2, pp. 221–224, Feb., 2014.

• P. Cao, E. A. Jorswieck and S. Shi, "Pareto boundary of the rate region for single-
stream MIMO interference channels: Linear transceiver design", IEEE Trans. on
Signal Process., vol. 61, no. 20, pp. 4907–4922, Oct., 2013.

• R. Mochaourab, P. Cao and E. A. Jorswieck, "Alternating rate profile optimization
in single-stream MIMO interference channels", Proc. of IEEE ICASSP, Vancou-
ver, BC, Canada, May, 2013.

• P. Cao, S. Shi and E. A. Jorswieck, Efficient computation of the Pareto bound-
ary for the two-user single-stream MIMO interference channel", Proc. of IEEE
SPAWC, Cesme, Turkey, Jun., 2012.
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1.4 Problem Formulation: Interference Alignment under
Limited Feedback

Interference alignment (IA) is a promising technique to efficiently mitigate interference
and to enhance the capacity of a wireless communication network. In Chapter 3, we
provide a framework of IA with optimized IA-Cell assignment for a multi-cell MIMO-
IMAC under limited feedback.

1.4.1 Related Work on IA & Limited Feedback

The MIMO-IMAC well matches the multi-cell multi-user uplink scenario. The multiple
cells share their spectrum to form a coordinated cluster. Each BS serves multiple MSs
within its own cell and each node is equipped with multiple antennas. The uplink signal
is corrupted by both ICI and IUI. In order to perform make efficient signal detection,
linear transceiver with simple implementations is preferred to eliminate the complete
interference. This was addressed in [KPSL10] by applying a coordinated ZF scheme
to remove both IUI and ICI. However, ZF alone fails if a BS does not have sufficient
antennas or if DoF maximization is the goal.

With this respect, a well-established technique called IA is developed [Jaf11, CJ08].
The concept of IA is to suppress the received interference by symbol extension for the
time varying channel or by the precoding/decoding in spatial domain for the Gaussian
MIMO channel. It has been shown that IA enables to achieve the optimal DoF of
time varying K-user SISO IC through symbol extension [CJ08], deriving the "cake-
cutting" result (everyone gets half a cake), i.e., each user achieves 1

2 DoF. In the MIMO
Gaussian IC, IA is not applied in the time or frequency domain but in the spatial
domain by applying precoding/decoding to align the interference subspace into a lower
dimensional subspace, which can reduce the required number of BS antennas to facilitate
ZF reception. In [GJ10], both inner and outer bounds of the sum DoF of the K-user
MIMO Gaussian IC with M antennas per transmitter and N antennas per receiver are
provided, and the bounds are tight when max{M,N}

min{M,N} is an integer. The optimization of
both DoF and sum-rate in the K-user MIMO IC is considered in [SPLL10, SGHP10,
GCJ11] by designing the linear IA precoders and decoders. Generally, it is difficult
to obtain the linear IA transceiver in closed-form and thus iterative algorithms based
on global CSI are usually required, except for the special case of square and invertible
channel matrices in [SPLL10]. Take the K-user MIMO IC for example, an approximate
IA transceiver is found by alternatively minimizing the sum interference [PH11] with the
requirement of global CSI. In [GCJ11], an iterative IA scheme which exploits channel
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reciprocity to limit the amount of required CSI is proposed, but it only works in TDD
operation systems. More recently, IA has been applied to MIMO cellular networks. In
[NR10], a multi-cell MIMO downlink channel is studied and a distributed IA algorithm
is proposed to minimize the interference to non-intended users. Also, [SHT11] develops
an IA technique for a downlink cellular system with CSI-exchange and feedback within
each cell. In [YGJK10,KLCH11], conditions for the feasibility of IA and DoF for MIMO
cellular networks are investigated. However, this iterative IA algorithm comes at the
expense of complexity and also of a heavy backhaul overhead (CSI/strategies-exchange
in iterations).

To reduce the complexity and CSI requirement, the concept of grouping-based IA
(GIA) is proposed for a two-cell single-stream MIMO-IBC in [SLL+11]. The idea is to
let each cell align its interference to another cell, by which less antennas are required to
implement ZF reception. Moreover, GIA enables to compute the optimal IA transceiver
in closed-form based on the local CSI. This GIA is extended to a multi-cell MIMO-
IBC in [TL13], where both the feasible condition on the GIA and a low complexity IA
decoder design are studied. In [TL13], a hybrid scheme, using DPC and IA to avoid
IUI and to suppress the ICI, respectively, is developed. Based on the GIA mechanism,
an iterative user-selection algorithm by measuring the subspace distance is developed
in [GC14].

The implementation of IA requires a closed-loop transmission. The feedback is needed
in either the downlink or the uplink scenario. As illustrated in Figure 1.5, for instance,
the feedback of both the CSI and precoders are needed to be considered in downlink
scenario. However, most works on the limited feedback did not consider the feedback
of IA decoder. Since the feedback links are usually capacity-limited in realistic sys-
tems, codebook-based feedback is widely used and already defined in modern wireless
standards, e.g., in LTE [DPS11], to reduce the feedback overhead. The idea is to map
a channel matrix/vector or a precoder/decoder to an index of the closest codeword in
a predefined codebook known at both transmitter and receiver. The feedback of an
index takes only a finite number of feedback bits, while a performance loss is inevitable
because of the quantization distortion. Thus, it becomes an important issue how to con-
trol/reduce the performance loss under limited feedback [LHL+08]. A comprehensive
overview of techniques and approaches for limited feedback communications in wireless
networks is given in [LHL+08]. For a MIMO BC with the ZF precoder, the performance
loss in limited feedback is studied in [Jin06,YJG07] and also with block diagonalization
in [RJ08, SR13]. In [KMLL12], a new quantization scheme for the IA in multi-user
MIMO IC is studied. The quantization distortion is reduced by designing an additional
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receive filter which minimizes the chordal distance metric. For a MIMO IC with hetero-
geneous path loss and spatial correlations, [RRL13] develops a spatial codebook design
and performs dynamic quantization via feedback bit allocation. In [BT09,KV10,RG13],
the feedback bits scaling law to maintain the maximum DoF for IA on general MIMO
interference networks is investigated.

1.4.2 Contributions of the Thesis

Motivated by this background, we focus on applying the GIA with low complexity to the
multi-cell MIMO-IMAC under limited feedback, answering the following fundamental
questions [CJ14b,CZJ14].

• How to design the optimal linear GIA transceiver with low complexity? We further
develop previous related works (e.g. [SLL+11,TL13]), providing a low-complexity
restriction-relaxation approach to compute the optimal linear GIA transceivers
which not only nulls out both ICI and IUI but also maximizes the rate performance.
Moreover, we show that the restriction-relaxation process is tight such that the
optimal GIA-based transceiver is obtained in closed-form.

• How to determine a good IA-Cell assignment? By the GIA, each cell chooses
to align its interference to another cell. However, this choice clearly impacts the
rate performance. Optimizing the selection of the cell to/from which a given cell
provides/receives the aligned interference, is a problem which was not considered in
previous works. We refer to this problem as IA-Cell assignment and provide three
IA-Cell assignment algorithms: a centralized one, which yields global optimality
but requires high complexity and overhead, and two distributed ones, which yield
a stable or almost stable assignment by the theory of stable matching with limited
complexity and backhaul overhead.

• How to efficiently feed back the GIA precoders to the MSs? In the uplink MIMO
cellular scenario, the GIA precoders need to be fed back to the MSs. Let us
reconsider the prior works on the IA for the MIMO IC under limited feedback.
For instance, vector quantization (VQ) is employed to quantize the pre-vectorized
version of a MIMO channel matrix in [RRL13], but the VQ yields a larger quanti-
zation distortion compared with channel subspace quantization (SQ) for the same
feedback overhead. In [RG13], SQ is used to quantize the channel subspace. How-
ever, the receivers need to be designed with different decoding power. In addition,
most previous works did not consider the feedback of IA precoders/decoders. With
this respect, the contributions on limited feedback are summarized as follows.
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– We employ Grassmannian subspace quantization, developing a novel quan-
tized subspace characterization which allows to derive a closed-form upper
bound of the single-cell residual interference to noise ratio (RINR).

– We formulate and solve in closed-form a dynamic feedback bit allocation
(DBA) problem for sum-cluster RINR minimization, based on the derived
upper bound of the RINR and so as to enable an efficient feedback.

In principle, the proposed subspace feedback technique is not restricted to the
GIA but the general IA, and also in more general scenarios, such as the feedback
of decoders in FDD/TDD downlink and the feedback of precoders in FDD/TDD
uplink.

The three main contributions above jointly provide a comprehensive holistic design
of the multi-cell MIMO-IMAC system under limited feedback. Furthermore, we also
discuss the potential implementation, the required backhaul overhead, and the com-
plexity of the proposed GIA. These novel results presented in Chapter 2 (Interference
Alignment under Limited Feedback) have been previously reported in:

• P. Cao, A. Zappone and E. A. Jorswieck, "Grouping-based interference alignment
with IA-Cell assignment in Multi-Cell MAC under limited feedback", submitted to
IEEE Trans. on Signal Process., Sep., 2014.

• P. Cao and E. A. Jorswieck, "Robust Optimization for Multi-Cell Interfering
MIMO-MAC under Limited Feedback", Proc. of IEEE ICASSP, Florence, Italy,
May, 2014.

1.5 Contributions Outside the Scope of the Thesis

Considering the limited space and also to make the content consistent, the thesis does
not contain all the work and results during my Ph.D. study but focuses on the re-
source allocation for MIMO interference networks. My Ph.D. research mainly includes
resource allocation (spectral efficiency and energy efficiency) for MIMO interference net-
works and amplify-forward (AF) relay-aided systems. Besides of some results on MIMO
interference networks presented in the thesis, we also give a brief introduction of the
contributions outside of the scope of the thesis.

• Energy efficiency for MIMO AF relay channel: Nowadays, more and more energy
is required to achieve a higher spectral efficiency. However, this usually conflicts
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with both the shortage of energy and high CO2 emissions. Therefore, instead
of solely targeting the spectral efficiency and energy consumption, respectively,
we focus on designing linear transceiver to maximize the energy efficiency – the
ratio between achievable rate and the total consumed power (bits/Joule). Energy
efficiency also provides an insight to design the system, which is also a popular
issue of the future 5G [CSS+14].

A framework for energy-efficient resource allocation in a single-user AF relay-
assisted MIMO system without direct link is devised. The performance metric to
optimize is the ratio between the system’s achievable rate and the total consumed
power. The optimization is carried out w.r.t. the source precoding and relay am-
plifying matrices, subject to quality-of-service (QoS) and power constraints. Such
a challenging non-convex optimization problem is tackled by means of fractional
programming and alternating maximization algorithms, for various CSI assump-
tions at the source and relay, such as perfect CSI [CCHJ12], statistical CSI for
either the source-relay or the relay-destination channel [ZCJ13a,ZCJ14a,ZCJ14b]
and statistical CSI for both source-relay and relay-destination channels [ZCJ14c].
An extension to multi-user AF MIMO system is studied in [ZCJ13b].

These contribution have previously published in:

– P. Cao, Z. Chong, Z. K. M. Ho and E. A. Jorswieck, "Energy-efficient power
allocation for amplify-and-forward MIMO relay channel", Proc. of IEEE
CAMAD, Barcelona, Spain, Sep., 2012.

– A. Zappone, P. Cao and E. A. Jorswieck, "Low-complexity energy efficiency
optimization with statistical CSI in two-hop MIMO systems", IEEE Signal
Process. Lett., vol. 21, no. 11, pp. 1398–1402, Nov., 2014.

– A. Zappone, P. Cao and E. A. Jorswieck, "Energy efficiency optimization in
relay-assisted MIMO systems with perfect and statistical CSI", IEEE Trans.
on Signal Process., vol. 62, no. 2, pp. 443–457, Jan., 2014.

– A. Zappone, P. Cao and E. A. Jorswieck, "Green resource allocation in relay-
assisted MIMO systems with statistical channel state information", Proc. of
IEEE ICASSP, Florence, Italy, May, 2014.

– A. Zappone, P. Cao and E. A. Jorswieck, "Energy efficiency optimization in
relay-assisted MIMO systems with statistical CSI", Proc. of IEEE ChinaSIP,
Beijing, China, Jul., 2013.

– A. Zappone, P. Cao and E. A. Jorswieck, "Energy efficiency optimization
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in relay-assisted multi-user MIMO systems", Proc.of ACSSC, Pacific Grove,
CA, Nov., 2013.

• Source energy-saving in AF relay-aided system: Nowadays, the increasing demand
for higher data rate and ubiquitous connectivity of a smart phone significantly
conflicts with its limited battery lifetime. In order to prolong the battery lifetime,
we desire to save the uplink transmit power of a mobile terminal with the aid of
cooperative relays with higher transmit power level (e.g., powered by electrical
networks), since the battery power is much more scarce.

In [CJ13], we consider a relay-aided two-hop system consisting one source (e.g., a
MS in uplink), one AF relay and one destination (e.g., a BS). We jointly optimize
the transceiver strategies to minimize the source transmit power subject to a
rate requirement. The optimal transceiver strategies are derived for both the
perfect CSI and statistical CSI, from which we additionally find the source energy-
saving region when the relay location is fixed and that for a relay when the source
location is fixed. In [ZC14], we extend the single source energy saving problem
to the multiple sources and multiple destinations scenario (i.e., multi-cell relay-
aided cellular environment). This is formulated as a multi-buyer multi-seller power
trading game and solved by an auction mechanism. These contribution have been
previously appeared in:

– P. Cao and E. A. Jorswieck, "Source energy-saving performance in amplify-
and-forward relay-assisted wireless system", Proc. of IEEE VTC-Spring,
Dresden, Germany, Jun., 2013.

– Y. Zhong, P. Cao and E. A. Jorswieck, "Power trading in multi-cell multi-user
relay-assisted uplink with private budget limits", Proc. of the IEEE WCNC,
Istanbul, Turkey, Apr., 2014.

• Massive MIMO and cognitive radio networks: Some novel results on the massive
MIMO system and cognitive radio MIMO networks are not included in the thesis.
In [CJ14a], we consider the limited feedback problem in a multi-cell spatially-
correlated massive MIMO FDD system. The very high dimension of massive
MIMO channels makes the limited feedback schemes in traditional MIMO inef-
ficient. This motivates us to explore a novel approach to reduce the feedback
overhead in two stages: 1) the original channel vector is sparasified in the spatial
frequency domain by the discrete cosine transform (DCT); 2) the large DCT co-
efficients can be further compressed by VQ. By this DCT and VQ based limited
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feedback approach, a very high dimensional channel vector can be indicated by
only an index with an analyzable distortion. In [JC13], we propose a novel dis-
tributed two-stage resource allocation technique for MIMO cognitive radio links.
Each primary link occupies exclusively part of the resources and offers the oppor-
tunity to coexistence. In the first stage, the association between secondary links
and primary links is determined by the distributed stable matching. In the second
phase, the optimal price and transmission strategies corresponding to a Walrasian
equilibrium are obtained. These contribution have been published in:

– P. Cao and E. A. Jorswieck, "DCT and VQ based limited feedback in spatially-
correlated massive MIMO systems", Proc. of IEEE SAM, A Coruna, Spain,
Jun., 2014.

– E. A. Jorswieck and P. Cao, "Matching and exchange market based resource
allocation in MIMO cognitive radio networks", Proc. of EUSIPCO, Mar-
rakech, Maroc, Sep., 2013.

1.6 Outline of the Thesis

The thesis mainly focuses on resource allocation for MIMO interference networks by
linear transceiver design. It consists of five chapters and is organized as follows.

In Chapter 1, we give a brief overview of the trends of mobiles communications devel-
opment. In order to meet the rapidly increasing demand of the data traffic, we provide
a potential version of the future generation communication networks – small cells, spec-
trum sharing and advanced MIMO technique so as to improve the aggregate data rate.
This motivates us to focus on studying the spectral efficiency for the MIMO interfer-
ence networks. More precisely, two models – a multi-user single-stream MIMO IC and
a multi-cell MIMO-IMAC are considered. The problem formulations, related work, the
techniques and main contributions of the thesis are given, respectively, for both the
models. Furthermore, other contributions made during my Ph.D. study but excluded
in the thesis are also briefly introduced.

In Chapter 2, we consider a multi-user single-stream MIMO IC. The goal is to com-
pute the Pareto boundary of the achievable rate region, which is very important for
system and strategies design and is formulated as a multi-objective optimization prob-
lem. However, this problem is a well-known open problem because of the hard cou-
pling between the precoding and decoding strategies. In order to make the problem
tractable, we first study a two-user MIMO IC example and derive some new results.
For the multi-user MIMO IC, we transform the multi-objective optimization problem
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into two single-objective optimization problems, inspired by the ε-constraint optimiza-
tion and the weighted Chebyshev optimization, respectively. For each single-objective
optimization problem, we provide an alternating optimization algorithm to obtain a high
quality suboptimal solution. The analysis and simulation of the proposed algorithms
are provided, respectively.

In Chapter 3, we consider the multi-cell MIMO-IMAC (uplink scenario) analyzing
the aspects of the GIA, IA-Cell assignment and limited feedback. The presentation
in Chapter 3 also follows these three points. First, a complete study (including some
new improvements) of the GIA with respect to the DoF and optimal linear transceiver
design is performed, which allows for low-complexity and distributed implementation.
Second, based on the GIA, the concept of IA-Cell assignment is introduced. Three IA-
Cell assignment algorithms are proposed for the setup with different backhaul overhead
and their DoF and rate performance are investigated. Third, the performance of the
proposed GIA algorithms is studied under limited feedback of the GIA precoders. To
enable efficient feedback, a DBA problem is formulated and solved in closed-form. The
practical implementation, the required backhaul overhead, and the complexity of the
proposed algorithms are analyzed. Numerical results show that our proposed algorithms
greatly outperform the traditional GIA under both unlimited and limited feedback.

In Chapter 4, we summarize the contributions of the thesis, pointing out both the
advantages and limits of the proposed algorithms. In addition, an outlook on future
research directions is provided.
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Chapter 2

Pareto Boundary Computation for
MIMO IC

In this chapter, we consider an open problem – computing the Pareto boundary of
the achievable rate region of a multi-user single-stream MIMO IC. Since most previous
research on computing the Pareto boundary focus on the multi-user SISO/MISO/SIMO
IC but no previous algorithm work well for the multi-user MIMO IC, this chapter aims
to fill this gap. From the perspective of optimization, Pareto boundary computation is
a multi-objective optimization problem. The problem is non-convex and even NP-hard
because of the hard coupling between the transmit and receive strategies in the rate
expression. In order to make the problem tractable, the multi-objective optimization
problem is transferred into two single-objective optimization problems, inspired by two
approaches – ε-constraint optimization in (1.6) and weighted Chebyshev optimization in
(1.7). For each single-objective optimization problem, it is still a non-convex problem.
The alternating optimization algorithm is applied to optimize the variables separately
and converges to a high-quality suboptimal solution. With different constraint values
or weights, a series of achievable operating points serves a close-to-optimal inner bound
of the complete Pareto boundary.

This chapter is organized as follows: the multi-user single-stream MIMO IC model is
introduced and the definitions of associated achievable rate region and Pareto boundary
are given in Chapter 2.1. In Chapter 2.2, we study a two-user MIMO IC example and
derive some new results, such as an equivalent form of the SINR expression (Proposition
1), and the closed-form solutions to the non-strict Pareto boundary, the end points of
the strict Pareto boundary (Proposition 3) and some ZF operating points. In order to
compute the strict Pareto boundary, we formulate a single constraint rate maximiza-
tion problem in Chapter 2.3 to maximize one rate while the other rate is fixed. This
problem formulation is inspired by the ε-constraint optimization, but we replace its "in-
equality" in the constraint with "equality" to make sure that the achievable rate of a
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Chapter 2 Pareto Boundary Computation for MIMO IC

user is increasing always along the same direction. However, the single constraint rate
maximization problem is still a non-convex optimization problem. With the aid of the
SDP and matrix rank-1 decomposition techniques, the single constraint rate maximiza-
tion problem is solved by alternating optimization of each transmit beamforming vector.
The convergence of the proposed algorithm is guaranteed and the convergent point by
the proposed initialization scheme corresponds to a good-quality suboptimal solution.
This single constraint rate maximization problem is extended to the multi-user single-
stream MIMO IC in Chapter 2.3.3. Inspired by the weighted Chebyshev optimization,
we propose another optimization problem – alternating rate profile optimization problem
in Chapter 2.4, which is solved by alternatively optimizing the transmit beamforming
vectors in an equivalent multi-user MISO IC (for the fixed receive beamforming vectors)
and the receive beamforming vectors in an equivalent multi-user SIMO IC (for the fixed
transmit beamforming vectors), respectively. This algorithm is proven to converge to
a stationary point of the original multi-objective optimization problem. Finally, the
effectiveness of two proposed algorithms are illustrated and evaluated numerically in
Chapter 2.5.

2.1 System Model

2.1.1 Signal Model

We consider a set of K transmitter-receiver pairs K = {1, · · · , K} operating in the same
spectral band. The transmitters and receivers are equipped with multiple antennas.
Without loss of generality, we assume that each transmitter and each receiver have
NT ≥ 2 and NR ≥ 2 antennas1, respectively. This setup is modeled as a K-user MIMO
IC as shown in Figure 2.1, which is well-matched to the downlink scenario (a transmitter
serves as a BS), the uplink scenario (a receiver serves as a BS) or multiple D2D cognitive
radio links. For the convenience, we do not focus on a specified application scenario,
just denoting the k-th transmitter, �-th receiver and their communication link by TXk,
RX� and TXk 
→ RX�, respectively. In particular, we refer the direct link TXk 
→ RXk

to be user k.
We assume that each transmitter sends a single symbol xk ∼ CN (0, 1) to its intended

receiver. The transmit beamforming vector used at TXk is denoted by wk from the set

W � {w ∈ CNT : ||w||2 ≤ 1}. (2.1)

1The proposed algorithms and derived results in this chapter can be also applied to the general case
where each transmitter and each receiver have different antennas.
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Figure 2.1: The K-user MIMO IC model: Each transmitter TXk is paired with a single
receiver RXk, and all links are non-negligible.

Without loss of generality, the transmit power budget of each transmitter is normalized
to be 1.

The received signal at RXk is modeled as

yk = Hkkwkxk +
∑
��=k

Hk�w�x� + nk, ∀k ∈ K (2.2)

where Hkk, Hk� ∈ CNR×NT denote the flat fading channel matrices of the direct
link TXk 
→ RXk and the interference link TX� 
→ RXk, respectively. And ni ∼
CN (0, σ2

kINR
) is the additive white Gaussian noise (AWGN) vector.

By the equalization with gk ∈ CNR at RXk, the desired data xk is decoded as

x̂ = gH
k yk. (2.3)

Assume that the interference from the other transmitter is treated as additive Gaus-
sian noise at each receiver. The achievable rate of user k is given by

Rk({w}K, gk) = log2 (1 + SINRk({w}K, gk)) , (2.4)

where {w}K denotes the set of K transmit beamforming vectors, and SINRk({w}K, gk)
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denotes the SINR of the user k and is expressed as

SINRk({w}K, gk) =
|gH

k Hkkwk|2
σ2

k||gk||2 +
∑

��=k |gH
k Hk�w�|2

. (2.5)

Since the SINR in (2.5) does not depend on the receive power ||gk||2, the receive beam-
forming vector gk can be chosen from

G � {g ∈ CNR : ||g||2 = 1}. (2.6)

2.1.2 Pareto Boundary of Achievable Rate Region

The achievable rate region is defined as a set of the achievable rate tuples with all the
feasible transmit and receive beamforming vectors, i.e.,

R �
⋃

∀wk∈W,∀gk∈G
(R1({w}K, g1), · · · , RK({w}K, gK)) . (2.7)

Please note that the achievable rate region R is not the capacity region but the subset
of the capacity region, which can be achieved by the simple linear transceiver. Its
outermost boundary is called Pareto boundary, denoted by the set

R� �
⋃

∀wk∈W�,∀gk∈G�

(R�
1({w}K, g1), · · · , R�

K({w}K, gK)). (2.8)

where W� and G� denote the sets of Pareto-optimal transmit and receive beamforming
vectors, respectively. Given an arbitrary operating point in the set R\R� (inside the
rate region), we can always find at least one operating point in R� that dominates the
given point, i.e., all users’ rates can be further improved. Therefore, we focus on the
operating points on the Pareto boundary.

For convenience, we denote an operating point by r � (R1, · · · , RK) ∈ R. If a point
is on the Pareto boundary, we say it is Pareto-optimal, denoted by r�. More precisely,
the Pareto-optimality is defined as follows.

Definition 1. A rate-tuple r� is (strict) Pareto-optimal iff there does not exist another
rate-tuple r ∈ R� satisfying r > r� (r ≥ r� and r �= r�), where the inequality is
component-wise.

Accordingly, at a Pareto-optimal point, it is impossible to strictly improve the per-
formance of all users simultaneously. We denote the strict Pareto-optimal points form
a subset of the Pareto-optimal points by R�

+. Those Pareto-optimal points in the set
R�\R�

+ are defined to be the non-strict Pareto boundary.
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R1

R2

SU1

E1

E2
SU2

R�
2

R�
1

strict PB

non-strict PB

Figure 2.2: Illustration of a two-dimensional achievable rate region and the Pareto
boundary

A two-dimensional rate region and its Pareto boundary are illustrated in Figure 2.2. It
shows that the Pareto boundary consists of the strict Pareto boundary (the upper-right
part graphically, denoted by "strict PB") and the non-strict Pareto boundary (including
the vertical part and the horizontal part graphically, denoted by "non-strict PB"), di-
vided by two points "E1" and "E2", where "E1" and "E2", "SU1" and "SU2" are defined
as two ending points of the strict Pareto boundary and two single user points.

Remark 4. For an arbitrary point on the strict Pareto boundary, it is impossible to
improve one rate without simultaneously decreasing the others. For a point on the non-
strict Pareto boundary, one rate can be further improved while the other rates remains
unchanged.

The Pareto boundary usually consists of both strict Pareto boundary and non-strict
Pareto boundary. However, in some cases, there is only a unique strict Pareto boundary
(e.g., a triangular region for the two-user SIMO IC) or no non-strict Pareto-optimal
points.

2.2 New Results for Two-User Case

In this section, we consider a two-user single-stream MIMO IC and present some new
results derived in [CSJ12] and [CJS13].
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2.2.1 Rate with MMSE Receiver

In the linear transceiver design, it is well-known that the MMSE filter is the optimal
receive beamforming scheme for the given transmit strategies. Thus, the MMSE filter
should be employed at each receiver so as to gain maximum at receivers.

In the two-user case, the MMSE receive beamforming vector at RXk is expressed by

gk =
(

σ2
kINR

+
2∑

�=1
Hk�w�w�

HHk�
H

)−1

Hkkwk, ∀k ∈ {1, 2} (2.9)

Plugging (2.9) into (2.5), the SINR of user k becomes

SINRk(w1, w2) = wH
k HH

kk

(
σ2

kINR
+ Hk�w�w

H
� HH

k�

)−1
Hkk︸ ︷︷ ︸

�Ak(w�)

wk, ∀k �= � ∈ {1, 2}.

(2.10)

The complex mathematical structure (inverse of the sum of matrices and product of
matrices) causes a hard-coupling problem of w1 and w2 in the SINR in (2.10), which
makes it difficult to analyze the SINR directly. To gain more insights into this coupling
problem, we propose an equivalent form of the SINR expression.

Proposition 1. For the two-user single-stream MIMO IC, the SINR in (2.10) can be
reformulated as

SINRk(w1, w2) = sin2(θH,k)
‖Hkkwk‖2

σ2
k

+ cos2(θH,k)
‖Hkkwk‖2

σ2
k + ‖Hk�w�‖2 , (2.11)

where cos(θH,k) =
∣∣∣∣−−−−−→
Hkkwk

H · −−−−→
Hk�w�

∣∣∣∣ and θH,k ∈ [0, π/2].

Proof. Refer to Proof 2.7.1.

Note that the SINRk(w1, w2) can be considered as a combination of ‖Hkkwk‖2

σ2
k

and
‖Hkkwk‖2

σ2
k

+‖Hk�w�‖2 with the weights sin2(θH,k) and cos2(θH,k). That is, SINRk(w1, w2) de-

pends not only on the desired signal power ‖Hkkwk‖2 and the interference power
‖Hk�w�‖2, but also on the Hermitian angle θH,k between the directions

−−−−−→
Hkkwk and

−−−−→
Hk�w�. The SINR is coupled in a difficult way because of the existence of θH,k. This is
why it is more difficult to analyze the SINR of the MIMO IC than the MISO/SIMO IC.

2.2.2 Pareto Boundary and Some Key Points

In the two-user case, the two-dimensional Pareto boundary is illustrated in Figure 2.2.
The goal is to compute some key points on/in the Pareto boundary.
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A. Strict Pareto Boundary

First, we propose a necessary condition for the transmit beamforming to achieve the
strict Pareto boundary.

Proposition 2. For the two-user single-stream MIMO IC, the strict Pareto boundary
can be achieved only if both the transmitters consume full power, i.e., ‖w1‖2= ‖w2‖2= 1.

Proof. Refer to Proof 2.7.2.

Remark 5. Proposition 2 provides a strict Pareto-optimal transmit power allocation
policy. When both the transmitters consume full power, the two strict Pareto-optimal
transmit beamforming vectors design reduces to the optimization of two transmit beam-
forming patterns (directions).

Here, we define a set of all the feasible beamforming vectors with full transmit power
as WFP �

{
w ∈ CNT : ‖w‖2 = 1

}
. Note that all the strict Pareto-optimal transmit

beamforming vectors should be in the set WFP .

B. Single-User Points

Let SU1(R1, 0) and SU2(0, R2) denote the two single-user points. A single-user point
can be easily achieved when only one transmitter TXk works and simultaneously oper-
ates "egoistically" to maximize its own rate. The maximum achievable rate Rk of user
k and its associated "egoistic" strategy wEgo

k can be determined by

Rk = log2

(
1 +

λ1(HH
kkHkk)
σ2

k

)
, wEgo

k = u1(HH
kkHkk), ∀k, (2.12)

where (λn(X), un(X)) denotes the n-th largest eigenvalue and its associated eigenvector
of an arbitrary matrix X.

C. Ending Points of Strict Pareto Boundary

Let E1(R1, R2) and E2(R1, R2) denote the two ending points of strict Pareto boundary.
Each ending point of the strict Pareto boundary can be achieved when one transmitter
employs an "altruistic" strategy to generate no interference to the other receiver and si-
multaneously to maximize its own rate and the other transmitter operates "egoistically".
For E1(R1, R2), we easily find from (2.11) that θH,1 = π/2 results in no interference in
the interference link TX2 
→ RX1. How to find the "altruistic" strategy wAlt

2 is shown
as follows.
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Proposition 3. The ending point of strict Pareto boundary E1(R1, R2) can be achieved
by (wEgo

1 , wAlt
2 ), where R1 and wEgo

1 are in (2.12) and

R2 = log2

(
1 + wAlt,H

2 A2(wEgo
1 )wAlt

2

)
, (2.13)

wAlt
2 =

Π⊥
HH

12H11wEgo
1

u1

(
B1, Π⊥

HH
12H11wEgo

1

)
∥∥∥∥Π⊥

HH
12H11wEgo

1
u1

(
B1, Π⊥

HH
12H11wEgo

1

)∥∥∥∥ , (2.14)

with B1 � Π⊥
HH

12H11wEgo
1

A2(wEgo
1 )Π⊥

HH
12H11wEgo

1
.

Proof. Refer to Proof 2.7.3.

The other ending point E2(R1, R2) with (wAlt
1 , wEgo

2 ) can be easily obtained following
Proposition 3 by interchanging the indices.

D. Non-Strict Pareto-Optimal Points

Consider a non-strict Pareto-optimal point (R�
1, R�

2) ∈ R�\R�
+. For the non-strict Pareto

boundary, either the horizontal part or the vertical part starts and ends with a single
user point and an ending point. Therefore, an arbitrary point (R�

1, R�
2) on the non-strict

Pareto boundary can be computed as

R�
k = γ · Rk and R�

� = R�, ∀k, � ∈ {1, 2}, k �= �

where k = 1 and k = 2 correspond to the horizontal part and the vertical part, re-
spectively. The scalar γ satisfies γ ∈ [0, 1). The point (R�

1, R�
2) becomes a single-user

point or an ending point when γ = 0 or γ = 1, respectively. The associated non-strict
Pareto-optimal transmit strategies are

w�
k =

√
2γRk − 1
2Rk − 1

wAlt
k and w�

� = wEgo
� , (2.15)

from which we find that it is not necessary for both the transmitters to simultaneously
spend full power so as to achieve the non-strict Pareto boundary. Thus, the non-strict
Pareto-optimal power allocation policy is different from the strict Pareto-optimal power
allocation policy (full power transmission in Proposition 2).

E. Zero-Forcing Points

A ZF point refers to an operating point where there is no interference at both receivers,
denoted by ZF (RZF

1 , RZF
2 ). Although these points are not on the Pareto boundary, it

is still interesting to study ZF strategies if there exists an additional requirement (e.g.,
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interference temperature or secrecy constraints) that each transmitter does not leak its
own signal to the unintended receivers.

Inspired by (2.11), we find that θH,1 = θH,2 = π/2 results in no interference in both
interference links TX2 
→ RX1 and TX1 
→ RX2. The ZF conditions are

θH,1 = π/2 ⇔ −−−−→
H11w1

H · −−−−→
H12w2 = 0

⇔ H11w1 ⊥ H12w2 ⇔ w2 ⊥ HH
12H11w1, (2.16a)

θH,2 = π/2 ⇔ −−−−→
H22w2

H · −−−−→
H21w1 = 0

⇔ H22w2 ⊥ H21w1 ⇔ w2 ⊥ HH
22H21w1, (2.16b)

from which and under a sufficient condition2, i.e., HH
12H11w1 ‖ HH

22H21w1, to guar-
antee that both (2.16a) and (2.16b) hold simultaneously, we obtain some ZF transmit
strategies

wZF
1 = un(HH

22H21, HH
12H11), ∀n ∈ {1, 2, ..., NT }, (2.17a)

wZF
2 =

NT −1∑
n=1

cnun(Π⊥
HH

12H11wZF
1

), (2.17b)

where (2.17a) is derived from HH
21H11w1 ‖ HH

22H12w1, i.e., wZF
1 is a joint eigenvector

of matrices HH
22H12 and HH

12H11. From (2.16), wZF
2 should be in the nullspace of

HH
21H11w1

ZF or HH
22H12w1

ZF . In (2.17b), {cn}NT −1
n=1 are complex-valued numbers

and satisfy
∑NT −1

n=1 |cn|2 = 1.
A ZF point ZF (RZF

1 , RZF
2 ) can be achieved by (wZF

1 , wZF
2 ) as

RZF
k (wZF

1 , wZF
2 ) = log2

(
1 +

‖HkkwZF
k ‖2

σ2
k

)
∀k. (2.18)

Remark 6. The ZF strategies are derived in (2.17) based on the sufficient condition
HH

12H11w1 ‖ HH
22H21w1. This sufficient condition is also necessary when NT = NR =

2. In a two-dimensional space, (2.16) requires that w2 is orthogonal to both HH
12H11w1

and HH
22H21w1, which is equivalent to that HH

12H11w1 and HH
22H21w1 must/should

be aligned (sufficient and necessary condition). However, for a high-dimensional space
(NT ≥ 3), HH

12H11w1 and HH
22H21w1 are not necessary to be aligned but both should

lie in the null space of w2.

After exactly obtaining the non-strict Pareto boundary and the ending points of strict
Pareto boundary, we focus on computing the strict Pareto boundary in the following.

2This condition is the same as that in [CHHT12], while we derive it from a different way, i.e., by
analyzing Hermitian angle in (2.11).
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In principle, the computation of the Pareto boundary can be formulated as a multi-
objective optimization problem, i.e.,

r� = arg max
{w}K∈WFP

(R1({w}K), · · · , RK({w}K)) (2.19)

However, it is difficult to directly solve a non-convex multi-objective optimization prob-
lem in mathematic because the hard coupling of transmit/receiver beamforming vectors
exists in the SINR. In order to make (2.19) tractable, we reformulate two different
single-objective optimization problems based on ε-constraint optimization and weighted
Chebyshev optimization, respectively, which will be solved in Chapter 2.3 and Chapter
2.4, respectively.

2.3 Pareto Boundary Computation: Single Constraint
Rate Maximization

In this section, we first focus on computing the strict Pareto boundary for the two-
user single-stream MIMO IC based on ε-constraint optimization. Then, we show the
extension to the multi-user case.

2.3.1 Problem Formulation & Algorithm: Two-User Case

A. Problem Formulation

Since the rate region of the two-user single-beam MIMO IC is always a normal region3

according to the proof of Proposition 2, there should be only one intersection point
between the line Rk(w1, w2) = R�

k where R�
k ∈ (Rk, Rk) and the strict Pareto boundary.

Thus, an arbitrary point on the strict Pareto boundary can be uniquely determined
when one rate is fixed and the other rate is maximized. This motivates us to propose
the following single constraint rate maximization problem⎧⎪⎨⎪⎩

max
w1,w2∈WFP

SINR1(w1, w2)

s.t. SINR2(w1, w2) = SINR�
2.

(2.20)

where SINR�
2 ∈ (2R2 − 1, 2R2 − 1) is a SINR constraint, and w1, w2 should be in WFP

according to Proposition 2. In order to guarantee that SINR1(w1, w2) increases always
along the same direction, we use equality in the constraint instead of the inequality

3A set G ⊆ R+
n is called a normal region if for any two points x ∈ G, x′ ∈ R+

n such that if x′ ≤ x, then
x′ ∈ G, too.
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in the ε-constraint optimization. If Problem (2.20) can be solved optimally, a strict
Pareto-optimal point (R�

1, R�
2) = (log2 (1 + SINR1(w�

1, w�
2)) , log2 (1 + SINR�

2(w�
1, w�

2)))
is achieved by the optimal solution (w�

1, w�
2) to Problem (2.20).

For Problem (2.20), direct joint optimization of w1 and w2 is analytically intractable
due to the hard-coupling problem of them in both the objective and the constraint. To
solve (2.20), an alternating optimization algorithm [Ber99] is applied to optimize w1

and w2 alternatively by solving two single-beamforming vector optimization problems
at each iteration. In the following, how to solve each single-beamforming vector problem
is studied.

B. Optimization of w1

For a given feasible w2 (the feasibility of w2 will be given in Proposition 4), Problem
(2.20) becomes an optimization problem w.r.t. a single beamforming vector w1. The
constraint in (2.20) becomes

wH
2 HH

22
(
σ2

2I + H21w1w1
HH21

H)−1
H22w2 = SINR�

2 (2.21a)

(a)⇔ wH
2 HH

22H22w2 − |wH
2 HH

22H12w1|2
σ2

2 + ‖H21w1‖2 = σ2
2SINR�

2, (2.21b)

(b)⇔ w1
HHH

21H22w2wH
2 HH

22H21w1

wH
1 (σ2

2I + HH
21H21)w1

= wH
2 HH

22H22w2 − σ2
2SINR�

2, (2.21c)

(c)⇔ wH
1 C(w2)w1 = 0 and wH

2 HH
22H22w2 ≥ σ2

2SINR�
2. (2.21d)

The transformation (a) is based on the matrix inverse lemma. The transformation (b)
is due to ‖w1‖2= 1. In the transformation (c), the nonnegative left-hand side of (2.21c)
demands wH

2 HH
22H22w2 ≥ σ2

2SINR�
2, and C(w2) is a Hermitian matrix defined as

C(w2) � HH
21H22w2wH

2 HH
22H21 − (wH

2 HH
22H22w2 − σ2

2SINR�
2)(σ2

2I + HH
21H21).

(2.22)

Then, w1 can be optimized by⎧⎪⎨⎪⎩
max

w1∈WFP
wH

1 A1(w2)w1

s.t. w1
HC(w2)w1 = 0

(2.23)

where C(w2) and A1(w2) are Hermitian matrices. Observe that Problem (2.23) is a
homogeneous quadratically constrained quadratic program (QCQP), where the objective
function is convex because A1(w2) is a positive definite matrix but the convexity of
constraints is unclear. Generally, it is difficult to solve this non-convex problem.
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Note that wH
1 Xw1 = Tr(XW 1) for any matrix X, where W 1 = w1wH

1 is a rank-
one Hermitian positive semidefinite matrix. By the semidefinite programming and rank
relaxation (SDR) method [LMS+10], Problem (2.23) can be transformed to by relaxing
the rank-one constraint rank(W 1) = 1⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

max
W 1	0

Tr (A1(w2)W 1)

s.t. Tr (C(w2)W 1) = 0

Tr (W 1) = 1.

(2.24)

Observe that the SDR problem (2.24) is convex and solvable, i.e., its respective finite
optimal solutions exist for a feasible w2, based on the Weierstrass’ Theorem [KZ05].
Its optimal solution W �

1 can be efficiently obtained by a convex optimization toolbox,
e.g., SeDuMi [Pol05] or CVX [GB12]. However, the rank of W �

1 to Problem (2.24) is
not necessary to be one because we have discarded the rank constraint rank(W 1) = 1.
Therefore, we need to extract an optimal rank-one solution w1 to Problem (2.23) from
W �

1. If rank(W �
1) = 1, it is clear that w1 is the eigenvector associated with the unique

non-zero eigenvalue of W �
1, i.e., w1 = u1(W �

1). Otherwise, some matrix rank-one
decomposition techniques are needed. In [AHZ11], Ai et al. provide a series of matrix
rank-one decomposition theorems. They imply that the SDR problems of a large class
of complex-valued homogeneous QCQPs with not more than 4 constraints are in fact
tight4. Since Problem (2.23) as a homogeneous QCQP with 2 constraints, an optimal
w1 to Problem (2.23) can be reconstructed from W �

1 to Problem (2.24) based on the
theorem and algorithm of the matrix rank-one decomposition in [AHZ11].

Remark 7. In Problem (2.23), if C(w2) is a positive/negative semidefinite matrix
and also without full rank, w1 should and must be in the null space of C(w2) to satisfy
wH

1 C(w2)w1 = 0. According to Proof 2.7.3, w1 can be expressed by
−−−−−−−−−−−−−−−−→
C⊥(w2)(C⊥(w2))Hp1

where C⊥(w2) ∈ CNT ×(NT −rank(C(w2))) consists of NT − rank(C(w2)) eigenvectors cor-
responding to zero eigenvalues of C(w2). Then, Problem (2.23) is equivalent to

max
p1∈CNT ×1

pH
1 C⊥(w2)(C⊥(w2))HA1(w2)C⊥(w2)(C⊥(w2))Hp1

pH
1 C⊥(w2)(C⊥(w2))Hp1

, (2.25)

from which it is direct to derive the optimal solution

popt
1 = u1

(
C⊥(w2)(C⊥(w2))HA1(w2)C⊥(w2)(C⊥(w2))H , C⊥(w2)(C⊥(w2))H).

(2.26)

4Note that the application of Theorem 2.2 and Theorem 2.3 in [AHZ11] needs NT ≥ 3. It implies that
TXk ∀k should have NT ≥ 3 antennas in our scenario.
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Therefore, in this case, the optimal solution to Problem (2.23) can be solved in closed-
form, i.e., w1 =

−−−−−−−−−−−−−−−−−→
C⊥(w2)(C⊥(w2))Hpopt

1 .

C. Optimization of w2

For a given feasible w1, Problem (2.20) becomes another optimization problem w.r.t. a
single beamforming vector w2. Maximization of the objective function is

max
w2∈WFP

wH
1 HH

11

(
σ2

1I + H12w2wH
2 HH

12

)−1
H11w1 (2.27a)

⇔ max
w2∈WFP

wH
1 HH

11H11w1 − |wH
1 HH

11H12w2|2
σ2

1 + wH
2 HH

12H12w2
(2.27b)

⇔ min
w2∈WFP

|wH
1 HH

11H12w2|2
σ2

1 + wH
2 HH

12H12w2
(2.27c)

⇔ min
w2∈WFP

wH
2 C1(w1)w2

wH
2 C2w2

(2.27d)

with the definitions of

C1(w1) � HH
12H11w1wH

1 HH
11H12 (2.28a)

C2 � σ2
1I + HH

12H12. (2.28b)

Then, w2 can be optimized by⎧⎪⎪⎨⎪⎪⎩
min

w2∈WFP

wH
2 C1(w1)w2

wH
2 C2w2

s.t. wH
2 A2(w1)w2 = SINR�

2.

(2.29)

Observe that Problem (2.29) is a fractional QCQP problem. The objective function is
not even a quasi-convex function because both the nominator function and denominator
function are convex. To deal with this problem, we transform it by the SDR to⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

min
W 2	0

Tr
(
C1(w1)W 2

)
Tr
(
C2W 2

)
s.t. Tr

(
A2(w1)W 2

)
= SINR�

2

Tr
(
W 2

)
= 1,

(2.30)

which is still a non-convex problem. Fortunately, the fractional structure can be re-
moved by a variation of the Charnes-Cooper variable transformation [?]. Define the
transformed variable Q = sW 2 with s = 1

Tr
(

C2W 2
) . Then, Problem (2.30) is equivalent
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to ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
Q, s

Tr
(
C1(w1)Q

)
s.t. Tr

(
A2(w1)Q

)
= s · SINR�

2

Tr
(
C2Q

)
= 1, Tr

(
Q
)

= s

Q � 0,
1

λ1(C2)
≤ s ≤ 1

λNR
(C2)

.

(2.31)

which is a convex problem w.r.t. Q and s and solvable (see Proof 2.7.4). By a convex
optimization toolbox, we can obtain the optimal solution (Q�, s�). Then, the optimal
solution to Problem (2.30) can be easily obtained by W �

2 = Q�

s� . Observe that Problem
(2.29) is equivalent to a homogeneous QCQP with three constraints. Therefore, by the
matrix rank-one decomposition method, an optimal rank-one solution w2 to Problem
(2.29) can be extracted from W �

2 when rank(W �
2) > 1.

Remark 8. In Problem (2.29), if D � A2(w1) − SINR�
2INT

is a positive/negative
semidefinite matrix but also without full rank, w1 should and must be in the null space of
D to satisfy wH

2 Dw2 = 0. According to Proof 2.7.3, w2 can be expressed by
−−−−−−−−→
D⊥D⊥,Hp2

where D⊥ ∈ CNT ×(NT −rank(D)) consists of NT − rank(D) eigenvectors corresponding to
zero eigenvalues of D. Then, Problem (2.29) is equivalent to

max
p2∈CNT

pH
2 D⊥D⊥,HC1(w1)D⊥D⊥,Hp2

pH
2 D⊥D⊥,HC2D⊥D⊥,Hp2

, (2.32)

from which it is easy to derive the optimal solution

popt
2 = u1

(
D⊥D⊥,HC1(w1)D⊥D⊥,H , D⊥D⊥,HC2D⊥D⊥,H). (2.33)

Therefore, the optimal solution to Problem (2.29) is w2 =
−−−−−−−−−→
D⊥D⊥,Hpopt

2 .

D. Algorithm Description

A feasible initial w2 for optimization of TX1 can be obtained as follows.

Proposition 4. For a given SINR�
2 ∈ (2R2 − 1, 2R2 − 1), (w1, w2) is always a feasible

solution pair to Problem (2.20) if we choose w2 from the following set

WF �
{

w2 ∈ WFP : wH
2 HH

22H22w2 ≥ σ2
2SINR�

2, λ1
(
C(w2)

) · λNT

(
C(w2)

) ≤ 0
}

,

(2.34)

where C(w2) is defined in (2.22) and w1 ∈ WFP .

Proof. Refer to Proof 2.7.5.
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With a fixed w2 ∈ WF in Problem (2.20), Problem (2.23) always has at least one
solution w1 in WFP . This guarantees that the proposed alternating optimization works.

The proposed alternating optimization algorithm for the two-user MIMO IC with any
initial w2 ∈ WF is described in pseudo-code as Algorithm 1:

Algorithm 1 Single constraint rate maximization algorithm for two-user case
Input: wAlt

2 , wEgo
2 , ∀R�

2 ∈ (R2, R2
)
, and convergence threshold εth.

Output: a convergent point (R(i)
1 , R�

2) associated with (w(i)
1 , w

(i)
2 ).

1 begin
2 Initialization: set a feasible w

(0)
2 ∈ WF , i = 0.

3 repeat
4 i ← i + 1;
5 Given w

(i−1)
2 , obtain an optimal W 1 to Problem (2.20);

6 w
(i)
1 ← W 1 (matrix rank-1 decomposition).

7 Given w
(i)
1 , obtain an optimal (Q, s) to Problem (2.31) and an optimal W 2 = Q

s

to Problem (2.30);
8 w

(i)
2 ← W 2 (matrix rank-1 decomposition).

9 Compute R
(i)
1 = log2

(
1 + w

(i),H
1 A1(w(i)

2 )w(i)
1
)
.

10 until |R(i)
1 − R

(i−1)
1 | ≤ εth

In the two-user case, Algorithm 1 alternatively optimizes w1 and w2 until some
convergence criterion is satisfied. The algorithm will be analyzed in detail in next
section.

2.3.2 Algorithm Analysis

In this section, we analyze the proposed alternating optimization algorithm in the fol-
lowing aspects: convergence behavior, quality of the solution, implementation and the
complexity.

A. Convergence Analysis:

Based on the results in Section 2.3.1, both Problem (2.23) and Problem (2.29) is solved
optimally at each iteration. We will show that the sequence

{
SINR1(w(i)

1 , w
(i)
2 )
}∞

i=1
by Algorithm 1 monotonically increases and converges, i.e., SINR1(w(i+1)

1 , w
(i+1)
2 ) ≥

SINR1(w(i)
1 , w

(i)
2 ), ∀i.

Denote the optimization of w1 and the optimization of w2 by the mapping functions
w1 = Φ(w2) and w2 = Θ(w1), respectively. Then, the procedure of Algorithm 1 at the
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i + 1-th iteration is shown as

SINR1(w(i)
1 , w

(i)
2 )

w
(i+1)
1 =Φ

(
w

(i)
2

)
−→ SINR1(w(i+1)

1 , w
(i)
2 ) (2.35)

w
(i+1)
2 =Θ

(
w

(i+1)
1

)
−→ SINR1(w(i+1)

1 , w
(i+1)
2 ), (2.36)

For w
(i+1)
1 = Φ(w(i)

2 ), since the feasible solution set of w1 to Problem (2.23) includes
w

(i)
1 and additionally the global optimal solution to Problem (2.23) can be obtained by

Φ(·), it implies

SINR1(w(i+1)
1 , w

(i)
2 ) = SINR1(Φ

(
w

(i)
2

)
, w

(i)
2 ) ≥ SINR1(w(i)

1 , w
(i)
2 ). (2.37)

Based on w
(i+1)
2 = Θ(w(i+1)

1 ) and the optimality of Θ(·), it is also verified that

SINR1(w(i+1)
1 , w

(i+1)
2 ) = SINR1(w(i+1)

1 , Θ
(
w

(i+1)
1

)
) ≥ SINR1(w(i+1)

1 , w
(i)
2 ). (2.38)

As a consequence, the sequence of
{

SINR1(w(i)
1 , w

(i)
2 )
}∞

i=1
monotonically increases as

the iteration number i increases. In addition, since the sequence
{

SINR1(w(i)
1 , w

(i)
2 )
}∞

i=1

is upper-bounded by the single-user SINR, i.e., λ1(HH
11H11)
σ2

1
in (2.12), the convergence

of the sequence
{

SINR1(w(i)
1 , w

(i)
2 )
}∞

i=1
, and thus the convergence of Algorithm 1 is

guaranteed for any feasible initial point w
(0)
2 .

Since the hard-coupled two beamforming vectors exist not only in the objective but also
in the constraints in Problem (2.20), the conventional convergence analysis for the block
coordinate descent algorithm [Sol98] that requires that the constraints are separable
among the variables is not applicable to our scenario. Therefore, it is unclear whether
the proposed algorithm converges to a stationary point

(
R1(w(i)

1 , w
(i)
2 ), R2(w(i)

1 , w
(i)
2 )
)

where w
(i)
1 and w

(i)
2 satisfy the Karush-Kuhn-Tucker (KKT) conditions of the original

problem (2.20).

B. Quality of Solutions:

Due to the convergence of the proposed algorithm, the limit point of sequence of{
SINR1(w(�)

1 , w
(�)
2 )
}∞

�=0
for an arbitrary feasible initial w

(0)
2 can be achieved by

lim
i→∞

SINR1(w(i)
1 , w

(i)
2 ) = SINR1

(
Φ
(
Θ
(
...
(
Φ
(
w

(0)
2

))))
, Θ
(
...
(
w

(0)
2

)) )
. (2.39)

It implies that the performance of the alternating optimization algorithm might depend
on the initial beamforming vector w

(0)
2 . We denote the global optimal solution to Prob-

lem (2.20) by (w�
1, w�

2). Take an extreme example, if w
(0)
2 = w�

2, we can obtain the
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global optimum w�
1 = Φ

(
w

(0)
2

)
directly because of the optimality of Φ(·). Therefore,

a good initial beamforming vector could lead to high performance. However generally,
it is difficult to find a good initial point efficiently for such a complex multiple vector-
variables optimization problem. In order to improve the performance, a common way in
previous literatures is to run the alternating optimization algorithm serval times with
multiple random initializations and then select the one with the best performance. In
the thesis, we desire to provide a scheme to generate a good initialization efficiently.

Inspired by the idea in [JLD08,HG10], we heuristically propose a scheme to design a
transmit beamforming vector by balancing the "egoistic" and "altruistic" strategies as

wk(ξk,1, ξk,2) =
ξk,1wEgo

i + ξk,2wAlt
i

||ξk,1wEgo
i + ξk,2wAlt

i || , k ∈ {1, 2}, (2.40)

where ξk,1 and ξk,2 are complex-valued parameters satisfying |ξk,1| + |ξk,2| = 1. In the
following, we give an explanation to show that this tradeoff scheme is reasonable. The
trade-off is necessary to be Pareto-optimal for the two-user MISO IC [JLD08], and its
similar form still provides a good performance in sum-rate maximization for the multi-
user single-stream MIMO IC [HG10]. The following simulation results show that this
characterization cannot exactly achieve the whole strict Pareto boundary for the two-
user MIMO IC but still has a promising performance. In particular, the two ending
point of strict Pareto boundary E1 and E2 can be achieved exactly by the strategies
(w1(1, 0), w2(0, 1)) and (w1(0, 1), w2(1, 0)), respectively. Therefore, (2.40) is defined as
an approximate Pareto complex characterization (APCC).

If the initial strategy (w(0)
1 , w

(0)
2 ) corresponds to the bound of the region generated by

the APCC or by random beamforming, then the proposed algorithm must improve (or
at least keep) the bound by the APCC or by random beamforming. However, it is not
efficient to find those beamforming vector pairs achieving their bounds. Therefore, there
is no guarantee to say that the proposed algorithm with only one initial beamforming
vector always achieves an operating point outer than the bounds by the APCC and by
random beamforming, but its performance will be further improved with high probabil-
ity as the number of initial beamforming vectors increases (i.e., multiple initializations
scheme). By the APCC, the 2NT -dimensional real space of each complex beamforming
vector wk is approximately reduced to 3-dimensional real space (i.e., |ξk,1|, |ξk,2| and the
difference of the phases of ξk,1 and ξk,2 in (2.40) without significant performance loss.
Therefore, the proposed algorithm with the proposed initialization by the APCC is more
efficient or likely to achieve a good performance compared with a random initialization.

To further enhance the efficiency of initialization by the APCC, a real constant param-
eter instead of two complex parameters is employed to reduce (2.40) to an approximate
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Pareto real characterization (APRC)

wk =
ζwEgo

k + (1 − ζ)wAlt
k

||ζwEgo
k + (1 − ζ)wAlt

k || , k ∈ {1, 2}, (2.41)

where ζ = R�
2−R2

R2−R2
is a scalar for a given R�

2. ζ ∈ [0, 1] approximately denotes the
proportion/weight of the "egoistic" strategy. However, by (2.41), if w2 /∈ WF , we reset
ζ ∈ R�

2−R2
R2−R2

+ [−ν, ν] with 0 < ν ≤ min
{

R�
2−R2

R2−R2
,

R2−R�
2

R2−R2

}
until w2 ∈ WF . If w2 is still

infeasible, we choose a randomly generated w2 ∈ WF directly.

The APRC corresponds to a curve w.r.t. only a single variable ζ. Thus, our proposed
algorithm with the initialization by the APRC always outperforms the bound by APRC,
which can serve as a lower bound of the proposed algorithm.

C. Implementation:

A multi-user MIMO IC enables to model both the downlink and uplink in a multi-cell
environment. According to the steps in Figure 1.5, several potential implementation
scenarios are provided and analyzed.

• Assumptions: we assume perfect local CSIR (and also perfect channel reciprocity
for TDD systems), perfect feedback and perfect backhaul connection between BSs.

1. FDD Downlink Implementation

– Channel Estimation: each BS k sends a pilot sequence, and each MS k per-
fectly estimates its local CSI (downlink channels {Hk�}2

�=1);

– Channel Feedback: each MS k feeds back the local CSI to the BSs via a
error-free feedback link;

– Optimization of both w1 and w2: for the optimization of w1 at BS 1, BS 1
solves (2.23) based on the updated w2 from BS 2. Similarly, BS 2 optimizes
w2 by solving Problem (2.29) based on the updated w1 from BS 1. The
algorithm will be terminated once BS 1 finds that convergence criterion is
satisfied;

– Data Transmission: BS 1 and BS 2 transmits a single symbol by the beam-
forming vector w1 and w2, respectively. Each MS employs the MMSE receive
beamforming to decode the data.

• Total Overhead:
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– Feedback Overhead: four NR × NT complex matrices {{Hk,�}2
�=1}2

k=1 are
needed to be fed back perfectly, i.e., 4NRNT cc, where cc denotes the unit of
a complex coefficient;

– Backhaul Overhead: let us assume that the convergence of Algorithm 1 takes
NI iterations. Before the optimization, the two BSs need to exchange their
local CSI, i.e., two NR × NT complex matrices for each BS. In the i-th itera-
tion, the exchanged data are only two NT × 1 complex vectors w

(i)
1 and w

(i)
2 .

Therefore, the total backhaul overhead is 4NRNT + 2NINT cc.

2. FDD Uplink Implementation

– Channel Estimation: each MS k sends a pilot sequence, and each BS k per-
fectly estimates its local CSI (downlink channels {Hk�}2

�=1);

– Optimization of both w1 and w2: this procedure is the same as that in FDD
downlink scenario;

– Transmit Beamforming Vectors Feedback: each BS k feeds back the transmit
beamforming vector wk to the MS k via a error-free feedback link;

– Data Transmission: MS 1 and MS 2 transmits a single symbol by the transmit
beamforming vector w1 and w2, respectively. Each BS employs the MMSE
receive beamforming to decode the data.

• Total Overhead:

– Feedback Overhead: two NT × 1 complex vectors {wk}2
k=1 are needed to be

fed back perfectly, i.e., 4NT cc;

– Backhaul Overhead: the amount is the same as that in FDD downlink sce-
nario, i.e., 4NRNT + 2NINT cc.

3. TDD Downlink Implementation

– Channel Estimation: each MS k sends a pilot sequence. Each BS k perfectly
estimates its local uplink CSI and further estimates the downlink channels
based on the channel reciprocity;

– Optimization of both w1 and w2: this procedure is the same as that in FDD
downlink/uplink scenario;

– Data Transmission: this procedure is the same as that in FDD downlink
scenario;

• Total Overhead:
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– Feedback Overhead: the feedback is not needed;

– Backhaul Overhead: the amount is the same as that in FDD downlink/uplink
scenario, i.e., 4NRNT + 2NINT cc.

4. TDD Uplink Implementation

– Channel Estimation: each MS k sends a pilot sequence. Each BS k perfectly
estimates its local uplink CSI;

– Optimization of both w1 and w2: this procedure is the same as that in FDD
downlink/uplink scenario;

– Transmit Beamforming Vectors Feedback: this procedure is the same as that
in FDD uplink scenario;

– Data Transmission: this procedure is the same as that in FDD uplink sce-
nario;

• Total Overhead:

– Feedback Overhead: the amount is the same as that in FDD uplink scenario,
i.e., 4NT cc;

– Backhaul Overhead: the amount is the same as that in FDD downlink/uplink
scenario, i.e., 4NRNT + 2NINT cc.

In the above implementation scenarios, the optimization of w1 and w2 is implemented
in a distributed way. If there exists a central authority that enables to do the centralized
optimization, a centralized implementation is done in the following steps: each BS
forwards the local channel matrices to the central authority. Based on the collected
global CSI, the optimization of w1 and w2 is done at the central authority. Afterwards,
the computed beamforming vectors w1 and w2 will be broadcasted to all BSs.

D. Complexity Analysis:

For the proposed algorithm shown in Algorithm 1, each iteration involves solving two
convex SDR problems –Problem (2.24) and Problem (2.31) and additional two matrix
rank-one decompositions of W 1 and W 2. In [LMS+10], it is shown that the complexity
of solving the SDR is polynomial in the problem size (i.e., NT ) and the number of
constraints (denoted by Ncon), i,e., O(max (Ncon, NT )4N

1/2
T log(1/εth)) given a solution

accuracy εth > 0. In the thesis, we have NT ≥ 3, and Ncon = 2 in Problem (2.24)
and Ncon = 3 in Problem (2.31). Thus, the complexity of solving Problem (2.24) and
Problem (2.31) is O(N4.5

T log(1/εth)). In terms of the complexity of the matrix rank-one
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decomposition [PYCE10], the rank-one solution can be extracted in polynomial-time if
rank(W k) ≥ 3; If rank(W k) ≥ 2, it is sufficient to seek for a rank-one solution to a
sequence of linear matrix equations within a slightly expanded range space of W k. If
rank(W k) = 1, only the EVD of W k is needed.

Furthermore, the complexity is implied by the running time in numerical simulations.
The average consuming time of an iteration of Algorithm 1 is 0.6180 seconds by run-
ning the MATLAB 7.10 on the computer with AMD Athlon(TM) 64 Processor 3200+,
2.01 GHZ and 2GB RAM. Additionally, the fast convergent behavior of the proposed
algorithm is implied numerically (e.g., Figure 2.4(b) with 8.55 iterations on average
and Figure 2.5(b) with 5.16 iterations on average). Therefore, the proposed alternating
optimization algorithm has reasonable complexity.

2.3.3 Problem & Algorithm Extension: Multi-User Case

In this section, we extend the Algorithm 1 for the two-user case to the multi-user case.

A. Problem Formulation

Consider a K-user single-stream MIMO IC. With the MMSE receive filter, the achievable
rate of the link TXk 
→ RXk is expressed as Rk({w}K) = log2

(
1 + SINRk({w}K)

)
, ∀k ∈

K, where

SINRk({w}K) = wH
k HH

kk(
∑
��=k

Hk�w�w�
HHk�

H + σ2
kINR

)−1Hkk︸ ︷︷ ︸
�Ak(w−k)

wk. (2.42)

is the SINR expression of user k, and w−k denotes {w�}K\{k}.

Without loss of generality, the optimization problem (2.20) in the two-user case can
be generalized to5

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
max
{w}K

SINR1({w}K)

s.t. SINRk({w}K) = SINR�
k, ∀k ∈ K\{1}.

wH
k wk ≤ 1, ∀k ∈ K,

(2.43)

where {SINR�
k}K\{1} are the selected feasible SINR constraint values. Problem (2.43) is

a non-convex problem of {w}K.

5For the multi-user case, an arbitrary Pareto-optimal operating point of the high-dimensional utility
region can be achieved by maximizing one user’s utility when the others are fixed.
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B. Basics for Algorithm Extension

To extend the proposed Algorithm 1 for Problem (2.20) to Problem (2.43), by defining

D(w−k−k′) �
∑

��=k,k′
Hk�w�w

H
� HH

k� + σ2
kINR

, (2.44)

we derive equivalent expressions of SINRk({w}K) in (2.42) as

SINRk({w}K) = wH
k HH

kk

(
D(w−k−k′) + Hkk′wk′wH

k′ HH
kk′
)−1

Hkkwk

(a)
= wH

k HH
kkD(w−k−k′)−1Hkkwk

− wH
k′

�F k(w−k′ )︷ ︸︸ ︷
HH

kk′D(w−k−k′)−1HkkwkwH
k HH

kkD(w−k−k′)−1Hkk′ wk′

1 + wH
k′ HH

kk′D(w−k−k′)−1Hkk′︸ ︷︷ ︸
�Gk(w−k′−k)

wk′

(2.45)

where the transformation (a) is based on the Sherman-Morrison Formula [Mey00] and
w−k−k′ � {w�}K\{k,k′}.

Therefore, maximization of the objective function in Problem (2.43) w.r.t. different
beamforming vectors is equivalent to

max
w1

SINR1({w}K) ⇔ max
w1

wH
1 A1(w−1)w1 (2.46a)

max
wk

SINR1({w}K) (b)⇔ min
wk

wH
k F k(w−k)wk

1 + wH
k Gk(w−1−k)wk

∀k ∈ K\{1}, (2.46b)

and an individual SINR constraint is equivalent to

SINRk({w}K) = SINR�
k (2.47a)

⇔ wH
k Ak(w−k)wk = SINR�

k, (2.47b)
(b)⇔ wH

k′ Ek(w−k′)wk′ = γk(w−k′), ∀k′ ∈ K\{k} (2.47c)

where Ek(w−k′) and γk(w−k′) are defined as

Ek(w−k′) � F k(w−k′) −
(
wH

k HH
kkD(w−k−k′)−1Hkkwk − SINR�

k

)
Gk(w−k−k′);

(2.48a)

γk(w−k′) � wH
k HH

kkD(w−k−k′)−1Hkkwk − SINR�
k. (2.48b)

The equivalence (b) in both (2.46b) and (2.47c) is based on (2.45).
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C. Optimization of w1

Given the fixed w−1 and based on the equivalence results in (2.46) and (2.47), Problem
(2.43) w.r.t. w1 is equivalent to⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

max
w1

w1
HA1(w−1)w1

s.t. w1
HEk(w−1)w1 = γk(w−1), ∀k ∈ K\{1}.

w1
Hw1 ≤ 1.

(2.49)

Observe that Problem (2.49) is a homogeneous QCQP. By the SDR, it is relaxed to

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
max

W 1	0
Tr(A1(w−1)W 1)

s.t. Tr(Ek(w−1)W 1) = γk(w−1), ∀k ∈ K\{1}
Tr(W 1) ≤ 1

(2.50)

where W 1 = w1wH
1 . Now, Problem (2.50) becomes a convex problem w.r.t. W 1.

The optimal W �
1 to Problem (2.50) can be efficiently solved by a convex optimization

toolbox.

If rank(W �
1) = 1, the optimal rank-one solution is w1 = u1(W �

1). Otherwise, we
observe that Problem (2.49) as a homogeneous QCQP has K constraints, and thus
an optimal w1 to Problem (2.49) can be reconstructed from W �

1 for K ≤ 4 by the
matrix rank-one decomposition method in [AHZ11]. When K ≥ 5, there exist several
approaches (e.g., the eigenvector approximation method and the randomization method)
to extract an approximate w1 from W �

1. Although these approximation methods are not
tight, intensive research show that they provide promising performance. The algorithm
and accuracy analysis of the approximation methods are presented in [LMS+10] and the
references therein.

D. Optimization of wk, ∀k �= 1

Given the fixed w−k and based on the equivalence results in (2.46) and (2.47), Problem
(2.43) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
wk

wk
HF k(w−k)wk

1 + wk
HGk(w−1−k)wk

s.t. wk
HAk(w−k)wk = SINR�

k

wk
HE�(w−k)wk = γ�(w−k), ∀� ∈ K\{1, k}

wk
Hwk ≤ 1.

(2.51)
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Observe that the objective function belongs to a fractional program, while it is not
a quasi-convex function due to the convexity of both the nominator function and the
denominator function. To deal with this problem, we transform Problem (2.51) by the
SDR to ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
W k	0

Tr(F k(w−k)W k)
1 + Tr(Gk(w−1−k)W k)

s.t. Tr(Ak(w−k)W k) = SINR�
k

Tr(E�(w−k)W k) = γ�(w−k), ∀� ∈ K\{1, k}
Tr(W k) ≤ 1.

(2.52)

where W k = wkwH
k . Ref. [MJ11a] proves that full power transmission is not always

Pareto-optimal for the general multi-user MIMO/MISO IC (related to the number of
users and transmit/receive antennas), which is different from the Pareto-optimal full
power transmission in two-user MIMO/MISO IC. Thus, it does not always hold that

Tr(F k(w−k)W k)
1 + Tr(Gk(w−1−k)W k)

�= Tr(F k(w−k)W k)
Tr((I + Gk(w−1−k)) W k)

(2.53)

because Tr(W k) is not necessary to be 1. Thus, the Charnes-Cooper variable transfor-
mation used in the optimization Problem (2.30) to deal with the fractional structure
cannot be applied to Problem (2.52). Instead, we observe that both the nominator func-
tion and the denominator function of the objective function are non-negative, differen-
tiable and affine with W k. By introducing a real scalar parameter μk ≥ 0, the fractional
programming problem (2.52) is equivalent to a parametric programming problem [Sch83]

F(μk) = min
W k∈SW k

{
Tr(F k(w−k)W k) − μk (1 + Tr(Gk(w−1−k)W k))

}
, (2.54)

where SW k
denotes the constraint set of W k consisting of all the constraints in Problem

(2.52), and it is obvious that SW k
is a convex set. Assume the optimal solution to

Problem (2.52) is W �
k. If μ�

k = Tr(F k(w−k)W �
k)

1+Tr(Gk(w−1−k)W �
k) , it implies F(μ�

k) = 0. Thus, solving
Problem (2.52) is equivalent to finding the root of the equation F(μk) = 0.

Given μk, (2.54) is a convex optimization problem w.r.t. W k, and its optimal solution
W �

k(μk) can be efficiently solved. Therefore, F(μk) = 0 can be further formulated as

F(μ�
k) = Tr(F k(w−k)W �

k) − μ�
k · (1 + Tr(Gk(w−1−k)W �

k)) = 0, (2.55)

From [Din67], we know that F(μk) is continuous, concave, strictly decreasing in μk and
F(μk) = 0 has a unique solution. Additionally, we find that − (1 + Tr(Gk(w−1−k)W �

k))
is a subgradient of F(μk) for any μk. Thus, (2.55) can be solved by a generalized Newton
method (also known as the Dinkelbach algorithm) described in Algorithm 2.
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Algorithm 2 The Dinkelbach algorithm to solve Problem (2.54)

Input: an initial μ
(0)
k satisfying F(μ(0)

k ) ≤ 0, convergence threshold εth.
Output: optimal μ�

k and W �
k.

11 begin
12 i = 0
13 repeat

14 Given μ
(i)
k , solve optimal W �

k(μ(i)
k ) to (2.54);

15 μ
(i+1)
k = Tr(F k(w−k)W �

k(μ(i)
k

))
1+Tr(Gk(w−1−k)W �

k(μ(i)
k

))
6;

16 i ← i + 1.

17 until |F(μ(i)
k )| ≤ εth

18 μ�
k = μ

(i)
k and W �

k = W �
k(μ�

k).

The algorithm as a Newton procedure to determine the root of the equation F(μ�
k) = 0

has superlinear convergence. By the Algorithm 2, the optimal μ�
k and W �

k(μ�
k) to (2.54)

is obtained. Equivalently, W �
k(μ�

k) is an optimal solution to Problem (2.52) [Din67].
Then, a tight (for K ≤ 4) or an approximate (for K ≥ 5) solution wk to Problem (2.52)
can be extracted from W �

k.

Above all, the proposed alternating optimization algorithm extended to solve Problem
(2.43) is described as Algorithm 3.

The proposed alternating optimization algorithm can be extended to the K-user
MIMO IC. For K ≤ 4, it is the same as the two-user case that each optimal beam-
forming vector can be obtained in each iteration. For K ≥ 5, each approximate optimal
beamforming vector is obtained in each iteration. According to the convergence analy-
sis of Algorithm 1, the convergence of the Algorithm 3 is also guaranteed because the
objective function is monotonically increasing but upper bounded. In addition, the im-
plementations and complexity of Algorithm 3 can be analyzed by directly following the
same line of the analysis for the two-user case.

6This generalized Newton iterative update is from μ
(i+1)
k � μ

(i)
k − F(μ

(i)
k

)

−
(

1+Tr(Gk(w−1−k)W �
k

(μ
(i)
k

))
) = μ

(i)
k −

Tr(F k(w−k)W �
k

(μ
(i)
k

))−μ
(i)
k

(
1+Tr(Gk(w−1−k)W �

k
(μ

(i)
k

))
)

−
(

1+Tr(Gk(w−1−k)W �
k

(μ
(i)
k

))
) = Tr(F k(w−k)W �

k
(μ

(i)
k

))

1+Tr(Gk(w−1−k)W �
k

(μ
(i)
k

))
.

7This condition is to make sure that a better (at least the same) solution to Problem (2.51) (only
for K ≥ 5) is always obtained in each iteration such that the objective function’s non-decreasing
convergence is guaranteed.
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Algorithm 3 Single constraint rate maximization algorithm for K-user case
Input: feasible rate constraint values {R�

k}K\{1}; convergence threshold εth

Output: a convergent point (R(i)
1 , R�

2, ..., R�
K) with {w(i)}K.

19 begin
20 Initialization: set a feasible w

(0)
−1, i = 0.

21 repeat
22 i ← i + 1.
23 for k = 1 → K do
24 Given w

(i−1)
−k , obtain an optimal W k to Problem (2.52);

25 if K ≤ 4 then
26 wk ← W k (exact reconstruction by matrix rank-1 decoposition);

27 else
28 wk ← W k (approximate reconstruction by random initializations);
29 if SINR1

(
w

(i)
k , w

(i)
−k

)
< SINR1

(
w

(i−1)
k , w

(i)
−k

)
7 then

30 w
(i)
k ← w

(i−1)
k ;

31 Compute R
(i)
1 = log2

(
1 + SINR1

(
{w(i)}K

))
.

32 until |R(i)
1 − R

(i−1)
1 | ≤ εth

2.4 Pareto Boundary Computation: Alternating Rate
Profile Optimization

In this section, we propose another algorithm based on the weighted Chebyshev opti-
mization, named by alternating rate profile algorithm. As shown in Figure 1.6, instead
of maximizing a single rate along a direction parallel to an axis in the rate region by
the proposed single constraint rate maximization algorithm, the proposed alternating
rate profile method aims to find an intersection point between a ray starting from the
original of the rate region and the Pareto boundary for the multi-user single-stream
MIMO IC.

2.4.1 Problem Formulation

Motivated by the idea of the weighted Chebyshev optimization, the original multi-
objective optimization problem (2.19) to achieve the Pareto boundary can be trans-
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formed into

max
{g}K,{w}K,R

R (2.56a)

s.t. Rk(gk, {w}K) ≥ αkR, k ∈ K, (2.56b)

wk ∈ W, gk ∈ G, k ∈ K. (2.56c)

where the achievable rate Rk(gk, {w}K) is defined in (2.4), and R denotes the weighted
sum rate performance, but R is not necessary to be a maximum weighted sum rate. In
(2.56), the rate profile α = (α1, · · · , αK) satisfies αk ≥ 0, ∀k ∈ K and

∑K
k=1 αk = 1. The

rate profile defines the direction of a ray starting from the origin of the rate region, and
the point of intersection of the ray and the Pareto boundary is a solution of Problem
(2.56). Solving Problem (2.56) for all possible rate profiles, all Pareto-optimal points in
R� are determined if Problem (2.56) can be optimally solved for each fixed rate profile.

The rate profile approach has been first proposed for the BC/MAC in [MZC06] and
for the multi-user MISO IC in [ZC10], and the optimal solutions for both scenarios are
obtained. However, Problem (2.56) is non-convex and NP-hard [LHD13], and hence
no method is known that can attain its optimal solution efficiently. Motivated by the
alternating optimization of different transmit beamforming vectors in [CJS13], the al-
ternating rate profile optimization also adopts the idea of alternating optimization of
multiple variables. However, instead of plugging the MMSE receive beamforming vec-
tors into the SINR expression directly as (2.10), the transmit and receive beamforming
vectors are alternatively optimized based on the SINR expression of (2.5).

We propose to decompose Problem (2.56) into two subproblems which are solved
alternatively. The first problem optimizes the transmit beamforming vectors for fixed
receive beamforming vectors, equivalent to a MISO IC. The second problem optimizes
the receive beamforming vectors for fixed transmit beamforming vectors, equivalent to
a SIMO IC. Next, we discuss and solve the two problems independently. The solutions
of the two problems are used to construct the alternating algorithm.

2.4.2 Rate Profile Optimization in MISO IC

In this section, we assume the receive beamforming vectors are fixed. The considered
MIMO setting reduces to a MISO IC, and its rate region is a subset of R in (2.1.2)

RMISO � {r ∈ R : rk = Rk(gk, {w}K), wk ∈ Wk, k ∈ K}. (2.57)
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For fixed receive beamforming {g}K, Problem (2.56) reduces to

max
{w}K,R

R (2.58a)

s.t. Rk(gk, {w}K) ≥ αkR, k ∈ K, (2.58b)

wk ∈ W, k ∈ K. (2.58c)

It is shown in [QZLC11] that Problem (2.58) can be solved by a set of feasibility prob-
lems:

find w1, · · · , wK (2.59a)

s.t. Rk(gk, {w}K) ≥ αkt, k ∈ K, (2.59b)

wk ∈ W, k ∈ K, (2.59c)

where the parameter t > 0 is updated based on a bisection method. In order to determine
the feasibility, the problem in (2.59) is transformed in [QZLC11, Section II. D] to a
second order cone programming (SOCP) and solved efficiently.

In Figure 2.3(a), solutions of Problem (2.58) are illustrated. For a rate profile ray
α′ passing through the strict Pareto boundary RMISO,�

+ (i.e., the red curve in Figure
2.3(a)), the solution of Problem (2.58) achieves a unique point on the strict Pareto
boundary on the rate profile α′. If the rate profile ray does not pass through RMISO,�

+

but the non-strict Pareto boundary as the rate profile α, the multiple solutions for
Problem (2.58) exist corresponding to the points on green line.

2.4.3 Rate Profile Optimization in SIMO IC

In this section, we assume the transmit beamforming vectors {w}K are fixed. The
setting corresponds to a SIMO IC. The rate region in the SIMO setting is a subset of
the rate region R in (2.1.2) and has the following property.

Proposition 5. The rate region of a K-user SIMO IC with fixed transmit beamforming
is a K-dimensional box:

RSIMO � {r ∈ R : rk ≤ Rk(g�
k, {w}K), k ∈ K}, (2.60)

where g�
k is a MMSE receive beamforming vector

g�
k =

(σ2
kINR

+
∑

��=k Hk�w�w
H
� HH

k�)−1Hkkwk

||(σ2
kINR

+
∑

��=k Hk�w�w
H
� HH

k�)−1Hkkwk|| . (2.61)

Proof. Refer to Proof 2.7.6.
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(a)

(b)

Figure 2.3: Illustration of the solutions of rate profile optimization: (a) MISO IC rate
profile; (b) SIMO IC rate profile.

In Figure 2.3(b), an illustration of a two-user SIMO rate region is given. A single strict
Pareto-optimal point exists corresponding to joint MMSE receive beamforming in (2.61).
The rate profile optimization for fixed transmit beamforming vectors is formulated as:

max
{g}K,R

R (2.62a)

s.t. Rk(gk, {w}K) ≥ αkR, k ∈ K, (2.62b)

gk ∈ G, k ∈ K, (2.62c)

The receive beamforming vector that optimize (2.62) is not necessarily unique. In Figure
2.3(b), an illustration of the set of points that solve (2.62) are on the green line. One
solution of (2.62) is by joint MMSE beamforming. Another special solution corresponds
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to the intersection point between the rate profile ray and the Pareto boundary. Note
that rate profile optimization for the SIMO IC has been considered in [LZC12, Section
IV. B] and [LHD13]. In comparison, we do not optimize the transmission power but
only the receive beamforming by a different approach.

In order to attain the desired point on the rate profile ray, the increasing direction
of R in Problem (2.62) is required to be kept. Thus, we need to solve the following
problem

find g1, · · · , gK (2.63a)

s.t. Rk(gk, {w}K) = αkt, k ∈ K, (2.63b)

gk ∈ G, k ∈ K, (2.63c)

where the equalities in (2.63b) guarantee the increasing direction always along the rate
profile. Problem (2.63) becomes a feasibility-checking problems by updating the t ≥ 0
based on a bisection method. In order to solve Problem (2.63), we reformulate the rate
constraints (2.63b) to

gH
k Qk(t)gk = 0, k ∈ K, (2.64)

where Qk(t) is a Hermitian matrix with the definition of

Qk(t) = HkkwkwH
k HH

kk − (2αkt − 1)(σ2
kINR

+
∑
��=k

Hk�w��
HHH

k�). (2.65)

The problem in (2.63) with (2.62b) replaced by (2.64) is called inverse field of values
problem [Car09]. In order to check the feasibility of (2.63) for a chosen t, it suffices
to test whether 0 lies between the smallest and largest eigenvalues of Qk(t) in (2.65),
i.e., 0 is in the field of values [HJ85] of Qk(t). After the convergence of the bisection
method which determines the optimal t, each vector gk is determined by the algorithm
from [Car09] requiring five EVDs [Car09, Section 5].

2.4.4 Algorithm Analysis

In this section, the analysis of the proposed alternating rate profile algorithm is provided.

A. Algorithm Description

The alternating rate profile algorithm is described as follows.
The measure R(i) at the i-th iteration is achieved progress from the origin along the

rate profile ray. In each iteration i, an improvement R(i)−R(i−1) ≥ εth must be achieved.
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Algorithm 4 K-user alternating rate profile algorithm
Input: a rate profile α = (α1, · · · , αK) and convergence threshold εth.
Output: the solution of Problem (2.56), i.e., {w(i)}K, {g(i)}K.

33 begin
34 Initialization: set i = 0; choose a random {g(0)}K ∈ G.
35 repeat
36 i ← i + 1.
37 Given {g(i−1)}K, solve Problem (2.58) to get ({w(i)}K, R

(i)
− );

38 Given {w(i)}K, solve Problem (2.63) to get ({g(i)}K, R(i));

39 until |R(i) − R(i−1)| ≤ εth

B. Convergence & Performance

The convergence of Algorithm 4 is proved as follows.

Proposition 6. The alternating rate profile optimization in Algorithm 4 always con-
verges to a stationary point of Problem (2.56).

Proof. Refer to Proof 2.7.7.

The solution by Algorithm 4 is not necessary global optimal. The performance of an
alternating optimization algorithm depends on initializations and any normalized vector
is feasible to be initial receive beamforming vectors in Algorithm 4. In order to gain
a good performance, we provide an initialization method: let the largest left singular
vector of Hkk be the initial receive beamforming vector g

(0)
k (same as the simple receiver

case in [BBO12]). The algorithm in [BBO12] is always with the same fixed receiver.
Therefore, the proposed Algorithm 4 always outperforms the simple receiver algorithm
in [BBO12] by iteratively updating the receive beamforming vectors.

C. Implementations

The proposed alternating rate profile algorithm requires a centralized implementation.
First, each BS obtains its local CSI and then reports them to a central controller, e.g.,
a central authority or a powerful BS. Based on the collected global CSI and pre-defined
rate profiles, the central controller optimizes {w}K and {g}K by running Algorithm 4.
Afterwards, the central controller broadcasts the optimized transmit/receive strategies
to BSs. Each BS feeds back the transmit (receive) strategies to the corresponding MSs
for the uplink (downlink) transmission.
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2.5 Illustrations & Discussions

In this section, the numerical results and performance analysis are presented for the
proposed single constraint rate maximization algorithm and alternating rate profile opti-
mization algorithm, separately. Then, the performance of both the proposed alternating
optimization algorithms are compared.

In the following simulations, the transmit power budget is normalized as 1 for each
transmitter, and the receive noise power σ2

k = 10− SNR
10 where SNR refers to the transmit

SNR in dB. Rayleigh fading channel model.

2.5.1 Numerical Results: Single Constraint Rate Maximization

In this section, we show and discuss the numerical results of the proposed single con-
straint rate maximization algorithm in Algorithm 1 and Algorithm 3.

A. Convergence & Initialization

In Figure 2.4 and Figure 2.5, we illustrate the convergence speed of the alternating opti-
mization algorithm and the effectiveness of the initialization by the APRC in (2.41) for
a two-user MIMO IC. The simulation results are achieved by running Algorithm 1 with
the APRC initialization and 200 random initializations8. The convergence threshold is
εth = 10−3 and the transmit SNR is 10 dB.

In Figure 2.4, we set R�
2 = R2 + 2

19 · (R2 − R2) = 5.6398 bpcu, which corresponds to
a strict Pareto-optimal point close to the ending point (R1, R2). Figure 2.4(a) shows
that the achieved value of R1 with the APRC initialization nearly always outperforms
that with 200 random initializations. Also observe that the proposed alternating al-
gorithm even by a random initialization could also achieve a good performance with a
high probability – the performance ratio mean is close to 95%, and a low variance – the
performance ratios vary between 85% and 100%. Figure 2.4(b) shows the cumulative
distribution function (CDF) w.r.t. the number of iterations required for convergence
of Algorithm 1. It implies that the proposed algorithm generally converges fast, e.g.,
the CDF of 200 initializations reaches to 1 by 20 iterations. With the proposed APRC
initialization, the algorithm converges much faster with only 2 iterations. In Figure 2.5,
we set R�

2 = R2 + 11
19 ·

(
R2 − R2

)
= 6.2898 bpcu, which corresponds to a strict Pareto-

optimal point at the middle part of the strict Pareto boundary. Similarly, Figure 2.5(a)
and Figure 2.5(b) also show that random initializations and especially the APRC ini-
tialization achieve a promising performance with a fast convergence speed. Therefore,

8For each random initialization, a randomly generated feasible normalized vector is set as w
(0)
2 .
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Figure 2.4: Convergence performance comparison of Algorithm 1 with different initial-
izations at R�

2 = 5.6398 bpcu: (a) Achievable rate comparison; (b) Conver-
gence speed.

numerical results imply that the APRC is a good choice for the initialization compared
with random initializations, and also that the proposed single constraint rate maximiza-
tion algorithm usually has a stable convergence performance over initializations.
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Figure 2.5: Convergence performance comparison of Algorithm 1 with different initial-
izations at R�

2 = 6.2898 bpcu: (a) Achievable rate comparison; (b) Conver-
gence speed.

B. Achievable Rate Region Comparison

For the same channel data, we compare the proposed Algorithm 1 with some previous
algorithms in the achievable rate region performance in Figure 2.6. Some benchmarks
are listed as follows:

• "SCRM_1" denotes the result by Algorithm 1 with the APRC initialization and
"SCRM_1+9" denotes the best result selected from the achievable rate by Algo-
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rithm 1 with the APRC initialization and nine random initializations;

• "WMMSE_1" ("WMMSE_10") denotes the result by the WMMSE sum-rate max-
imization algorithm in [SRLH11] with the APRC initialization (10 random initial-
izations), where weighted sum rate is expressed as w · R1 + (1 − w) · R2. with the
weights ws in [0.05 : 0.05 : 0.95];

• "RB_10mil" denotes means the outermost boundary of the achievable rate region
by 10 million random normalized transmit beamforming vectors and each receiver
is the MMSE filter;

• "SR" denotes the outermost boundary of the achievable rate region achieved by
the simpler receiver algorithm in [BBO12] where each receive beamforming is fixed
as the largest left singular vector of the direct channel matrix;

• "APCC" denotes the outermost boundary of the achieved region by the APCC in
(2.40) by 3-dimensional grid search of the three parameters;

• "APRC" denotes the curve by the APRC in (2.41) with ζ = n−1
N , n = 1, ..., N + 1

where N = 100;

• "ZF points" denotes two outmost ZF points achieved by (2.18).

The SINR target in Problem (2.20) is based on the samples SINR�
2 = 2R�

2−1s where
R�

2 = R2 + n
50 ·(R2 − R2), n = 1, 2, ..., 49. We find that the curve "SCRM_1+9" achieves

an outer boundary than the "RB_10mil" and enables to serve as a good inner bound of
the Pareto boundary. Furthermore, we find that the "SCRM_1" also has a good per-
formance with only the APRC initialization. The proposed algorithms "SCRM_1+9",
"SCRM_1" and "WMMSE_10" yield a similar performance at convex parts of bound-
ary and outperform others under the same accuracy for convergence. However, since
the weighted sum maximization method cannot achieve the non-convex boundary, and
even the achieved points on the convex boundary are still unevenly distributed. That is
why "WMMSE_10" based on a weighted sum maximization does not achieve the part
between the operating points "P1" and "P2" in Figure 2.6.

To further evaluate the performance of "WMMSE_10" and "SCRM_1+9" on illustrat-
ing the Pareto boundary, Algorithm 1 for another set of the channel data is simulated
and shown in Figure 2.7. Even with fine weights ws in [0.05 : 0.005 : 0.95], we observe
that there still exists a large jump between the points "P3" and "P4" by "WMMSE_10"
so that it cannot effectively illustrate the rate region effectively.

67



Chapter 2 Pareto Boundary Computation for MIMO IC

4.5 5 5.5

5.6

5.8

6

6.2

6.4

6.6

6.8

R
1
  [bpcu]

R
2  [

bp
cu

]

 

 
WMMSE_10
APRC
APCC
RB
SR
SCRM_1+9
E1
E2
ZF Points
SCRM_1
WMMSE_1

P2

P1

Figure 2.6: Channel realization example 1: Two-dimensional achievable rate region com-
parison with SNR=10 dB and NT = 3, NR = 2.
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Figure 2.7: Channel realization example 2: Two-dimensional achievable region compar-
ison with SNR=10 dB and NT = 3, NR = 2.

Based on only the result by "WMMSE_10", we do not know what the part between
the operating points "P1" and "P2" in Figure 2.6 and the part between "P1" and "P2"
in Figure 2.7 look like. If they are concave, the degree of concavity is still unknown.
For our proposed algorithm, although its curve denoted by "SCRM_1+9" is not guar-
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anteed to be the exact Pareto boundary, it has a even better performance than the
"RB_10mil" curves in Figure 2.6 and Figure 2.7). Thus, it is able to serve as a more
reasonable/complete inner bound of the whole strict Pareto boundary, especially the
non-convex part. This is a main advantage of the proposed algorithm compared with
the weighted sum maximization algorithms.

C. Illustration of the Multi-User Case
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Figure 2.8: Convergence behavior of Algorithm 3 for a three-user MIMO IC with SNR=0
dB and NT = 3, NR = 2.

In order to evaluate the performance of Algorithm 3, a three-user MIMO IC example
is simulated where SNR=0 dB and a convergence threshold εth = 10−4. In Figure 2.8, a
convergence example for maximization of R1 with (R3, R2) = (0.2700, 2.3720) bpcu. It
implies that the proposed algorithm still has a fast convergence behavior in the multi-
user case. In Figure 2.9, a three-dimensional achievable rate region is plotted after
computing the values of R1s for the 65 samples of (R3, R2) and interpolation.

2.5.2 Numerical Results: Alternating Rate Profile Optimization

In this section, we show and discuss the numerical results of the proposed alternating
rate profile optimization algorithm Algorithm 4.

In Figure 2.10, a two-dimensional achievable rate region is plotted. The cloud of
points in Figure 2.10 corresponds to the set of operating points achieved by 1 million
random beamforming realizations. By Algorithm 4, we are able to plot the operating
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Figure 2.9: Three-dimensional achievable rate region with SNR=0 dB and NT =
3, NR = 2. The color-bar denotes the sum rate performance.

points bounding the two-dimensional achievable rate region for 50 different rate profile
samples. In Figure 2.10, the points marked with cross correspond to the WMMSE
algorithm in [SRLH11]. It can be observed that most of points on the strict Pareto
boundary cannot be achieved because of its non-convexity.

For a selected rate profile α = (0.79, 0.21) passing the non-strict Pareto boundary, the
proposed alternating rate profile algorithm is compared with the following two bench-
marks:

• "max-min by MMSE" denotes the max-min algorithm [LDL13, Algorithm EC-
CAA], which alternatively optimizes the transmit beamforming by the MISO rate
profile and employs the MMSE receive beamforming;

• "max-min by WMMSE" denotes the max-min algorithm in [RHL13], which refor-
mulates the achievable rate expression based on the idea of WMMSE [CACC08]
and the multiple variables are optimized by the alternating optimization algorithm.

In Figure 2.10, the solutions of the transmit and receive beamforming optimization prob-
lems are plotted during the procedure of the alternating optimization. The performance
improvement in each iteration can be observed and the alternating optimization termi-
nates at a convergent point. In comparison to the "max-min by MMSE" and "max-min
by WMMSE", Algorithm 4 delivers a solution on the predefined rate profile ray, while
the convergent points of "max-min by MMSE" and "max-min by WMMSE" are not on
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Figure 2.10: Two-dimensional achievable rate region comparison with SNR=0dB and
NT = 2, NR = 2. The points marked with �, ♦ and ◦ correspond to
the rate tuples achieved in each iteration of the alternating algorithms
in [RHL13], [LDL13], and Algorithm 4, respectively. The filled (unfilled)
markers correspond to receive (transmit) beamforming vector optimization.

the desired rate profile. This is because both "max-min by MMSE" and "max-min by
WMMSE" solve a max-min problem subject to the rate constraints with inequalities.
Some rate constraints become inactive when the rate profile passes the non-strict Pareto
boundary such that those users with inactive rate constraints may achieve higher rates.
For instance, Figure 2.10 shows that R

(i)
2 s in iterations by both "max-min by MMSE"

and "max-min by WMMSE" are not located on the rate profile but above the rate pro-
file. Therefore, in order to achieve an arbitrary operating point on the Pareto boundary,
the rate constraints in Problem (2.63) should be with equalities. Then, all the rate con-
straints are active, and the achieved points by the MISO rate profile optimization can
be pulled back to the pre-defined rate profile after solving Problem (2.63). Therefore,
Algorithm 4 guarantees that the convergent point is always on the rate profile.

The proposed alternating rate profile algorithm and the max-min algorithms in [LDL13]
and [RHL13] terminate on the rate profile ray if it passes the strict Pareto boundary,
because all rate constraints are active in this case. For another selected rate profile
α′ = (0.55, 0.45) passing the strict Pareto boundary in Figure 2.10, these three alter-
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Figure 2.11: Convergence behavior comparison for a system with NT = 3, NR = 2 and
SNR = 0 dB: (a) Performance comparison of 20 initializations (the values
of R1 by the proposed alternating rate profile algorithm and "max-min
by MMSE" algorithm with the proposed initialization are marked); (b)
Convergence speed comparison.

nating algorithms converge to the points on the rate profile. In order to show clearly
the performance difference, we do not plot the convergence procedure in Figure 2.10
but plot the values of R1 in Figure 2.11(a) for 20 initializations(one proposed initial-
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Figure 2.12: Three dimensional achievable rate region for a three-user MIMO IC with
SNR=0dB and NT = 3, NR = 3. For the two rate profiles, the filled (un-
filled) markers correspond to receive (transmit) beamforming optimization
of Algorithm 4.

ization – the largest left singular vector of the direct channel matrix and 19 random
initializations)9. Figure 2.11(a) shows their convergent points have a similar (almost
same) achievable rate performance. Numerical results imply an order of "alternating
rate profile" ≤ "max-min by MMSE" ≤ "max-min by WMMSE" in rate performance.
The corresponding CDF for convergence is illustrated in Figure 2.11(b), which implies
the order of "max-min by WMMSE" ≤ "max-min by MMSE" ≤ "alternating rate profile"
in convergence speed.

Figure 2.11(a) and Figure 2.11(b) shows the effect of different initializations on the
achievable rate performance of the weighted Chebyshev optimization-based algorithms
(our proposed alternating rate profile optimization and the two max-min algorithms
in [LDL13] and [RHL13]). Compared to the performance of the single constraint
rate maximization algorithm in Figure 2.4 and Figure 2.5, the weighted Chebyshev
optimization-based algorithms are robust to the initializations (as shown in Figure
2.11(a)) but need more iterations for convergence (as shown in Figure 2.11(b)).

We also provide a three-dimensional achievable rate region example for the three-user
MIMO IC in Figure 2.12. Instead of plotting the surface of the region as Figure2.9, we
plot a grid three-dimensional figure to show the optimization procedure of Algorithm 4.
The terminating points of Algorithm 4, marked with a square, always achieve points on
the rate profile ray.

9For a strict Pareto-optimal point, due to R1
R2

= 0.55
0.45 , it is sufficient to show only the values of R1.
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2.5.3 Performance Comparison of the Two Proposed Algorithms

In this section, we compare the proposed two alternating optimization algorithms –
single constraint rate maximization algorithm and alternating rate profile optimization
algorithm.

Figure 2.13: Two-dimensional achievable rate region comparison of the proposed two
alternating algorithms with SNR = 0 dB and NT = 3, NR = 2. The points
marked by unfilled ◦ and filled � correspond to the rate points achieved in
iterations by the two alternating optimization algorithms. The blue circles
and the filled blue square correspond to the optimization of w1 and w2

in Algorithm 1. The red circle and filled red square correspond of the
MISO rate profile optimization and the SIMO rate profile optimization in
Algorithm 4.

In Figure 2.13, the cloud of points are achieved by 1 million pair of random beam-
forming vectors, denoted by "RB", which is bounded by the points achieved by the single
constraint rate maximization algorithm (denoted by "SCRM") and the alternating rate
profile algorithm (denoted by "ARP"). According to the results in Chapter 2.2, the blue
lines labeled by "NonSPB" are two parts of the non-strict Pareto boundary with the
ending points of "E1" and "E2" are computed. We observe that the "SCRM" and "ARP"
achieve nearly the same boundary in Figure2.13.

To achieve a strict Pareto-optimal point, the alternating optimization procedure of
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Figure 2.14: Convergence behavior comparison.

both Algorithm 1 and Algorithm 4 is shown. The rate constraint with equality in
Problem (2.20) guarantees the achievable points in iterations always along the direction
R2 = R�

2 where R�
2 is the value achieved by Algorithm 4 for the rate profile (0.5, 0.5). The

improvement direction in Algorithm 1 is parallel to the axis of R1, while the increasing
direction in Algorithm 4 is along the pre-defined rate profile ray starting from the
original. However, both the proposed algorithms are based on the same idea – to find
an intersection point between the predefined increasing direction and the Pareto boundary
and the same way – to solve a single objective problem by the alternating optimization
algorithm. The convergence of both algorithms are guaranteed. In Figure 2.14, their
convergence behavior (the monotonic increasing behavior of the objective) for the rate
profile (0.5, 0.5) is shown. It implies that Algorithm 1 requires less iterations to meet
the same convergence criteria than Algorithm 4.

2.6 Summary

In this chapter, we propose two heuristic algorithms to compute the Pareto boundary
of a multi-user single-stream MIMO IC. One is the single constraint rate maximiza-
tion algorithm based on the ε-constraint optimization, which aims to maximize one
rate while fixing other rates until a Pareto boundary point is reached. The other is
the alternating rate profile optimization algorithm based on the weighted Chebyshev
optimization, increasing the weighted sum rate along a predefined rate profile direction
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to reach the Pareto boundary. Both the algorithms are the alternating optimization
algorithms, which cannot guarantee the global optimal solutions but can converge fast
to high-quality suboptimal solutions. The performance of the two proposed alternat-
ing optimization algorithms depends on initializations. Numerical results verify this
phenomenon and also imply that the two proposed algorithms are robust to different
initializations. Furthermore, an initialization scheme for each algorithm is also proposed
to achieve a good performance.

For potential implementation, the limits of the proposed algorithms is the requirement
of perfect local CSI and perfect strategies feedback to MSs, which is challenging in
practical systems. However, this work provides a benchmark for the algorithms that
only imperfect/partial CSI is available at transmitters or the limited feedback scenario.
The study of a robust alternating rate profile algorithm is one of our preparing extended
work, which aims to compute the worst-case achievable rate region when each channel
has a bounded channel uncertainty. Another extended work [CZJ14] studies the rate
performance for a more general interference network under limited feedback, which will
be presented in next chapter.
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2.7 Collection of Proofs

2.7.1 Proof of Proposition 1

Given beamformers w1 and w2, according to the matrix inversion lemma [Mey00], (2.10)
can be rewritten as:

SINRk(w1, w2) = (Hkkwk)H

(
1
σ2

k

I − Hk�w�(Hk�w�)H

σ2
k(σ2

k + ‖Hk�w�‖2)

)
Hkkwk (2.66a)

=
‖Hkkwk‖2

σ2
k

−
∣∣∣(Hkkwk)HHk�w�

∣∣∣2
σ2

k(σ2
k + ‖Hk�w�‖2)

(2.66b)

=
‖Hkkwk‖2

σ2
k

·
⎛⎜⎝1 −

∣∣∣−−−−−→
Hkkwk

H · −−−−→
Hk�w�

∣∣∣2 · ‖Hk�w�‖2

σ2
k + ‖Hk�w�‖2

⎞⎟⎠ (2.66c)

=
(

1 −
∣∣∣−−−−−→
Hkkwk

H · −−−−→
Hk�w�

∣∣∣2) · ‖Hkkw�‖2

σ2
k

+
∣∣∣−−−−−→
Hkkwk

H · −−−−→
Hk�w�

∣∣∣2 · ‖Hkkwk‖2

σ2
k + ‖Hk�w�‖2 . (2.66d)

For two complex vectors a and b, the cosine of the complex-valued angle between a

and b is defined as [Sch01]

cos(θC) =
aHb

‖a‖·‖b‖ (2.67)

where cos(θC) = μejψ with μ = | cos(θC)| ≤ 1 and −π ≤ θC ≤ π is called pseudo angle
between a and b.

The Hermitian angle between a and b is defined as

cos(θH) = | cos(θC)| =
|aHb|

‖a‖·‖b‖ , 0 ≤ θH ≤ π/2.

It implies
∣∣−−−−−→
Hkkwk

H · −−−−→
Hk�w�

∣∣2 = cos2(θH,k) because of
∥∥−−−−−→
Hkkwk

∥∥2 =
∥∥−−−−→
Hk�w�

∥∥2 = 1.
Thus, (2.66d) becomes

SINRk(w1, w2) = sin2(θH,k) · ‖Hkkwk‖2

σ2
k

+ cos2(θH,k) · ‖Hkkwk‖2

σ2
k + ‖Hk�w�‖2 , (2.68)

where θH,k ∈ [0, π/2] denotes the Hermitian angle between the desired signal direction
−−−−−→
Hkkwk and the interference direction

−−−−→
Hk�w� at RXk. Obviously, when

−−−−−→
Hkkwk ‖

−−−−→
Hk�w� (or

−−−−−→
Hkkwk ⊥ −−−−→

Hk�w�), we have θH,k = 0 (or θH,k = π/2).

77



Chapter 2 Pareto Boundary Computation for MIMO IC

2.7.2 Proof of Proposition 2

The idea of the proof is to show that it is not possible to achieve a strict Pareto-optimal
point by the transmit beamforming vectors with less than full power. The proof works
by contradiction.

Assume that a strict Pareto-optimal point
(
R1(w1, w2), R2(w1, w2)

)
is achieved by

(w1, w2) where ‖w1‖2< 1 and ‖w2‖2≤ 1. We consider whether there exists an outer10

point
(
R1(ŵ1, w2), R2(ŵ1, w2)

)
achieved by (ŵ1, w2) where ‖w1‖2< ‖ŵ1‖2≤ 1 and

‖w2‖2≤ 1. If it exists, e.g., R1(ŵ1, w2) > R1(w1, w2) and R2(ŵ1, w2) = R2(w1, w2),
we can improve the R1(w1, w2) only by consuming more transmit power while keeping
R2(w1, w2) unchanged. Thus, the existence of an outer operating point contradicts the
assumption that

(
R1(w1, w2), R2(w1, w2)

)
is a strict Pareto-optimal point.

We define ŵ1 � w1+δp, where δp is a non-zero perturbation vector to make ||ŵ1|| ≤ 1.
To guarantee the Pareto improvement, we need to show the existence of a δp satisfying
the following conditions:

(w1 + δp)HA1(w2)(w1 + δp) > wH
1 A1(w2)w1 (2.69a)

wH
2 A2(w1 + δp)w2 = wH

2 A2(w1)w2 (2.69b)

‖w1 + δp‖2> ‖w1‖2 (2.69c)

‖w1 + δp‖2≤ 1. (2.69d)

An arbitrary nonzero δp can be expressed as

δp = ‖δp‖·e
√−1φδ · −→

δp. (2.70)

It means that we should find ‖δp‖, φδ and
−→
δp to satisfy all the conditions in (2.69)

simultaneously. The proof of the existence of φδ is similar to that for the two-user
MISO IC in [LJ08]. However, it is more difficult to find a

−→
δp for the MIMO IC because

the interference channel matrix (rather than a vector in the MISO IC case) does not
always have a null space for

−→
δp. We give the proof in detail as follows.

1. Existence of
−→
δp

By the matrix inverse lemma [Mey00], the condition in (2.69b) is equivalent to

|(w1 + δp)HHH
21H22w2|2

σ2
2 + ‖H21(w1 + δp)‖2 =

|wH
1 HH

12H22w2|2
σ2

2 + ‖H21w1‖2 . (2.71)

It is difficult to solve δp directly. In fact, it is sufficient to only prove the existence of
δp satisfying (2.71).
10A point r′ ∈ R+

K is called an outer point than r ∈ R+
K , if r′ dominates r, i.e., r′ ≥ r and r′ �= r where

the inequality is component-wise. The improvement from r to r′ is called Pareto improvement.
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Case 1. NR < NT or rank(H21) < NT ≤ NR:
We always have H21δp = 0 if

−→
δp =

rank(Π⊥
HT

21
)∑

i=1
aiui(Π⊥

HT
21

), (2.72)

where ai, i = 1, ..., rank(Π⊥
HT

21
) are complex-valued numbers and

∑rank(Π⊥
HT

21
)

i=1 |ai|2 = 1.
Then, (2.71) always holds because any δp in the null space of the interference channel
H21 does not cause extra interference to RX2.

Case 2. rank(H21) = NT ≤ NR:
It is impossible to nullify the perturbation directly as Case 1 since there does not exist

the null space for δp. We define v1 � H21w1, vδ � H21δp and v2 � H22w2. Then
(2.71) becomes

|(v1 + vδ)Hv2|2
σ2

2 + ‖v1 + vδ‖2 =
|vH

1 v2|2
σ2

2 + ‖v1‖2 . (2.73)

Assume that vδ is a combination of two orthogonal vectors

vδ � ‖vδ‖·(√η ·
−−−→
Π⊥

v2v1 +
√

1 − η · −−−→
Πv2v1

)
, (2.74)

Note that
−−−→
Πv2v1 = −→v2 · e−√−1φ1 where φ1 = phase(vH

1 v2). Now, it remains to find
whether there is a vδ in the plane spanned by

−−−→
Π⊥

v2v1 and
−−−→
Πv2v1 satisfying (2.73).

Substituting (2.74) into (2.73) yields∣∣vH
1 v2 + ‖vδ‖ · √

1 − η · e
√−1φ1 · ‖v2‖∣∣2

σ2
2 +

∥∥∥∥v1 + ‖vδ‖(√η ·
−−−→
Π⊥

v2v1 +
√

1 − η · e−√−1φ1 · −→v2
)∥∥∥∥2 =

|vH
1 v2|2

σ2
2 + ‖v1‖2 . (2.75)

Define the right-hand side and the left-hand side of (2.75) as Rside and Lside(η), re-
spectively. It is still hard to get a closed-form solution of η by solving (2.75) di-
rectly. Observe that the denominator of Lside(η) is always positive for η ∈ [0, 1],
and Lside(η) as a function of η is continuous over the interval [0, 1]. Therefore, if
(Rside − Lside(1))(Rside − Lside(0)) ≤ 0, there must exist a vδ(η) with at least a certain
η ∈ [0, 1] satisfying (2.75).

When η = 1, the term Lside(η) becomes

Lside(1) =
|vH

1 v2|2

σ2
2 + ‖v1 + ‖vδ‖ ·

−−−→
Π⊥

v2v1‖
2 =

|vH
1 v2|2

σ2
2 + ‖v1‖2 + ‖vδ‖2 + 2‖vδ‖ · ‖Π⊥

v2v1‖ .

(2.76)
Observe that ‖vδ‖2 + 2‖vδ‖ · ‖Π⊥

v2v1‖> 0. Thus, we have Lside(1) < Rside.
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When η = 0, the term Lside(η) becomes

Lside(0) =
∣∣vH

1 v2 + ‖vδ‖ · e
√−1φ1 · ‖v2‖∣∣2

σ2
2 + ‖v1 + ‖vδ‖ · e−√−1φ1 · −→v2‖2

=
|vH

1 v2|2 + ‖v2‖2·(‖vδ‖2 + 2‖vδ‖ · |vH
1

−→v2|)
σ2

2 + ‖v1‖2+(‖vδ‖2 + 2‖vδ‖ · |vH
1

−→v2|) ,

(2.77)

where ‖vδ‖2 + 2 · ‖vδ‖ · |vH
1

−→v2| > 0. If Lside(0) > Rside, we need ‖v2‖2> Rside. Further-
more, Rside is bounded by

Rside =
|vH

1 v2|2
σ2

2 + ‖v1‖2 ≤ ‖v1‖2·‖v2‖2

σ2
2 + ‖v1‖2 =

‖v2‖2

σ2
2

‖v1‖2 + 1
< ‖v2‖2.

Thus, we have Lside(0) > Rside.
Due to Lside(1) < Rside < Lside(0), there exists at least one η0 ∈ (0, 1) satisfying

Lside(η0) = Rside. In this case, H21 has an inverse/Moore-Penrose pseudo-inverse ma-
trix H†

21. Then, we have

δp = ‖vδ‖·H†
21
(√

η0 ·
−−−→
Π⊥

v2v1 +
√

1 − η0 · −−−→
Πv2v1

)
,

= ‖δp‖·e
√−1φδ · −→

δp,
(2.78)

where ‖vδ‖= ‖δp‖∥∥H†
21

(√
η0·

−−−−→
Π⊥

v2 v1+
√

1−η0·−−−−→
Πv2 v1

)∥∥ depends on but has no requirement for ‖δp‖.

Therefore, vδ with any ‖δp‖ and
−→
δp = e−√−1φδ ·

−−−−−−−−−−−−−−−−−−−−−−−−−−−→
H†

21
(√

η0 ·
−−−→
Π⊥

v2v1 +
√

1 − η0 · −−−→
Πv2v1

)
satisfies (2.73).

Therefore, any δp = ‖δp‖·e
√−1φδ · −→

δp with

−→
δp =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

rank(Π⊥
HT

21
)∑

i=1
aiui(Π⊥

HT
21

),

rank(Π⊥
HT

21
)∑

i=1
|ai|2 = 1, when NR < NT or rank(H21) < NT ≤ NR

e−√−1φδ ·
−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
H†

21
(√

η0 ·
−−−→
Π⊥

v2v1 +
√

1 − η0 · −−−→
Πv2v1

)
, when rank(H21) = NT ≤ NR,

(2.79)
satisfies the condition (2.69b).

2. Existence of φδ

Substituting (2.70) into (2.69a) yields

(w1 + δp)HA1(w2)(w1 + δp) > wH
1 A1(w2)w1 (2.80a)

⇔ ‖δp‖2−→
δp

HA1(w2)
−→
δp + 2‖δp‖�

(
wH

1 A1(w2)
−→
δpe

√−1φδ

)
> 0 (2.80b)

⇔ ‖δp‖
2

−→
δp

HA1(w2)
−→
δp +

∣∣wH
1 A1(w2)

−→
δp

∣∣ cos(φδ + φ2) > 0 (2.80c)

⇔ cos(φδ + φ2) > −‖δp‖
2

·
−→
δp

HA1(w2)
−→
δp∣∣wH

1 A1(w2)
−→
δp

∣∣ , (2.80d)
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where φ2 � phase(wH
1 A1(w2)

−→
δp).

At the same time, substituting (2.70) into (2.69c) yields

‖w1 + δp‖2> ‖w1‖2 (2.81a)

⇔ ‖δp‖2+2‖δp‖�
(
wH

1
−→
δpe

√−1φδ

)
> 0 (2.81b)

⇔ ∣∣wH
1

−→
δp

∣∣ cos(φδ + φ3) > −‖δp‖
2

(2.81c)

⇔ cos(φδ + φ3) > − ‖δp‖
2|wH

1
−→
δp|

, (2.81d)

where φ3 � arg(wH
1

−→
δp).

We define φδ + φ2 ∈ [θ1, θ2] and φδ + φ3 ∈ [θ3, θ4]. Since both the right-hand side of
(2.80d) and (2.81d) are negative, the range [θ1, θ2] and [θ3, θ4] are strictly wider than
π. In addition, the intersection of two angular ranges wider than π is nonempty. Then,
for arbitrary ‖δp‖ and

−→
δp, any δp = ‖δp‖·e

√−1φδ
−→
δp in (2.70) with φδ ∈ [θ1, θ2] ∩ [θ3, θ4]

always satisfies the conditions (2.80) and (2.81) simultaneously.

3. Existence of ‖δp‖
The condition (2.82) is equivalent to

‖δp‖2+2|wH
1

−→
δp| cos(φδ + φ3)‖δp‖+‖w1‖2−1 ≤ 0,

(a)⇔ ‖δp‖∈
(
0, −|wH

1
−→
δp| cos(φδ + φ3) +

√
|wH

1
−→
δp|2 cos2(φδ + φ3) − (‖w1‖2−1)

)
, (2.82)

where the transformation (a) is based on ‖w1‖≤ 1 and ‖δp‖> 0. For arbitrary
−→
δp and

φδ, any any δp = ‖δp‖·e
√−1φδ

−→
δp with ‖δp‖ in (2.82) will satisfy the condition (2.69d) .

Above all, the independent existence of
−→
δp, φδ and ‖δp‖ has been proved. That is,

there always exists some δp = ‖δp‖·e
√−1φδ · −→

δp satisfying all the conditions in (2.69).
Then, R1(w1, w2) can still be improved until ‖w1‖2= 1, while R1(w1, w2) remains un-
changed simultaneously. This contradicts the assumption that

(
R1(w1, w2), R2(w1, w2)

)
is on the strict Pareto boundary. Therefore, Proposition 2 holds.

2.7.3 Proof of Proposition 3

Consider the ending point E1(R1, R2). If the link TX1 
→ RX1 achieves the maximum
rate R1 in (2.12a), (w1, w2) should satisfy the following conditions

w1 = wEgo
1 = u1(HH

11H11), (2.83a)

θH,1 = π/2 ⇔ w2 ⊥ HH
12H11w1. (2.83b)
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This means that w2 should be in the null space of HH
12H11wEgo

1 so as to generate no
interference to RX1. Let the set of all feasible w2 ∈ WFP satisfying (2.83) (i.e., the ZF
strategies) be WZF . Then, any w2 ∈ WZF can be expressed by

w2 =
Π⊥

HH
12H11wEgo

1
w′

2

||Π⊥
HH

12H11wEgo
1

w′
2|| , (2.84)

where w′
2 ∈ CNT and w′

2 ∦ HH
12H11wEgo

1 .
To achieve (R1, R2), we need to find (w′

2)opt which maximizes SINR2(wEgo
1 , w2).

Here, we define the optimal "altruistic" strategy wAlt
2 as

wAlt
2 � arg max

w2∈WZF
wH

2 A2(wEgo
1 )w2 (2.85a)

(a)⇔ (w′
2)opt = arg max

w′
2

(w′
2)HΠ⊥,H

HH
12H11wEgo

1
A2(wEgo

1 )Π⊥
HH

12H11wEgo
1

w′
2

(w′
2)HΠ⊥,H

HH
12H11wEgo

1
Π⊥

HH
12H11wEgo

1
w′

2
(2.85b)

(b)
= arg max

w′
2

(w′
2)H

�B1︷ ︸︸ ︷
Π⊥

HH
12H11wEgo

1
A2(wEgo

1 )Π⊥
HH

12H11wEgo
1

w′
2

(w′
2)HΠ⊥

HH
12H11wEgo

1
w′

2
(2.85c)

= u1

(
B1, Π⊥

HH
12H11wEgo

1

)
, (2.85d)

where transformation (a) is based on (2.84) and transformation (b) is based on the
following properties

Π⊥,H

HH
12H11wEgo

1
= Π⊥

HH
12H11wEgo

1
(2.86a)

Π⊥,H

HH
12H11wEgo

1
Π⊥

HH
12H11wEgo

1
= Π⊥

HH
12H11wEgo

1
. (2.86b)

Substituting (2.85d) into (2.84) yields the optimal "altruistic" strategy

wAlt
2 =

−−−−−−−−−−−−−−−−−−−−−−−−−−→
Π⊥

HH
12H11wEgo

1
u1(B1, Π⊥

HH
12H11wEgo

1
). (2.87)

Therefore, E1(R1, R2) is achieved by (wEgo
1 , wAlt

1 ).

2.7.4 Proof of the Solvability of Problem (2.30)

Lemma 1. Both the fractional problem (2.30) and the problem (2.31) are solvable.

Proof. For the fractional problem (2.30), its constraint set

Ω = {W 2 � 0 : Tr
(
W 2

)
= 1, Tr

(
A2(w1)W 2

)
= SINR�

2}

is nonempty and compact.
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In Problem (2.30), the denominator of the objective over Ω satisfies

σ2
1 + λNT

(HH
12H12) = λNT

(C2) ≤ Tr
(
C2W 2

) ≤ λ1(C2) = σ2
1 + λ1(HH

12H12), (2.88)

and the numerator obviously satisfies

0 ≤ Tr
(
C1(w1)W 2

) ≤ λ1(HH
12H11HH

11H12). (2.89)

This implies that the objective in Problem (2.30) over Ω is bounded by

0 ≤ Tr
(
C1(w1)W 2

)
Tr
(
C2W 2

) ≤ λ1(HH
12H11HH

11H12)
σ2

1 + λNT
(HH

12H12)
. (2.90)

Based on Weierstrass’ Theorem, Problem (2.30) always has an optimal solution.
Assume that W �

2 is an optimal solution to Problem (2.30), we know that s� =
1

Tr
(

C2W �
2

) and Q� = s�W �
2 are feasible to Problem (2.31). Also note that the objective

is bounded by (2.7.4). Similarly, Problem (2.31) is solvable according to Weierstrass’
Theorem.

Lemma 2. The problems (2.30) and (2.31) have the same value. Furthermore, if W �
2

solves Problem (2.30), then s� = 1
Tr
(

C2W �
2

) and Q� = s� · W �
2 solves Problem (2.31); if

Q� and s� solve Problem (2.31), then W �
2 =Q�

s� solves Problem (2.30).

Proof. Assume that W �
2 is an optimal solution to Problem (2.30), and v�

1 and v�
2 are

the optimal values of the objective of Problem (2.30) and Problem (2.31), respectively.
Thus, s = 1

Tr
(

C2W �
2

) and Q = sW �
2 are feasible to Problem (2.31). The value of the

objective of Problem (2.31) at this feasible point is

v2 = Tr
(
C1(w1)Q

)
(2.91a)

= Tr
(
C1(w1)(s · W �

2)
)

=
Tr
(
C1(w1)W �

2
)

Tr
(
C2W �

2
) = v�

1 (2.91b)

≥ v�
2. (2.91c)

On the other hand, suppose that Q� and s� are the optimal solutions to Problem
(2.31). Since s� is always positive, W 2 = Q�

s� is also feasible to Problem (2.30). Then,
the value of the objective of Problem (2.30) at this feasible point is

v1 =
Tr
(
C1(w1)W 2

)
Tr
(
C2W 2

) =
Tr
(
C1(w1)Q�

s�

)
Tr
(
C2

Q�

s�

) (2.92a)

=
Tr
(
C1(w1)Q�)

Tr
(
C2Q�) = Tr

(
C1(w1)Q�) = v�

2 (2.92b)

≥ v�
1. (2.92c)

Above all, we have v�
1 = v�

2.
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2.7.5 Proof of Proposition 4

We need to find a feasible set WF such that there exists at least one solution w1 ∈ WFP
to Problem (2.20) by fixing w2 ∈ WF .

In (2.21d), we derive that the constraint of Problem (2.20) is equivalent to

wH
2 HH

22H22w2 ≥ σ2
2SINR�

2 (2.93a)

wH
1 C(w2)w1 = 0. (2.93b)

To guarantee the existence of w1 ∈ WFP in (2.93b), a feasible w2 should be deter-
mined in a way such that (2.21b) holds.

By the EVD, C(w2) can be rewritten as

C(w2) =
NT∑
i=1

λi(C(w2))ui(C(w2))uH
i (C(w2)). (2.94)

We analyze C(w2) for two cases.

Case 1. When C(w2) is a full rank matrix, i.e., λi(C(w2)) �= 0, ∀i ∈ {1, ..., NT }. If
C(w2) is a positive or negative definite matrix, it is clear that there is no nonzero vector
w1 satisfying (2.93b). Otherwise, C(w2) has λ1(C(w2)) > 0 and λNT

(C(w2)) < 0, a
sufficient solution to (2.93b) is

w1 =
√

λNT
(C(w2))

λ1(C(w2)) − λNT
(C(w2))

√−1 · u1(C(w2))

+
√

λ1(C(w2))
λ1(C(w2)) − λNT

(C(w2))
· uNT

(C(w2)). (2.95)

Case 2. When C(w2) is not a full rank matrix, i.e., λi(C(w2)) = 0 for some
i ∈ {1, ..., NT }. In this case, C(w2) always has null space for w1 to satisfy (2.93b).

Above all, the sufficient and necessary condition of w2 satisfying (2.93b) is λ1 (C(w2))·
λNT

(C(w2)) ≤ 0. That is, any w2 ∈ WF is always feasible for (2.21b) where WF is

WF �
{

w2 ∈ WFP : wH
2 HH

22H22w2 ≥ σ2
2SINR�

2, λ1 (C(w2)) · λNT
(C(w2)) ≤ 0

}
.

(2.96)

2.7.6 Proof of Proposition 5

The achievable rate of user k depends only on its receive beamforming vector gk (given
that {w}K are fixed). Thus, we have to show that the achievable rate of a user k

takes values between [0, Rk(gMMSE
k , {w}K)] for all gk ∈ G. Since the achievable rate of
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user k in (2.4) is monotonically increasing in SINR, it is sufficient to analyze the SINR
expression in (2.5) for the proof. We reformulate the SINR of a user k as

γk(gk, {w}K) =
gH

k Ekgk

gH
k F kgk

, (2.97)

where

E = HkkwkwkHkk (2.98)

F = σ2
kINR

+
∑
��=k

Hk�w�w
H
� HH

k�. (2.99)

Since F is full rank, we can transform (2.97) to a Rayleigh-Ritz ratio [HJ85, Chapter
4.2] by substituting gk = F

− 1
2

k zk to get

γk(gk, {w}K) =
zH

k F
− 1

2
k EkF

− 1
2

k zk

zH
k zk

. (2.100)

From the Rayleigh-Ritz Theorem for Hermitian matrices [HJ85, Theorem 4.2.2] follows
that

γk(gk, {w}K) ∈ F(F − 1
2

k EkF
− 1

2
k ), (2.101)

where the set F(X) is the field of values of a matrix X defined as [HJ91, Chapter 1]:

F(X) = {xHXx ∈ R : ||x||2 = 1}. (2.102)

The field of values F(X) is a compact convex set. If X is Hermitian, then F(X) ⊂
R with the smallest element and largest element corresponding to the smallest and
largest eigenvalues of the matrix X, respectively. Since F

− 1
2

k EkF
− 1

2
k is a rank-one

positive semi-definite matrix, then the SINR in (2.100) takes values between zero and
the largest eigenvalue of F

− 1
2

k EkF
− 1

2
k . With Ek given in (2.98), the SINR in (2.100) is

maximized by zk = F
− 1

2
k Hkkwk which is the dominant (not normalized) eigenvector of

F
− 1

2
k HkkwkwH

k HH
kkF

− 1
2

k . Substituting zk in gk = F
− 1

2
k zk and normalizing gk we get

the expression in (2.61).

2.7.7 Proof of Proposition 6

Denote the optimization of Problem (2.58) and the optimization of Problem (2.63) by the
mapping functions {w}K = Ψ({g}K) and {g}K = Ξ({w}K), respectively. Since both
the problems can be solved optimally in each iteration in Algorithm 4, the sequence{

R({w}(i)
K , {g}(i)

K )
}∞

i=1
monotonically increases as the iteration number i increases due

to the optimality of Ξ(·) and Ψ(·), and additionally is upper-bounded. The convergence
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of
{

R({w}(i)
K , {g}(i)

K )
}∞

i=1
and thus the convergence of Algorithm 4 is guaranteed for any

feasible initial point {g(0)}K.
Let limi→∞ R({w(i)}K, {g(i)}K) � R̂({ŵ}K, {ĝ}K) denote the convergent point11. It

remains to show that ({ŵ}K, {ĝ}K) = ({ŵ}K, Ξ ({ĝ}K)) is a stationary solution to
Problem (2.56). Assume that (R�, {w�}K, {g�}K) associated with lagrange multipliers
({μ�

k}K, {ζ�
k}K, {η�

k}K) is a stationary solution to Problem (2.56), which must satisfy the
following KKT conditions of Problem (2.56):

1 −
∑
k∈K

μ�
kαk = 0, (2.103a)

∑
k∈K

μ�
k∇wk

Rk(g�
k, {w�}K) − 2ζ�

kw�
k = 0 ∀k ∈ K, (2.103b)

μ�
k∇gk

Rk(g�
k, {w�}K) − 2η�

kg�
k = 0 ∀k ∈ K, (2.103c)

0 ≤ μ�
k ⊥ Rk(g�

k, {w�}K) − αkR� ≥ 0 ∀k ∈ K, (2.103d)

0 ≤ ζ�
k ⊥ 1 − w�,H

k w�
k ≥ 0 ∀k ∈ K, (2.103e)

0 < η�
k, g�,H

k g�
k = 1 ∀k ∈ K. (2.103f)

Given {g}K = {ĝ}K, it is clear that
(
R̂, {ŵ}K = Ξ({ĝ}K)

)
is the optimal solu-

tion to Problem (2.58). Therefore,
(
R̂, {ŵ}K

)
associated with lagrange multipliers

({μ̂k}K, {ζ̂k}K) must satisfy the following KKT conditions of Problem (2.58):

1 −
∑
K

μ̂kαk = 0, (2.104a)

∑
K

μ̂k∇wk
Rk(ĝk, {ŵ}K) − 2ζ̂kŵk = 0 ∀k ∈ K, (2.104b)

0 ≤ μ̂k ⊥ Rk(ĝk, {ŵ}K) − αkR̂ ≥ 0 ∀k ∈ K, (2.104c)

0 ≤ ζ̂k ⊥ 1 − ŵH
k ŵk ≥ 0 ∀k ∈ K. (2.104d)

Similarly, {ĝ}K = Ψ({ŵ}K) in Problem (2.63) corresponds to the following KKT
conditions (2.104a) and

μ̂k > 0 (2.105)

Rk(ĝk, {ŵ}K) = αkR̂ ∀k ∈ K, (2.106)

μ̂k∇gk
Rk(ĝk, {ŵ}K) − 2η̂kĝk = 0 ∀k ∈ K, (2.107)

0 < η̂k, ĝH
k ĝk = 1 ∀k ∈ K. (2.108)

11There must exist a cluster point, denoted by {ŵ}K, of
{

{w(i)}K
}∞

i=1
due to the compactness of the set

of {w}K, and the limit of
{

{g(i)}K
}∞

i=1
can be expressed as Ξ ({ŵ}K) because Ξ(·) is a continuous

function.
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Combining the KKT conditions (2.104a)-(2.104d) of Problem (2.58) and (2.107)-
(2.108) of Problem (2.63) and comparing with the KKT conditions (2.103a)-(2.103f), we
have that

(
R̂, {ŵ}K, {ĝ}K

)
associated with the lagrange multipliers ({μ̂k > 0, ζ̂k, η̂k}K

satisfy the KKT conditions of Problem (2.56), i.e., (2.103a)-(2.103f). It implies that(
R̂, {ŵ}K, {ĝ}K

)
is a stationary solution to Problem (2.56).
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Chapter 3

Interference Alignment under Limited
Feedback

In this chapter, we consider a more general interference network – a MIMO-IMAC,
which is well matched to the uplink scenario of MIMO cellular system. IA is a promis-
ing technique to efficiently mitigate interference and to enhance the capacity of a wireless
communication network. This chapter develops a framework of IA for a MIMO-IMAC
with the following properties of low complexity, distributed implementation, different
backhaul overhead and limited feedback. This chapter presents three main contribu-
tions [CZJ14]: 1) a complete study (including some new improvements) of the GIA
with respect to the degrees of freedom (DoF) and optimal linear transceiver design is
performed, which allows for low-complexity without need of iterations and distributed
implementation based on the local perfect CSIR; 2) based on the GIA, the concept of
IA-Cell assignment is introduced. Three IA-Cell assignment algorithms are proposed
for the setup with different backhaul overhead and their DoF and rate performance
are investigated; 3) the performance of the proposed GIA algorithms is studied under
the limited feedback of IA precoders to MSs. To enable efficient feedback, a dynamic
feedback bit allocation (DBA) problem is formulated and solved optimally.

Following the three main contributions, this chapter is organized as follows. First, we
introduce the system model of a MIMO-IMAC in Chapter 3.1. The study of the GIA
in terms of DoF feasibility conditions and the linear transceiver design is provided in
Chapter 3.2. In Chapter 3.3, the IA-Cell assignment problem is addressed and solved.
The limited feedback scenario is considered in Chapter 3.4. In Chapter 3.5, we ana-
lyze potential implementation, backhaul overhead and complexity of the proposed GIA
algorithm with optimized IA-Cell assignment and under limited feedback. The numeri-
cal results in Chapter 3.6 show the effectiveness of the proposed GIA framework under
unlimited and limited feedback.
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3.1 System Model

Figure 3.1: A three-cell MIMO-IMAC model where two MSs in each cell. In this exam-
ple, MS (1, 1) tries to convey data information to BS 1 while suffering from
both the IUI and ICI.

Consider a MIMO cellular environment with K cells. In each cell, a central BS simul-
taneously serves L MSs in its own cell, where each BS and each MS are equipped with
NB and NU antennas, respectively. The K cells form a coordinated cluster and operate
over the same time-frequency resource, while the introduced IUI and ICI in return cor-
rupt the received desired signal and limit the detection efficiency or transmission rate.
Thus, interference management is required.

This chapter focuses on the uplink scenario, where the setup is modeled as a MIMO-
IMAC (K, L, NB, NU , ds). A MIMO-IMAC example with K = 3 and L = 2 is shown in
Figure 3.1. Each MS i in cell k, denoted by MS (i, k), transmits ds symbols xi,k ∈ Cds×1

with E[xi,kxH
i,k] = Ids to its corresponding BS k. The symbol vector xi,k is precoded

by a linear precoder V i,k ∈ CNU ×ds subject to Tr(V H
i,kV i,k) ≤ Pi,k where Pi,k is the

transmit power budget.
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We assume that the local CSIR is perfectly estimated at each BS based on uplink
pilot signals (e.g., [?]). The received signal at BS k for MS (i, k) is expressed as

yi,k = Hk
i,kV i,kxi,k︸ ︷︷ ︸

desired signal

+
L∑

j=1,j �=i

Hk
j,kV j,kxj,k︸ ︷︷ ︸

IUI

+
K∑

�=1,��=k

L∑
m=1

Hk
m,�V m,�xm,�︸ ︷︷ ︸

ICI

+nk, (3.1)

where H�
i,k denotes the channel matrix from MS (i, k) to BS � and is modeled as√

η�
i,kH

�
i,k, where η�

i,k denotes the effect of path-loss, and H
�
i,k ∈ CNB×NU is a Rayleigh

fading channel matrix. Each channel is assumed to be quasi-static and frequency flat
fading. nk ∈ CNB×1 is the additive white Gaussian noise vector with zero mean and
variance σ2

kINB
.

With the linear single-user decoding scheme, the received signal vector yi,k for MS
(i, k) can be decoded as x̂i,k = UH

i,kyi,k by the decoder U i,k ∈ CNB×ds . In order to make
efficient detection of the desired signal, the desired signal should be linearly independent
of the interference, i.e., the following conditions need to be satisfied:

UH
i,kHk

j,kV j,k = 0, ∀j �= i (3.2a)

UH
i,kHk

m,�V m,� = 0, ∀� �= k, ∀m (3.2b)

rank(UH
i,kHk

i,kV i,k) = ds, ∀i, k, (3.2c)

where (3.2a) and (3.2b) enable the mitigation of IUI and ICI, respectively, and (3.2c)
guarantees the transmission of ds data streams per MS. Then, the achievable rate for
MS (i, k) is

Ri,k = log det(Ids +
1
σ2

k

UH
i,kHk

i,kV i,kV H
i,kHk,H

i,k U i,k), (3.3)

where log det(·) denotes the operation of log2(det(·)).
For the conditions (3.2a)-(3.2c) to be fulfilled in the system (K, L, NB, NU , ds), any

MS (i, k) needs to satisfy

UH
i,k

[
{Hk

j,kV j,k}L
j=1,j �=i, {F k

� }K
�=1,��=k

]
� UH

i,kF i,k = 0 (3.4)

where F i,k ∈ CNB×(KL−1)ds denotes the interference matrix.
Sufficient and Necessary Conditions for (3.4): (3.4) is fulfilled if and only if NB ≥

rank(F i,k)+ds such that BS k could provide at least a rank(F i,k)-dimensional subspace
to nullify all the interference to MS (i, k) and simultaneously guarantee ds DoF per MS.

Due to rank(F i,k) ≤ (KL − 1)ds, it is sufficient to fulfill (3.4) by only exploiting
the ZF decoding if NB ≥ KLds. In general, we have rank(F i,k) = (KL − 1)ds if
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there is no restrictions on the transmission through Rayleigh fading channels. In this
paper, we study the interference cancellation in a non-trivial case ((K − 1)L + 1)ds ≤
NB < KLds where the sole ZF decoding fails and IA is required. Instead of developing
iterative IA algorithms, we study the problem of low-complexity IA transceiver design,
also considering the problem of IA-Cell assignment and limited feedback.

Definitions: The channel set from MSs in cell k to BS �: H�
k � {H�

i,k}L
i=1. The

local CSIR of BS �: H� � {H�
k}K

k=1. The interference from cell k to cell �: F �
k �

[H�
1,kV 1,k, . . . , H�

L,kV L,k] ∈ CNB×Lds . The IUI of MS (i, k): F IUI
i,k � [{Hk

j,k}L
j=1,j �=i] ∈

CNB×(L−1)ds .

3.2 Interference Alignment and Cancellation

In this section, we develop a restriction-relaxation two-stage algorithm based on the
GIA method proposed in [SLL+11, TL13] to determine the optimal IA transceiver in
closed-form.

3.2.1 Feasible Conditions for the GIA

The GIA method in [TL13] is a generalization of the non-iterative grouping scheme
originally proposed in [SLL+11] to completely suppress the interference. The basic idea
of GIA method in [TL13] is to group all the MSs in one cell to generate a joint precoder
aligning their interference to another cell. Let Cell k

IA−→ Cell k′ denote that cell k

aligns its interference to cell k′. The feasible conditions for the GIA method and its
DoF performance are shown in the following proposition.

Proposition 7. For a MIMO-IMAC system (K, L, NB, NU , ds), at least ds DoF per MS
and KLds sum DoF can be achieved by the GIA method if

NU ≥ L − 1
L

NB +
1
L

ds and NB ≥ ((K − 1)L + 1)ds. (3.5)

Proof. Without loss of generality, to fix ideas we consider the following scenario.

Cell 1 IA−→ Cell 2 IA−→ . . .
IA−→ Cell K

IA−→ Cell 1. (3.6)

In particular, the procedure of Cell k
IA−→ Cell k + 1 can be implemented by

F
k+1
k � Span{Hk+1

1,k V 1,k} = Span{Hk+1
2,k V 2,k} = . . . = Span{Hk+1

L,k V L,k}. (3.7)

First, we restrict (3.7) to find those precoding matrices such that

Hk+1
1,k V in

1,k = Hk+1
2,k V in

2,k = . . . = Hk+1
L,k V in

L,k. (3.8)
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By this restriction stage, {V in
i,k}L

i=1 in (3.8) is sufficient but not necessary to (3.7). We
equivalently rewrite (3.8) as

⎡⎢⎢⎢⎣
Hk+1

1,k −Hk+1
2,k 0 · · · 0

...
...

... . . . ...
Hk+1

1,k 0 0 · · · −Hk+1
L,k

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣

V in
1,k

V in
2,k
...

V in
L,k

⎤⎥⎥⎥⎥⎥⎥⎦ � Ak+1
k V in

k = 0 (3.9)

where Ak+1
k ∈ C(L−1)NB×LNU and V in

k ∈ CLNU ×ds . To fulfill (3.9), the joint IA precoder
V in

k should lie in the null space of Ak+1
k , which requires LNU ≥ (L − 1)NB + ds such

that Ak+1
k has a at least ds-dimensional null space.

By (3.9), the original Lds-dimensional interference subspace F k+1
k is aligned to a ds-

dimensional subspace F
k+1
k because (3.7) holds, while the interference F �

k ∀� �= k, k + 1
is still with Lds dimensions. Under the assignment of (3.6), it is sufficient for each
BS k to remove the complete interference for user (i, k) by the ZF decoding if NB ≥
((K − 1)L + 1)ds.

Given an IA-Cell assignment, the joint IA precoder V in
k for the MSs within each cell k

can be determined. Let
−→
V i,k � T iV k(V H

k T H
i T iV k)−1 be the precoder pattern in (3.13)

where
−→
V H

i,k

−→
V i,k = Ids . In order to implement a closed-loop transmission,

−→
V i,k needs

to be fed back to MS (i, k). Since feedback links are usually capacity-limited, subspace
quantization is employed to reduce overhead. A subspace matrix is mapped to an index
in a predefined codebook. However, the feedback of an index results in the residual
interference, since the interference cannot be perfectly aligned due to the quantization
distortion. Therefore, the problem of DBA to minimize sum-cluster RINR is of interest.

Remark 9. By the feasible conditions (3.5) in Proposition 7, we gain the following
insights on system design.

1) Given (K, L, NB, NU ), each MS achieves at most min(LNU −(L−1)NB, NB
(K−1)L+1)

DoF;

2) Given (K, L, NB, ds), each MS needs at least ((L − 1)(K − 1) + 1)ds antennas to
guarantee its ds DoF;

3) Given (K, NB, NU , ds), each cell serves at most min( NB−ds
NB−NU

, NB−ds

(K−1)ds
) MSs;

4) Given (L, NB, NU , ds), at most NB−ds
Lds

+ 1 cells can be scheduled to form a cluster
with the sum DoF of KLds if NU ≥ L−1

L NB + 1
Lds.

If the inequalities in both feasible conditions (3.5) become equalities, the required num-
ber of BS and MS antennas are the smallest.
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3.2.2 Transceiver Optimization for the GIA

As in [TL13,GC14], we hereafter focus on the worst-case that NB = ((K − 1)L + 1)ds

and NU = �L−1
L NB + 1

Lds�. In this case, the optimal GIA transceiver are computed in
closed-form.

Proposition 8. Let us define

T i � [0NU ×(i−1)NU
, INU

, 0NU ×(L−i)NU
] (3.10)

V in
k =

(
Ak+1,H

k

)⊥
(3.11)

F IA,k−1
i,k �

[
F IUI

i,k ,
{

F k
�

}K

�=1,��=k,k−1
, F

k
k−1

]
. (3.12)

Considering (3.6) and the uniform power allocation policy, the achievable rate of each
MS (i, k) in (3.3) is maximized by the optimal transceiver

V i,k =

√
Pi,k

ds
T iV

in
k (V in,H

k T H
i T iV

in
k )− 1

2 (3.13)

U i,k =
(
F IA,k−1

i,k

)⊥
. (3.14)

Proof. Without loss of generality, we consider the scenario (3.6). First, since V in
k lies

in the null space of Ak+1
k to fulfill (3.9). Based on the fact Span(V in

i,kX) = Span(V in
i,k)

where X ∈ Cds×ds is an arbitrary full-rank matrix, the IA precoder for each MS (i, k)
is defined as

V i,k � V in
i,kV out

i,k = T iV
in
k V out

i,k (3.15)

where T i is a selection matrix defined in (3.10) and V in
k is an inner precoder defined in

(3.11), and V out
i,k ∈ Cds×ds is an outer precoder subject to the transmit power constraint

Tr(V out,H
i,k V in,H

i,k V in
i,kV out

i,k ) ≤ Pi,k, which is used to relax the restriction from (3.7) to
(3.8) and this relaxation is tight. The optimal precoder V i,k can be determined by
further optimizing V out

i,k .
Also due to Span(Hk

j,�V
in
j,�V

out
j,� ) = Span(Hk

j,�V
in
j,�), it is sufficient to design the ZF

decoder U i,k only based on V in
j,� but without knowledge of V out

j,� . The ZF decoder for
MS (i, k) can be designed by

U i,k � U in
i,kU out

i,k =
(
F IA,k−1

i,k

)⊥
U out

i,k , (3.16)

where F IA,k−1
i,k defined in (3.12) is a NB × ((K − 1)L + 1)ds interference matrix with

the aligned interference from cell k − 1. U in
i,k serves as an inner decoder to nullify

interference, and U out
i,k ∈ Cds×ds is an outer decoding matrix with U out,H

i,k U out
i,k = Ids .
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With the IA transceiver in form of (3.15) and (3.16), the achievable rate of each MS
(i, k) becomes1

RIA
i,k = log det

(
Ids +

1
σ2

k

H̃
k

i,kV out
i,k V out,H

i,k H̃
k,H

i,k

)
, (3.17)

where H̃
k

i,k denotes the effective channel from (i, k) to BS k

H̃
k

i,k � U in,H
i,k Hk

i,kT iV
in
k , (3.18)

and with the constraints Tr(V out,H
i,k V in,H

i,k V in
i,kV out

i,k ) ≤ Pi,k. Under the assumption of
equal transmit power allocation with practical considerations2, maximization of RIA

i,k

yields the maximum rate log det
(

Ids + Pi,k

σ2
k

ds
H̃

k

i,k(V in,H
i,k V in

i,k)−1H̃
k,H

i,k

)
by the optimal

solution V out
i,k =

√
Pi,k

ds
(V in,H

i,k V in
i,k)− 1

2 , thereby (3.13) and (3.14).

The improvements of the derived results with respect to previous works on the GIA
[SLL+11,TL13] are two-fold.

• Lower complexity: the complexity of the GIA mainly depends on the singular-
value decomposition (SVD) of K matrices {Ak+1

k }. By the new formulation (3.9),
our GIA takes KO((L − 1)2LN2

BNU ) arithmetic operations, since each Ak+1
k is

a (L − 1)NB × LNU matrix. In contrast, [TL13, Eq. (27)] (same as [SLL+11])
and [TL13, Eq. (12)-(13), (15)] have the complexity of KO(L2N2

B(LNU +NB)) or
K
(
LO(N3

B + N2
BNU ) + 2(L + log2(L))O(2N2

BNU )
)
, respectively. It follows that

the complexity of our GIA by (3.9) is always lower than [TL13, Eq. (27)] and also
lower than that by [TL13, Eq. (12)-(13), (15)] when L ≤ 3.3

• Optimality/tightness of the restriction-relaxation: the procedure of the restriction
from (3.7) to (3.8) combined with the relaxation by introducing the outer precoder
and decoder, subject to Tr(V out,H

i,k V in,H
i,k V in

i,kV out
i,k ) ≤ Pi,k and U out

i,k being a unitary
matrix, into the definitions (3.15) and (3.16) is tight. This property guarantees the
optimality of linear transceiver design by the restriction-relaxation method, which

1The rate RIA
i,k is independent of the unitary matrix Uout

i,k .
2Instead of the optimal water-filling based power allocation across the data streams, the uniform power

allocation policy is adopted because of the following reasons: 1) it is known to be asymptotically
optimal for large SNR [RJ08], 2) it guarantees the transmission of ds data streams per MS (i.e.,
condition (3.2c)), 3) it has lower complexity compared with water-filling process and 4) it is not
necessary to feed back the outer precoders to MSs.

3The computation of the left singular-space and the singular values of a M × N matrix where M < N

is 4NM2 + 8M3 arithmetic operations [TU ]. Based on this the complexity comparison with [TL13]
is done.
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does not hold in the work [TL13] where the constraints Tr(V out,H
i,k V out

i,k ) ≤ Pi,k

and the DPC scheme are adopted.

Remark 10. The GIA as a non-iterative algorithm determines the IA transceiver in a
distributed way and with low complexity. For the distributed implementation, BSs need to
exchange their inner precoders {V in

k }K
k=1 with each other, while the outer precoder V out

k

and the outer decoder U out
k can be designed by each MS (i, k) and BS k independently.

3.3 IA-Cell Assignment: Problems & Solutions

In this section, we introduce the concept of IA-Cell assignment, motivate its importance
for network performance and propose three algorithms for assignment optimization.

3.3.1 IA-Cell Assignment Problems

A. Observation & Motivation

For Cell k
IA−→ Cell k′, we label cell k as the IA-provider for cell k′ and cell k′ as the

IA-receiver from cell k. Clearly, this poses an assignment problem between IA-providers
and IA-receivers – how should we select the IA-receiver (or IA-provider) corresponding
to a given IA-provider (or IA-receiver)? From the perspective of spatial resources,
a cell will waste part of its transmit spatial resources if it aligns its interference to
other cells because of the IA constraint. On the other hand, a cell can save its receive
spatial resource if it receives the aligned interference from other cells. Thus, providing
IA and receiving IA can be considered as the cost and gains, respectively. In order
to gain mutual benefits, it is expected that each cell in a coordinated cluster should
simultaneously serve as an IA-provider and IA-receiver (i.e., gains with cost), because
it is fair and motivated for multiple cells to coordinate with each other voluntarily,
which allows for distributed implementations and self-organization. The mapping of K

potential aligned interference to K cells in a coordinated cluster can be formulated as an
IA-Cell assignment problem. Now, two questions arise: Q1 – How many possible IA-Cell
assignments exist in a K-cell cluster? Q2 – How to find a good IA-Cell assignment?

B. Effect of Assignment on DoF

We first give the definitions regarding the IA-Cell assignment.

Definition 2. (Coordinated Cell and Lone Cell) If a cell receives the aligned interference
from other cells and it also aligns its own interference to others, this cell is called a
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coordinated cell; Otherwise, a cell is called a lone cell if it does not receive an IA from
others and also it has no incentive to and will not provide its IA to others.

Definition 3. (Strict/Weak IA-Cell Assignment) The assignment is called a strict IA-
Cell assignment if each cell is a coordinated cell, e.g., the example in (3.6). Otherwise,
we have a weak IA-Cell assignment.

For the considered system (K, L, NU , NB), maximum DoF can be achieved only under
the strict IA-Cell assignment, which can be easily proved by contradiction. Otherwise,
the lone cell has to reduce its transmit data streams because it receives (K − 1)Lds-
dimensional interference and thus its desired Lds DoF cannot be supported by NB =
(K − 1)Lds + ds receive antennas. Under a weak IA-Cell assignment, the lone cell has
only ds DoF, while other coordinated cells are with Lds DoF per cell. For instance, the
system (K, L, NU , NB) = (3, 2, 6, 10) can achieve 12 sum DoF (4 DoF per cell) under a
strict IA-Cell assignment, while only 10 sum DoF is achieved when there exists a lone
cell (4 DoF per coordinated cell and 2 DoF of the lone cell). Therefore, a lone cell is
suboptimal as far as either the sum DoF or fairness is concerned. Thus, the focus will
be on strict IA-Cell from now on.

The question Q1 is answered by the following lemma.

Lemma 3. A K-cell IA-Cell assignment problem where K ≥ 3 has K!
∑K

k=0
(−1)k

k! − 1
strict IA-Cell assignments in total.

Proof. Let us label K cells with the index sequence 1, 2, . . . , K. Under a strict IA-Cell
assignment, each cell simultaneously serves as an IA-provider and IA-receiver and both
for other cells. Therefore, the index sequence of K IA-providers or IA-receivers of the
K cells in the sequence of 1, 2, . . . , K should not share the same index at a common
position. It can be formulated as a well-known derangement problem: determine the
permutations of the K elements of a set such that none of the elements appear in their
original positions, which has K!

∑K
k=0

(−1)k

k! derangements [Has03]. Therefore, there are
K!
∑K

k=0
(−1)k

k! − 1 strict IA-Cell assignment for a given K cells.

According to the result in Lemma 3, there exist two strict IA-Cell assignment in total
for a K = 3 cells IA-Cell assignment problem, which are illustrated in the following
Figure 3.2.

Corollary 1. Under different strict IA-Cell assignments, the system (K, L, NU , NB)
has the same DoF performance.
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(a) (b)

Figure 3.2: Strict IA-Cell assignment examples for K = 3 (two strict IA-Cell assign-
ments in total): (a) The strict IA-Cell assignment: Cell 1 IA−→ Cell 2 IA−→
Cell 3 IA−→ Cell 1; (b) The strict IA-Cell assignment: Cell 1 IA−→ Cell 3 IA−→
Cell 2 IA−→ Cell 1.

Proof. Under an arbitrary strict IA-Cell assignment, the dimension of the space spanned
by the interference to and from each BS is the same. Therefore, Corollary 1 is concluded
in the homogeneous system.

C. Effect of Assignment on Rate Performance

Different strict assignments have the same DoF, but they have different rate performance
because the achievable rate (3.17) is determined by the effective channel H̃

k

i,kH̃
k,H

i,k which
highly depends on the IA-Cell assignment because V in

i,k and U in
i,k are thin matrices and

could select multiple possible singular-values (or their combinations) of Hk
i,k in (3.18)

and they are varying with the IA-Cell assignment.

Inspired by (3.18), each cell should have double preferences: the IA-provider pref-
erence and the IA-receiver preference, based on which each cell could find its most
preferred IA-receiver and IA-provider. However, it is not possible to determine the op-
timal preferences before assignment because they are hardly coupled: 1) the preferences
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of one cell depend on other cells’ assignment and 2) the IA-provider preference and
IA-receiver preference of an individual cell depends on each other. Even if the approx-
imate preferences are available, there is still a problem – how to balance the conflicts
of multiple cells when some of them have the same preferred objective. In order to
make the problem solvable and answer question Q2, we consider three scenarios with
different practical constraints (e.g., different backhaul overhead and cooperation levels)
and apply the stable matching and centralized assignment to obtain a stable or optimal
strict IA-Cell assignment for each scenario.

As a desired criterion, the stability of the IA-Cell assignment can be defined as follows.

Definition 4. (Stable Assignment) An IA-Cell assignment is stable if there does not
exist a subset of cells consisting of more than one cell, in which the reassignment of IAs
makes at least one cell better off but none worse off than their current assignment.

3.3.2 One-Sided IA-Cell Matching

In this part, we consider the case when no backhaul overhead is allowed between BSs
before assignment. In this case, each BS determines its assignment only based on its
local CSIR.

A. Preference Generation

Since each BS k only knows its desired channels Hk
k and interference channels {Hk

� }��=k,
it can compute K − 1 potential IA precoders {V in

� (k)}��=k for the K − 1 cells (potential
IA-providers) based on {Hk

� }��=k. Under a strict IA-Cell assignment, each BS has only
one IA-provider, and thus each BS k needs to rank the K − 1 potential IA-providers
by evaluating their corresponding interference subspace {F IA k

� }��=k. However, each BS
cannot construct the complete interference subspace because it does not know the IA
precoders of all cells. Therefore, BS k cannot determine its IA-receiver preference but
its IA-provider preference based on the K − 1 potential aligned interference subspaces.

Let Pp
k with K − 1 elements4 arranged in decreasing order be the IA-provider prefer-

ence list of BS k, i.e.,

Pp
k = arglist max

��=k

L∑
i=1

log det
(

INU
+ (Hk

i,k)HΠ⊥
F

k
�

Hk
i,k

)
. (3.19)

4Each BS has a single incomplete preference list, which excludes itself because it does not desire to
become a lone cell.

99



Chapter 3 Interference Alignment under Limited Feedback

The performance metric in (3.19) is to approximately measure the effect of the potential
aligned interference subspace on the sum rate of cell k without knowledge of its own IA
precoders.

B. Modified Residence Exchange Model based IA-Cell Matching

The one-sided matching is modeled by the stable residence exchange model [Yua96]
in which K families wish to exchange their residences (actually, the right of renting,
not the ownership of the residence) for a variety reasons. Each family has a move-in
preference list consisting of up to K choices with the last choice being its own residence
without change. The stable residence exchange demands that each family owns only
one residence and each residence can only be rented by one family. This allocation
involves a one-to-one matching between K families and K residences. Interpreting
cells as families, IAs as residences, and IA exchange as residence exchange, our IA-Cell
assignment will be well-matched to the stable residence exchange model if its incomplete
preferences can be relaxed by allowing the existence of a lone cell. The only difference
is the stable residence exchange with complete preferences but the IA-Cell assignment
with incomplete preferences excluding itself.

a) Relaxation to Weak IA-Cell Assignment: First, we relax our strict IA-Cell
assignment to the weak IA-Cell assignment by adding itself as the last candidate in the
preference list of each BS. Then, the algorithm originally called the Top Trading Cycle
Method in [SS74] and renamed as the Forward Chaining Algorithm (FCA) in [Yua96]
always generates a unique stable solution for this weak IA-Cell assignment problem.

Before describing the FCA, we first introduce some basic aspects of the FCA. A chain
represents subsequential IA exchange, e.g., Cell k′ IA−→ Cell k

IA−→ Cell k′′ indicates that
cell k receives IA from cell k′ and cell k′′ receives IA from cell k. A cycle represents a
cycle chain. For instance, for the above chain, a cycle chain, denoted by 〈Cell k, Cell k′〉,
is formed and Cell k′′ is left if Cell k

IA−→ Cell k′, or a cycle 〈Cell k′, Cell k, Cell k′′〉 is
formed if Cell k′′ IA−→ Cell k′. Once a cycle is formed, the IA exchange can be arranged
according to the cycle. The basic idea of the FCA is to let each cell sequently choose its
current most preferred until a cycle chain is formed. Each cycle chain is stable because
its members find their current most preferred. The details are shown in [Yua96]. By the
FCA, a stable matching of the K-cell weak IA-Cell assignment can be always obtained.

A waiting list is used to represent all the cells whose IA have not been provided yet,
and an arranged list represents all the cells have been provided IA already. The FCA
in the weak IA-Cell assignment works as follows.

Step 1. At the beginning, all cells are put into the waiting list and the arranged list
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is empty.
Step 2. Starting from one cell arbitrary picked (the order is irrelevant because the

solution is unique [Yua96]) from the waiting list, a chain extends when each preceding
cell in the chain tends to receive IA from a succeeding cell which is the best choice from
its preference list. The chain will continue to grow until the last cell in the chain tends
to receive IA from one already in the chain. In this case, a cycle is formed.

Step 3. The cycle will be removed from the chain and the left cells in the chain remain
in the waiting list. The cells in the cycle will be removed from the waiting list and put
into the arranged list, and they will be also removed from the IA-provider preference
list of all other cells in the waiting list.

Step 4. Repeat Step 2-Step 3 until the waiting list is empty.

Corollary 2. For a K-cell weak IA-Cell assignment, a stable solution always exists and
is unique; The solution generated by the FCA is stable; No cell can be better off by mis-
representing its true preferences, assuming other cells keep their preferences unchanged.
Even when several cells try to collude by misrepresenting their true preferences, it is
impossible to make at least one better off and none worse off among themselves.

Proof. Refer to the references [SS74], [Yua96].

Corollary 3. For a K-cell weak IA-Cell assignment, the stable matching by the FCA
must belong to one of the two types: 1) no cell is lone cell; 2) only one cell is lone cell.

Proof. This corollary can be easily proved by contradiction. Assume that there exist
two lone cells. Since each cell has a complete IA-provider preference list where the cell
itself is the last choice, these two lone cells surely prefer to exchange IA with each other
rather than keep them.

Remark 11. If a stable matching for the weak IA-Cell assignment has no lone cell, this
matching is also stable for the strict IA-Cell assignment. Otherwise, the strict IA-Cell
assignment has no stable matching.

b) "Almost Stable" Matching5 by a Breaking Step: When the stable matching
for the weak IA-Cell assignment has a lone cell, the K − 1 coordinated cells find their
preferred IA-providers and each achieves Lds DoF, but the lone cell with only ds DoF
may reject to join the cluster because its desired Lds DoF cannot be supported. This
in return may degrade the K − 1 coordinated cells’ rate performance due to losing the

5For the assignment problem, if a stable matching does not exist, it is desired to match as many pairs as
possible, i.e., to find a matching with maximum cardinality (so is "as stable as possible") [BMM10].
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Table 3.1: A toy example of 4-cell assignment.

Cell IA-Provider preference (utility)
1st (3) 2nd (2) 3rd (1) 4th (0)

1 3 2 4 1
2 1 3 4 2
3 2 1 4 3
4 1 2 3 4

spectrum or time resource shared by the lone cell. To circumvent this drawback, we
modify the FCA algorithm by allowing the possibility to break a cycle and insert the lone
cell to form a new larger cycle (breaking step) such that each cell achieves Lds DoF. In
this case, an "almost stable" matching always has a better DoF performance than the
matching with a lone cell. Additionally, it may also improve the sum-utility performance,
as shown in the following toy example. In Table 3.1, by adding itself as the last preference
(the forth preference), the original strict IA-Cell assignment is relaxed to a weak IA-
Cell assignment, which yields a stable matching by the FCA: a cycle chain of Cell 1 IA−→
Cell 3 IA−→ Cell 2 IA−→ Cell 1 and Cell 4 IA−→ Cell 4. However, the stable matching does
not exist in the strict IA-Cell assignment due to the existence of the lone cell Cell 4. By
a breaking step, we insert the lone cell Cell 4 into the cycle chain 〈Cell 1, Cell 3, Cell 2〉,
thereby forming an extended cycle Cell 2 IA−→ Cell 4 IA−→ Cell 1 IA−→ Cell 3 IA−→ Cell 2.
This "almost stable" assignment 〈Cell 1, Cell 3, Cell 2, Cell 4〉 with sum utility of 1+3+
3+3 = 10 and 4Lds sum DoF outperforms the original matching 〈Cell 1, Cell 3, Cell 2〉
and 〈Cell 4〉 by the FCA only with the sum utility of 3+3+3+0 = 9 and with (3L+1)ds

DoF.

3.3.3 Two-Sided IA-Cell Matching

In this section, we consider another case when low backhaul overhead is permitted be-
fore assignment. By the GIA, each BS k can compute K − 1 potential inner precoders
{V in

� (k)}��=k for all the other cells based on {Hk
� }��=k, and then BS k reports the poten-

tial inner precoders to the corresponding BSs via backhaul links, e.g., sending V in
k′ (k)

to BS k′.

A. Preferences Generation

In this case, each cell not only knows the potential aligned interference subspace {F
k
� }��=k

(corresponding to the potential IA-providers) but also its potential inner precoders
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{V in
k (k′)}k′ �=k (corresponding to the potential IA-receivers). It is possible for each cell

to compute double preferences for its IA-provider and IA-receiver.
Let Pp

k and Pr
k be the IA-provider preference list and IA-receiver preference list, and

both are incomplete preferences with K − 1 elements. More precisely, Pp
k and Pr

k can
be generated by (3.19) and

Pr
k = arglist max

��=k

L∑
i=1

log det
(
Ids + V H

i,k(�)Hk,H
i,k Hk

i,kV i,k(�)
)

. (3.20)

B. Stable Marriage Model based IA-Cell Matching

In this two-sided IA-Cell matching, each cell hopes to find its most preferred IA-provider
and IA-receiver, respectively. To balance the possible preferences conflicting, the two-
sided matching is required to determine a stable matching. In this case, the problem
is well modeled by the well-known stable marriage matching with unacceptable partners
[GI89] by considering each MS group and BS as a man and a woman (or reversely),
respectively. Based on [GI89, Theorem 1.4.2], the following result holds.

Corollary 4. Consider the strict IA-Cell assignment where MS group k and BS k are
unacceptable to each other. The stable matching may not exist (only one pair of MS
group and BS in a cell is not matched.) but is stable if it exists.

To obtain the stable matching, following the same line of the one-sided matching,
the strict two-sided IA-Cell assignment problem is first relaxed to a weak two-sided
IA-Cell assignment problem. If the strict IA-Cell assignment has a stable matching, it
can be efficiently determined by the basic Gale-Shapley algorithm [GS62]. Otherwise,
an "almost stable" matching can be obtained by a further breaking step.

We remark that an assignment by either the one-sided or two-sided stable matching
scheme does not necessarily maximize the sum-cluster rate or the single-cell rate, since
the goal in distributed assignment is to find a stable matching if it exists. Otherwise,
an almost stable matching if it does not exist.

3.3.4 Centralized IA-Cell Assignment

Now we consider the case when there exists a central authority6 and high backhaul
overhead is permitted. Without loss of generality, we assume BS k serves as the cluster
head and performs the assignment for all cells. Each BS k′, ∀k′ �= k sends the K − 1

6In the case of cellular networks this authority could be either a central controller (e.g., the Cloud-
RAN) or a BS who serves as the cluster head and does the centralized optimization for the network.
In particular, the cluster head could be a fixed one or a rotating one.
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Algorithm 5 Basic Gale-Shapley algorithm [GS62] for two-sided IA-Cell assignment
Input: K cells, complete preference, low backhaul overhead.
Output: a stable K-cell IA-Cell matching.

40 while some MS group k is available do
41 Assume BS � be the first one in Prec

k to whom MS group k has not yet asked;
42 if BS � is free then
43 assign BS � as the IA-receiver for MS group k;

44 else
45 if BS � prefers MS group k to its current IA-provider k′ then
46 assign BS � as the IA-receiver for MS group k and MS group k′ becomes

available;

47 else
48 BS � rejects MS group k and MS group k remains available.

potential IA precoders {V �(k′)}��=k′ and the direct channel matrices Hk′
k′ to BS k. Then,

the optimal assignment for a certain problem, e.g., sum-cluster rate maximization or
minimum single-cell rate maximization, can be determined by BS k by the brute-force
search and based on the collected information. Afterwards, BS k releases the assignment
result to the cluster members. Also note that this optimal assignment is not guaranteed
to be stable.

Remark 12. From Lemma 3, there are few derangements for the cluster with a small
number of cells, e.g., 2 derangements for K = 3 and 8 derangements for K = 4. In
this case, the brute-force search is a reasonable approach. However, as K increases, the
number of derangements increases significantly, e.g., 264 derangements for K = 6, and
the resulting backhaul overhead and the computational load become too large.

3.4 Limited Feedback: Dynamic Feedback Bit Allocation

Given an IA-Cell assignment, each BS k obtains from its IA-provider its own IA pre-
coder V in

k . Let
−→
V i,k � T iV k(V H

k T H
i T iV k)−1 be the precoder pattern in (3.13) where

−→
V H

i,k

−→
V i,k = Ids . In order to implement a closed-loop transmission,

−→
V i,k needs to be

fed back to MS (i, k). Since feedback links are usually capacity-limited, subspace quan-
tization is employed to reduce overhead. A subspace matrix is mapped to an index
in a predefined codebook. However, the feedback of an index results in the residual
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interference, since the interference not be perfectly aligned because of the existence of
quantization distortion. Therefore, the problem of DBA to minimize sum-cluster RINR
is of interest.

3.4.1 Grassmannian subspace quantization

Due to
−→
V H

i,k

−→
V i,k = Ids , ∀i, k, subspace quantization can be applied to quantize the

precoder patterns. Here, we give a subspace quantization example of a subspace matrix
V ∈ CM×N where M > N by B feedback bits. Assume that both the BS and MS know
the common codebook C, i.e.,

C = {Cn ∈ CM×N : CH
n Cn = IN , n = 1, . . . , 2B}, (3.21)

which can be generated and stored offline. The quantized subspace is determined as the
closest codeword in C by measuring the chordal distance

V̂ � arg min
Cn∈C

d2
c(Cn, V )

= arg min
Cn∈C

M − Tr(CnCH
n V V H). (3.22)

The considered quantization is well-known as Grassmannian quantization on the Grass-
mann manifold G(M, N), defined as the set of the N -dimensional subspaces in the
M -dimensional complex Euclidean space. The optimal Grassmann codebook C is de-
signed based on the Grassmannian subspace packing: to find 2B subspace matrices on
G(M, N) by maximizing the minimum pairwise subspace distance. However, it is chal-
lenging to generate an optimal Grassmann codebook, which has attracted many research
efforts [LH05,AG07,SJW09,MD14] and references therein.

Lemma 4. (Quantized Subspace Characterization) The quantization V̂ ∈ CM×N of the
subspace V ∈ CM×N based on the subspace quantization can be characterized as

V̂ = V RΓ1/2GH + V ⊥S(IN − Γ)1/2GH (3.23)

where V ⊥ ∈ CM×(M−N) spans the null space of V , and Γ � diag{α1, . . . , αN } where
αj ∈ [0, 1] and ∑N

j=1 αj = N − d2
c(V̂ , V ), and R ∈ CN×N , G ∈ CN×N and S ∈

C(M−N)×N satisfy RHR = GHG = SHS = IN .

Proof. Refer to Proof 3.8.2.

Remark 13. Since popular performance metrics, such as transmit power, minimum
square error (MSE) and achievable rate, are functions of V̂ V̂

H , the quantization char-
acterization in (3.23) can be further simplified to

V̂ = V RΓ1/2 + V ⊥S(IN − Γ)1/2, (3.24)

105



Chapter 3 Interference Alignment under Limited Feedback

because V̂ V̂
H is independent of the unitary matrix G in (3.23). This quantized subspace

characterization in (3.24) is more efficient than that in [RJ08, Lemma 1] where Γ1/2

is an upper triangular matrix derived based on QR decomposition instead of a diagonal
matrix as in our formulation.

The quantization distortion in the Grassmannian subspace quantization problem
(3.22) is defined by d2

c(V̂ , V ), and its upper bound is derived in [DLR08] as

d2
c(V̂ , V ) ≤ c(M, N)2− B

N(M−N) , (3.25)

where c(M, N) is a function of M and N as specified in [DLR08, Eqs. (8) and (11)] by
omitting the O(1) term in [DLR08, Eq. (11)].

3.4.2 Dynamic IA Precoders Quantization and Feedback

By the Grassmannian subspace quantization in (3.22), each subspace matrix
−→
V i,k can

be expressed by an index, which will be sent to MS (i, k) through the limited feedback
link. Let Bi,k denote the feedback bit for

−→
V i,k subject to a sum feedback bits constraint∑K

k=1
∑L

i=1 Bi,k ≤ B.
Consider an IA-Cell assignment Cell k′ IA−→ Cell k. After subspace quantization and

feedback of {−→
V i,k′}L

i=1, the interference from cell k′ to cell k with the quantized precoder
pattern {V̂ i,k′}L

i=1, denoted by F̂
k
k′ , cannot be perfectly aligned into a ds-dimensional

subspace. The imperfectly aligned interference spreads into a higher dimensional sub-
space, which cannot be completely removed by the ZF decoding. Thus, residual inter-
ference exists.

The RINR from cell k′ to cell k is defined as

Ik
k′ �

L∑
i=1

Pi,k

dsσ2
k

Tr(Û
H

i,kHk
i,k′V̂ i,k′V̂

H

i,k′H
k,H
i,k′ Û i,k), (3.26)

where the decoder Û i,k is designed as

Û i,k �
([

F̂
IUI
j,k ,

{
F̂

k
�

}K

�=1,��=k′
, Hk

i,k′V in
i,k′
])⊥

, (3.27)

by which the interference from other cells � �= k′ (not the IA-provider of cell k) can be
removed at BS k.

Proposition 9. Let Ik denote the RINR at BS k. Without loss of generality, we
consider the IA-Cell assignment Cell �

IA−→ Cell k. Ik is upper bounded by

Ik ≤ Ik � c(NU , ds)
L∑

i=1

Pi,�

σ2
kds

λ1(Ωk
i,�)2

− Bi,�
ds(NU −ds) , (3.28)
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where

Ωk
i,� �

(
V in,⊥

i,�

)H
Hk,H

i,� Π⊥
Hk

1,�V in
1,�

Hk
i,�V

in,⊥
i,� . (3.29)

Proof. Refer to Proof 3.8.1.

In order to efficiently exploit the limited feedback bits, it is desired to allocate the
feedback bit to reduce the residual interference. Therefore, a dynamic feedback bit
allocation problem is studied.

3.4.3 Dynamic Feedback Bit Allocation for Precoders

In this section, a DBA algorithm is studied to minimize the upper bound on the sum-
cluster RINR.

min
{{Bi,k}L

i=1}K
k=1

K∑
k=1

Ik

s.t.
K∑

k=1

L∑
i=1

Bi,k ≤ B; ∀Bi,k ∈ N+
0

(3.30)

where Ik is given in (3.28). Observe that Problem (3.30) is a jointly convex problem
of {Bi,k} when the non-negative integer constraint is relaxed and yields the following
solutions.

Proposition 10. (Bit Allocation Solution) Let us define

a � arglist max
∀i;∀k

{{log2(λ1(Ωk+1
i,k ))}L

i=1}K
k=1. (3.31)

Given an arbitrary B, the number of active MSs whose allocated feedback bit is positive
can be determined by checking

Na∑
n=1

a(n)−Naa(Na) ≤ B

ds(NU − ds)
≤

Na∑
n=1

a(n) − Naa(Na + 1), (3.32)

where Na ∈ {1, . . . , KL} denotes the number of active MSs. After determining Na, the
optimal solution for the Na active MSs in Problem (3.30) is given in closed-form by

B�
i,k =

[
ds(NU − ds)

(
log2(λ1(Ωk+1

i,k )) − 1
Na

Na∑
n=1

a(n) +
B

Nads(NU − ds)

)]
int

. (3.33)

And no feedback bits is allocated to those inactive MSs.

Proof. The Lagrangian function with multiplier μ for Problem (3.30) can be formulated
as

L({{Bi,k}L
i=1}K

k=1, μ) =
K∑

k=1

L∑
i=1

λ1(Ωk+1
i,k )2− Bi,k

ds(NU −ds) + μ
( K∑

k=1

L∑
i=1

Bi,k − B
)
. (3.34)
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With the definition ζ � ds(NU −ds)
ln 2 μ, the KKT conditions are

∂L
∂Bk

= −λ1(Ωk+1
i,k )2− Bi,k

ds(NU −ds) + ζ = 0 (3.35)

∂L
∂ζ

=
K∑

k=1

L∑
i=1

Bi,k − B = 0; ζ > 0, (3.36)

From (3.35)-(3.36), we derive

Bi,k(ζ) = ds(NU − ds)(log2(λ1(Ωk+1
i,k )) − log2(ζ)), (3.37)

where ζ is determined such that
∑K

k=1
∑L

i=1 Bi,k(ζ) = B. Combining that Bi,k is a
nonnegative integer, we have

B�
i,k = [ds(NU − ds)(log2(λ1(Ωk+1

i,k )) − log2(ζ))]+int, (3.38)

where ζ satisfies
∑K

k=1
∑L

i=1 B�
i,k = B.

To obtain the closed-form expression without variable ζ, the water-filling principle
implies that only the active MSs are allocated to the positive feedback bits. If there are
Na active MSs where Na ∈ {1, . . . , KL}, with the definition in (3.31), the water-level
satisfies

a(Na + 1) ≤ log2(ζ) ≤ a(Na). (3.39)

In the case of (3.39), plugging (3.38) into (3.36) yields

log2(ζ) =
1

Na

Na∑
n=1

a(n) − B

Nads(NU − ds)
. (3.40)

Again plugging (3.40) into (3.37) yelids (3.33) under the condition (3.32) that is obtained
by combining (3.40) and (3.39). There are KL cases, i.e., n ∈ {1, . . . , KL}. Given a
feedback bit budget B, we can determine how many and which MSs are active by
checking (3.32) and thus the closed-form bit allocation in (3.33).

3.5 Implementation and Analysis

In this section, the proposed algorithm is analyzed in the following aspects: 1) imple-
mentation, 2) required overhead and 3) complexity.
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3.5.1 Implementation

The outline of the implementation of the proposed algorithm is shown as follows, where
each step could be a time slot in system operation.

• Step 1. (CSIR estimation): Each BS k estimates its local CSIR {Hk
� }K

�=1

based on orthogonal uplink pilot signals;

• Step 2. (IA percoder computation): Each BS k employs the GIA method to
compute K − 1 potential IA precoders {V in

� (k)}K
�=1,��=k for K − 1 cells based on

{Hk
� }K

�=1,��=k;

• Step 3. (IA-Cell assignment):

– With no Backhaul Overhead Before Assignment (Distributed): Based on
only the local CSIR, each BS k computes K − 1 possible IA strategies
{V in

� (k)}K
�=1,��=k for K − 1 potential IA-providers. One-sided matching is

implemented based on {V in
� (k)}K

�=1,��=k;

– With low Backhaul Overhead Before Assignment (Distributed): Each BS k

not only computes K − 1 possible IA strategies {V in
� (k)}K

�=1,��=k based on
its local CSIR, but also reports its computed {V in

� (k)}K
�=1,��=k to the K − 1

corresponding BSs. Based on the collected possible IA precoders and its local
CSIR, two-sided matching is implemented;

– With high Backhaul Overhead Before Assignment (Centralized): Assume that
BS k is the cluster head. Each BS k′ �= k reports its computed {V in

� (k′)}K
�=1,��=k′

and its direct channels Hk
k′ to the cluster head BS k via backhaul links. Based

on the collected informations, BS k finds the optimal assignment for an ar-
bitrary problem by the brute force search and then tells the assignment to
BSs;

• Step 4. (DBA): After assignment, each BS k sends the perfect IA precoder to its
IA-receiver via backhaul links. Then, each BS k needs to feed back its IA precoder
V in

i,k to each MS (i, k) (broadcast feedback). In order to enable efficient feedback
of {{−→

V i,k}L
i=1}K

k=1, the DBA is optimized by minimizing the sum RINR and yields
the solution {{Bi,k}L

i=1}K
k=1 for the quantization of KL precoder patterns;

• Step 5. (Quantization under limited feedback): Each BS k quantizes the
precoder patterns {−→

V i,k}L
i=1 to {V̂ i,k}L

i=1 by Grassmannian subspace codebooks
with size {2Bi,k}L

i=1 and broadcasts the indexes to its MSs;
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Table 3.2: Total backhaul overhead of K cells.
Algorithms Before assignment Assignment After assignment
One-sided 0 4(K + (NC − 1)) bit KLNU ds cc +(K − 1)B bit
Two-sided K(K − 1)LNU ds cc 4[K, K2 − K + 1] bit (K − 1)B bit
Centralized (K−1)2LNU ds+

(K−1)LNU NB
cc 0 (K − 1)LNU ds cc +(K − 1)B bit

Fixed 0 – KLNU ds cc

1) "cc" denotes the unit of a complex coefficient. 2) Each ask is responsed during the assignment.

• Step 6. Data Transmission in the Uplink: Each MS (i, k) selects one code-
word in the codebook as its precoder pattern

−→
V i,k based on its received index.

MS (i, k) transmits a ds × 1 data by the precoder
√

Pi,k

ds

−→
V i,k to BS k, which will

be decoded by Û i,k in (3.27).

3.5.2 Backhaul overhead

Considering the different IA-Cell assignment schemes, their required backhaul over-
head (excluding the feedback overhead) are summarized in Table 3.2, where "One-
sided"/"Two-sided"/"Centralized"/"Fixed" denotes the IA-Cell assignment by the one-
sided/two-sided/centralized/fixed matching.

During the IA-Cell assignment by the one/two-sided matching, if BS k′ asks, definitely
accepts, temporarily accepts or definitely rejects BS k, it will send "01", "11", "10" or
"00" to BS k, respectively, each of which can be conveyed into a QPSK symbol. In
particular, the one-sided matching by the FCA takes K + (NC − 1) steps where NC

denotes the number of cycle chains, and each step has one ask. while the two-sided
matching takes [1, K] rounds by allowing K cells to propose simultaneously. The two-
sided matching by the Basic Gale-Shapley algorithm [GS62] takes [K, K(K − 1) + 1]
proposals. Consequently, the total overhead of the two/one-sided matching during the
assignment are 4[K, K(K − 1) + 1], which also includes the amount of the response
for each proposal. After assignment by the one-sided matching, each BS needs to send
an explicit inner precoder to its corresponding IA-provider via backhaul links, while
it is not necessary for the two-sided matching because it has been already exchanged
before assignment. After the quantization of the precoder patterns, each BS needs to
exchange the corresponding indexes with others, based on which a new ZF decoder can
be designed. For the centralized assignment, we assume cell k′ serves as the cluster
head. BS k′ first collects the information from all other cells before assignment, and
tells cell ∀k, k �= k′ the label of its IA-provider after doing the assignment. The resulting
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total backhaul overhead for these approaches is reported in Table 3.2.

3.5.3 Complexity

The complexity of the proposed GIA algorithm with three matching approaches are
shown and compared as follows.

As shown in Chapter 3.2, the complexity of computing K IA precoders by the GIA
is KO((L − 1)2LN2

BNU ).

For the one-sided matching, the complexity mainly depends on the preference genera-
tion as (3.19). The generation of K ranked preference lists takes K(K−1)L(O(NBNU ds)+
2L(O(NU N2

B) + O(N3
U )) + 2O(NBd2

s) + 2O(d3
s) + KO(K)) arithmetic operations. The

FCA with K + (NC − 1) steps has the complexity O(K) where NC denotes the number
of cycle chains. For the two-sided matching, besides generating (3.19) with the same
complexity as the one-sided matching, the generation of K ranked preference lists as
(3.20) requires K(K − 1)L

(O(2N2
U ds) + O(NU NBds) + 2(O(d3

s)
)

+ KO(K) arithmetic
operations. The complexity of the Basic Gale-Shapley algorithm with at most K2−K+1
steps is upper bounded by O(K2). The brute-force search in the centralized assignment
needs to compute K!

∑K
k=0

(−1)k

k! − 1 possible rate performance with the complexity
(K!

∑K
k=0

(−1)k

k! K − 1)(L(O(2N2
U ds) + O(N2

Bds) + (L + 1)O(NBNU ds) + (L + 2)O(d3
s) +

(L + 2)O(NBd2
s))).

Roughly speaking, the one-sided matching, the two-sided matching and the centralized
assignment mainly take K(K − 1)L, 2K(K − 1)L and K!

∑K
k=0

(−1)k

k! − 1 "rate-like"
computations7 , respectively. Figure 3.3 shows the gross complexity of these three
algorithms over the number of cells. It implies that the centralized assignment is a
reasonable approach with a comparable complexity as the distributed algorithms if
K ≤ 4. Instead, when K ≥ 5 distributed algorithms are preferable from the perspective
of complexity.

3.6 Illustrations & Discussions

In this section, the performance of the GIA with optimized IA-Cell assignment under
both the unlimited and limited feedback is evaluated.

7The computation expression is not the actual rate expression, but has the form log det(I +XΠ⊥
Y XH).
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Figure 3.3: Complexity comparison of the distributed assignments and the centralized
assignment.

3.6.1 System Model and Performance Metrics

We consider a (K, L, NB, NU , ds) = (4, 2, 14, 8, 2) MIMO-IMAC. The noise power is
normalized to be σ2

k = 1, ∀k, and each MS is set to the same transmit powerPi,k =
P, ∀i, k. Let SNR = 10 log10(P ) denote the transmit SNR. The Rayleigh fading channel
is adopted. The path loss of direct links are normalized to be 1, while the path loss of the
cross links are set to satisfy randomly and uniformly distribution in [0, 1], respectively.8

By treating residual interference as additive noise, we define the throughput under
limited feedback of MS (i, k) as [RRL13]

R̂i,k = ln det
(
Ids +

SNR
ds

(Û
H

i,kHk
i,kV̂ i,k)(Û

H

i,kHk
i,kV̂ i,k)H(Ids + Ci,k)−1

)
, (3.41)

where Ci,k � SNR
ds

∑
(j,�)�=(i,k) Û

H

i,kHk
j,�V̂ j,�(Û

H

i,kHk
j,�V̂ j,�)H denotes the overall residual

interference matrix of the MS (i, k). In the unlimited feedback case, the interference
can be removed completely and (3.41) is the same as (3.3).

To properly measure the performance of the proposed approaches, we consider two
following metrics in the Monte-Carlo simulations,

Rsum � E
( K∑

k=1

L∑
i=1

R̂i,k

)
, and Rmin � E

(
min

k=1,...,K

L∑
i=1

R̂i,k

)
,

8This is to guarantee that interference channels are not stronger than direct channels, since a MS
is usually assigned to the BS who provides it the strongest link. The MS-selection and MS-BS
association can be done based on the uplink CSI available at BSs.
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where R̂i,k is given in (3.41). Rsum and Rmin are the average sum-cluster rate and
the average minimum single-cell rate over different channel realizations to measure the
overall cluster throughput and the fairness of the cluster, respectively.

3.6.2 Performance Comparison with Unlimited Feedback

Under unlimited feedback, the effect of IA-Cell assignment on Rsum and Rmin is evalu-
ated by the following metrics.

• Uppersum and Lowersum (Uppermin and Lowermin) denote the performance achieved
by the best and the worst IA-Cell assignment for sum cluster-rate maximization,
Rsum (minimum cluster-rate maximization, Rmin), respectively, which are deter-
mined by the centralized assignment;

• Two/One/Fixed: Each channel realization is under the IA-Cell assignment by the
two-sided/one-sided/fixed matching in (3.6);

• RB: Each channel realization is with a precoder-decoder pair: (
√

Pi,k

ds
V RB

i,k , UMF
i,k ),

where V RB
i,k is a randomly selected subspace matrix satisfying V RB,H

i,k V RB
i,k = Ids

and UMF
i,k is set as the "matched filter" U i,k = Hk

i,kV i,k(V H
i,kHk,H

i,k Hk
i,kV i,k)− 1

2 ;

• FDMA: Each MS occupies an un-overlapped spectrum in the uplink transmission
(interference free).
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Figure 3.4: Sum-cluster rate comparison under unlimited feedback w.r.t. SNR.
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Figure 3.5: Minimum single-cell rate comparison under unlimited feedback w.r.t. SNR.

Both Figure 3.4 and Figure 3.5 show that a large performance gap exists between
the best IA-Cell assignment and the worst IA-Cell assignment. It implies the IA-Cell
assignment has a significant influence on both the overall throughput and the fairness.
E.g., this performance gap regarding Rsum is as large as 5 dB and that of Rmin is even
larger than 10 dB for high SNR. Compared with the fixed matching, the two-sided and
one-sided matching have a similar performance improvement, i.e., more than 1 dB for
Rsum and more than 5 dB for Rmin. The advantage of the GIA is significant compared
with the random beamforming and FDMA, especially for high SNR.

3.6.3 Performance Comparison under Limited Feedback

Under limited feedback, the proposed DBA is evaluated by comparing with the classical
EBA (plotted in dashed lines in the following figures). The random subspace codebook
is adopted in the quantization.

A. Performance Comparison w.r.t. Feedback Bit

The performance w.r.t. the sum feedback bit budget is evaluated for SNR = 25 dB the
varying sum feedback bit budget B ∈ [100, 500] bit.

Figure 3.6 shows that the sum-cluster rate is increasing with the sum feedback bit
budget for SNR = 25 dB, with an upper bound of the performance under unlimited
feedback in Figure 3.4 and Figure 3.5. The proposed DBA outperforms the EBA in
both the sum cluster-rate in Figure 3.6 and the minimum single-cell rate in Figure 3.7.
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Figure 3.6: Sum-cluster rate comparison under limited feedback w.r.t. SNR.
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Figure 3.7: Minimum single-cell rate comparison under limited feedback w.r.t. SNR.

Compared with the fixed matching with the EBA, the proposed centralized assignment
and the distributed stable matching with the DBA can save around 80 bit and 40 bit,
respectively, to achieve Rsum = 50 bpcu in Figure 3.6, and around 120 bit and 80 bit,
respectively, to achieve Rmin = 10 bpcu in Figure 3.7. Compared with Figure 3.4 and
Figure 3.5, the GIA still significantly outperforms the random beamforming and FDMA
when B ≥ 100 bit. The sum-cluster RINR in 10 log10(

∑K
�=1 Ik

� ) dB is decreasing with
sum feedback bit budget as shown in Figure 3.8. The DBA achieves a lower RINR
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Figure 3.8: Sum-cluster RINR comparison under limited feedback w.r.t. SNR.

compared with the EBA, which implies that the effectiveness of minimizing the upper
bound of sum-cluster RINR in (3.28).

B. Performance Comparison w.r.t. SNR

The proposed algorithms are evaluated by measuring the sum-cluster rate and the single-
cell rate performance w.r.t. SNR for the fixed sum feedback budget B = 300 bit and
B = 500 bit, respectively.

From Figure 3.9 and Figure 3.10, it is observed that the performance with B = 500
bits is much greater than that with B = 300 bits and the performance gap enlarges with
the SNR. E.g., for SNR = 30 dB, the gap of sum-cluster rate and that of the single-cell
rate are as large as around 20 bpcu and 8 bpcu, respectively. From the perspective
of energy consumption, the feedback of B = 500 bits results in a higher complexity
and more feedback energy consumption than the feedback of B = 300 bits, while it
is still attractive when the battery power saving is focused, because MSs are usually
powered by battery and BSs are powered by electric networks, and the more scarce
battery energy can be saved at the cost of the BS energy. E.g., 15 dB uplink power
can be saved by the stable matching to achieve Rsum = 40 bpcu with B = 500 bits
compared with B = 300 bits. Compared to the fixed matching with EBA, the proposed
centralized assignment and stable matching with DBA can reduce by 10 dB and 5 dB
uplink power, respectively, to achieve Rsum = 60 bpcu. Furthermore, this performance
improvement enlarges with SNR.
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3.7 Summary

In this chapter, we provide a framework of the GIA with optimized IA-Cell assignment in
the MIMO-IMAC network under limited feedback. This GIA algorithm enables to com-
pute the closed-form IA precoders only based on the local CSIR at each BS. We propose
the concept of the IA-Cell assignment, show its influence on the rate/DoF performance
and propose three IA-Cell assignment approaches according to different backhaul over-
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head, which is verified by numerical results. For instance, different IA-Cell assignments
achieves significantly different rate performance. The proposed two distributed match-
ing approaches can find a stable matching if it exists, which not only increases the
stability of the multi-cell cluster but also achieves an better rate performance than the
fixed matching. Under limited feedback, the effectiveness of the proposed DBA problem
and its solutions are also verified by numerical results. The performance of the DBA
is better than that by the EBA for the high SNR. With the additional analysis on the
implementations, the required backhaul overhead and the complexity, The three contri-
butions in this chapter jointly provide a comprehensive holistic design of the multi-cell
interfering system under limited feedback.
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3.8 Collection of Proofs

3.8.1 Proof of Propsosition 9

Considering Cell �
IA−→ Cell k, we have

Ik �
K∑

m=1,m�=k

Ik
m = Ik

� (3.42a)

≤
L∑

i=1

Pi,�

σ2
kds

Tr
(

V̂
H

i,�H
k,H
i,� Π⊥

Hk
1,�V in

1,�
Hk

i,�V̂ i,�

)
(3.42b)

=
L∑

i=1

Pi,�

σ2
kds

Tr(SH
i,�Ωk

i,�Si,�Σi,�) (3.42c)

≤
L∑

i=1

Pi,�

σ2
kds

ds∑
d=1

λd(Ωk
i,�)βi,d (3.42d)

≤
L∑

i=1

Pi,�

σ2
kds

λ1(Ωk
i,�)

ds∑
d=1

βi,d (3.42e)

=
L∑

i=1

Pi,�

σ2
kds

λ1(Ωk
i,�)d2

c(V̂ i,�,
−→
V i,�) (3.42f)

≤ c(NU , ds)
L∑

i=1

Pi,�

σ2
kds

λ1(Ωk
i,�)2

− Bi,�
ds(NU −ds) , (3.42g)

where (3.42b) is derived based on the inequality of ||Π⊥
[Y 1,Y 2]Y 3||2F ≤ ||Π⊥

[Y 1]Y 3||2F .
Plugging (3.24) into (3.42b) and removing the zero-valued terms and based on the
definition (3.29) yield (3.42c), where Si,� ∈ CNU ×ds satisfies SH

i,�Si,� = Ids and Σi,� =
diag{βi,1, . . . , βi,ds}, ∀i is with βi,d ∈ [0, 1], ∀d and

∑ds
d=1 βi,d = d2

c(V̂ i,�,
−→
V i,�). The upper

bound (3.42d) is achieved when the truncated unitary matrix Si,� is the eigen-subspace
of the matrix Ωk

i,� associated with the ds largest eigenvalues λ1(Ωk
i,�), . . . , λds(Ωk

i,�).
(3.42g) is derived by the quantization distortion upper bound (3.25).

3.8.2 Proof of Lemma 4

The quantization V̂ can be exactly expressed by the N -dimensional full space V ∪ V ⊥

as

V̂ = ΠV V̂ + Π⊥
V V̂ = V Q1 + V ⊥Q2, (3.43)

where Q1 ∈ CN×N and Q2 ∈ C(M−N)×N in (3.43) denote the components of V̂ projected
on the V and V ⊥, respectively. From (3.43), it is derived the properties of Q1 and Q2
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as

V̂
H

V̂ = IN ⇒ QH
1 Q1 + QH

2 Q2 = IN ; (3.44)

d2
c(V̂ , V ) = N − Tr(V̂ V̂

H
V V H) ⇒ Tr(Q2QH

2 ) = d2
c(V̂ , V ). (3.45)

By the singular-value decomposition (SVD), Q1 is expressed by Q1 = UQ1Λ1/2
Q1

V H
Q1

where eigenvalues ΛQ1 � diag
{

λ1(QH
1 Q1), . . . , λN (QH

1 Q1)
}

satisfy λn(QH
1 Q1) ≥ 0, ∀n

subject to
∑N

n=1 λn(QH
1 Q1) = N −d2

c(V̂ , V ) based on (3.44) and (3.45). From (3.44), we
further derive QH

2 Q2 = V Q1(IN − ΛQ1)V H
Q1

� 0N , which requires λn(QH
1 Q1) ≤ 1, ∀n.

Therefore, Q2 can be expressed by

Q2 = Ũ(IN − ΛQ1)1/2V H
Q1

(3.46)

where Ũ ∈ C(M−N)×N satisfying Ũ
H

Ũ = IN is to select a N -dimensional subspace
from the M − N -dimensional null space Span{V ⊥}.
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Chapter 4

Conclusions and Future Work

4.1 Summary of Contributions

In this thesis, we mainly study how to properly manage the interference so as to suppress
its influence on the achievable rate in MIMO interference networks. Two PHY resource
allocation problems for MIMO interference networks are investigated: 1) Pareto bound-
ary computation for the achievable rate region in a K-user single-stream MIMO IC and
2) IA under limited feedback for a MIMO-IMAC. For each problem, joint transceiver
optimization with linear transmit and receive processing is done at BS-side, which is
based on the perfect local instantaneous CSI at each BS. New algorithms for both prob-
lems are proposed and supported by numerical examples. This chapter summarizes the
main conclusions of the thesis, which may provide insights on the system design of the
future multi-cell interfering MIMO systems.

To find efficient operating points and their associated strategies, the Pareto bound-
ary computation problem is studied. However, the Pareto boundary computation for
a K-user single-stream MIMO IC was not studied before, since the achievable rate ex-
pressions are coupled by both the transmit and receive beamforming vectors, which is
different from the MISO/SIMO IC optimization with respect to only one-side beam-
forming vectors. The importance of MIMO techniques motivated us to study this open
problem. The main contributions in this area are concluded as follows:

• We derive an equivalent expression of the SINR by the concept of Hermitian
angle for a two-user single-stream MIMO IC. Based on this new expression, we
compute some key points exactly on the Pareto boundary in closed-form, such as
the two ending points of the strict Pareto boundary. Furthermore, we prove that
full power transmission is optimal to achieve the strict Pareto boundary for the
two-user single-stream MIMO IC.

• We give an overview of the multi-objective optimization, which is helpful to under-
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stand the principle of Pareto boundary computation. Based on the formulations of
ε-constraint optimization and weighted Chebyshev optimization, we transform the
original multi-objective optimization problem for Pareto boundary computation
into two single-objective problems: 1) single constraint rate maximization problem
and 2) alternating rate profile optimization problem, respectively. For each single-
objective optimization problem, we propose a heuristic alternating optimization
algorithm. The convergence of each algorithm is guaranteed but the convergent
solution is not necessary to be globally optimal.

• We show supporting numerical examples to evaluate the two proposed alternat-
ing optimization algorithms. Both algorithms have a similar rate performance,
while the single constraint rate maximization algorithm usually takes less itera-
tions than the alternating rate profile optimization algorithm. Compared with
prior work, numerical results show that only the two proposed algorithms enable
to compute a complete close-to-optimal inner bound to the Pareto boundary. The
performance of the proposed algorithms depends (but not highly) on initializa-
tions. Our proposed initialization schemes usually enable better rate performance
with less iterations than random initializations.

• We describe the potential implementations and complexity of the proposed algo-
rithms. The assumptions of the perfect local CSI and unlimited feedback limit the
applications in practical systems. Nevertheless, the proposed alternating optimiza-
tion algorithms provide an insight or a potential way to solve the NP-hard multi-
objective optimization problems. Furthermore, the proposed algorithms may be
applied to the scenarios with small channel uncertainties and a long coherence
time (e.g., for MSs with slow mobility), where the designed linear transceiver is
effective during a long period (until the end of the coherence time) such that it
is meaningful to spend time on a heuristic iterative algorithm. For the scenarios
with large channel uncertainties, our proposed algorithms serve as a benchmark.

We extend the K-user MIMO IC to the K-cell MIMO-IMAC, allowing a BS serves
multiple MSs simultaneously. Furthermore, we also consider some practical constraints,
such as complexity, backhaul overhead and limited feedback. Thus, the studied MIMO-
IMAC well matches the uplink scenario of the multi-cell MIMO system with spectrum
sharing. In order to avoid the influence of interference (both the IUI and ICI), we aim to
design the IA precoders and ZF decoders with low complexity, in a distributed way and
under limited feedback. The main contributions in this area are concluded as follows.
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• We provide a complete study of the GIA in terms of the feasible conditions for the
DoF and the optimal IA precoders computation. The optimal IA transceiver is ob-
tained in closed-form without a need of iterative computation, by jointly designing
the precoders and decoders in a tight restriction-relaxation process. Furthermore,
the GIA algorithm is based on only perfect local CSIR, which allows the efficient
distributed implementation.

• We introduce the concept of IA-Cell assignment and analyze its effect on both
the achievable rate and DoF performance. We consider three IA-Cell assignment
scenarios with different backhaul overhead, for which three assignment approaches
are proposed: 1) one-sided stable matching, 2) two-sided stable matching and 3)
centralized assignment. The first two stable matching approaches enable to find a
stable matching if it exists, since the stability and distributed implementation are
important to facilitate self-organization in a multi-cell cluster. The centralized as-
signment approach requires a powerful authority to search an optimal assignment
that satisfies an arbitrary predefined metric with a reasonable complexity when
K ≤ 4.

• We study the subspace quantization and limited feedback of IA precoders for MSs.
Thereby, we develop a novel quantized subspace characterization based on the
Grassmannian subspace quantization, which is more efficient than the previous
result. Due to the quantization distortion, IA cannot be performed perfectly
and thus residual interference exists. We derive a closed-form upper bound of
the RINR. In order to enable the efficient feedback, we formulate and solve a
DBA problem by minimizing the upper bound of the sum RINR subject to a sum
feedback bits budget.

• We show numerical examples to illustrate that the proposed GIA algorithm with
both optimized IA-Cell assignment and the DBA greatly outperforms the tradi-
tional GIA with the EBA. These main contributions above jointly form a frame-
work to provide a comprehensive holistic design of the uplink transmission in a
multi-cell interfering MIMO system. Furthermore, both the introduced IA-Cell
assignment concept and approaches and the proposed subspace quantization and
feedback techniques are not restricted to the GIA in the MIMO-IMAC but the
general IA in the upgraded or degraded systems, such as the study of IA in het-
erogeneous networks or the multi-user MIMO IC.
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4.2 Future Work

There is an endless road of possible improvements and generalizations to the results of
the thesis. Several ideas for future work have been conceived in the process of writing
the thesis. One direction is to find the global optimal solution of the non-convex opti-
mization problems. The other direction is to relax or avoid the assumptions that may
affect the generality and application of the proposed algorithms.

• Pareto Boundary Computation: The thesis proposes two algorithms to achieve
the close-to-optimal solutions of the Pareto boundary computation problem for
a K-user single-stream MIMO IC. However, the globally optimal solution is still
unknown. On the one hand, since this problem is NP-hard in complexity, the
computation of the global optimum is a challenging open problem. On the other
hand, it may be possible to exactly compute the Pareto boundary for other utility
regions, e.g., the average performance region where the transceiver is not optimized
for each channel realization but for multiple channel realizations during a time
period. The average performance evaluation is more practical because of the low
complexity and overhead compared with the instantaneous performance.

• Robust Transceiver Design: The thesis is based on the assumption of the perfect
local CSI, which is often unrealistic in practical systems. Therefore, it is mean-
ingful to study the robust transceiver design when channel uncertainties exist. In
this case, the channel uncertainties need to be dealt with like extra "variables"
in transceiver optimization problem. For instance, one of our ongoing work is
to compute the the Pareto boundary of the worst-case rate region for a K-user
MIMO IC with channel uncertainties. Furthermore, the robust optimization with
channel estimation uncertainties becomes more difficult if we additionally consider
the uncertainties in backhaul links, or feedback links or both. How to deal with
the accumulated uncertainties introduced by the practical considerations in MIMO
interference networks is a novel and important topic.

• Massive MIMO: The traditional MIMO system can be evolved to the massive
MIMO system by deploying a very large number of antennas at BSs, which not
only provides more potential DoF but also achieves better performance in terms
of spectral efficiency and link reliability. Most previous work assumes the in-
dependent and identically distributed (i.i.d.) complex Gaussian channel model,
since it makes the channels approach to pairwise-orthogonal and the optimization
problem analyzable by random matrix theory. However, this assumption does not
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always hold and spatial correlation usually exists in realistic channel. Therefore,
the study of spatial correlation in massive MIMO is an important extended is-
sue. For instance, how many antennas is optimal to be placed in a fixed space?
This question generally introduces the effect of spatial correlation on the system
performance, such as channel estimation, channel feedback, rate maximization,
energy/cost efficiency etc. We have already studied the spatial-correlated channel
feedback problem, where we first sparsify the long channel vectors and then quan-
tize the sparse version. However, a complete and comprehensive study of the role
of spatial correlation on the overall massive MIMO system is needed.
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