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Zusammenfassung

Aufgrund der rasanten Entwicklung im Bereich der drahtlosen Kommunikation und
der stidndig steigenden Nachfrage nach mobilen Anwendungen ist die Knappheit von
Frequenzbéandern ein entscheidender Engpass, der die Einfiihrung neuer Funktechnolo-
gien behindert. Die gemeinsame Benutzung von Frequenzen (Spektrum-Sharing) durch
priméare und sekundére Nutzer ist eine Moglichkeit, die Effizienz bei der Verwendung
des Spektrums zu verbessern.

Bei der Methode des Underlay-Spektrum-Sharing sendet der sekundére Nutzer zeitgle-
ich mit dem priméaren Nutzer unter der Einschriankung, dass flir den priméren Nutzer
die erzeugte Interferenz unterhalb eines Schwellwertes liegt oder gewisse Anforderun-
gen an die Datenrate erfiillt werden. In diesem Zusammenhang wird in der Arbeit
insbesondere die Koexistenz von Mehrantennensystemen untersucht. Dabei wird fiir
die priméare Funkverbindung der Fall mit mehreren Sendeantennen und einer Emp-
fangsantenne (MISO) angenommen. Fiir die sekundére Funkverbindung werden mehrere
Sendeantennen und sowohl eine als auch mehrere Empfangsantennen (MISO/MIMO)
betrachtet. Der primére Sender verwendet Maximum-Ratio-Transmission (MRT) und
der priméare Empfanger Einzelnutzerdecodierung. Fiir den sekundéren Nutzer werden
auflerdem am Sender eine Datenratenaufteilung (rate splitting) und am Empfénger en-
tweder eine sukzessive Decodierung — sofern sinnvoll — oder andernfalls eine Einzel-
nutzerdecodierung verwendet.

Im Unterschied zur Methode des Underlay-Spektrum-Sharing kann der sekundére
Nutzer beim Verfahren des Overlay-Spektrum-Sharing die Kenntnis tiber die Nachrichten
des primaren Nutzers einsetzen, um die Ubertragung sowohl der eigenen als auch der
priméren Nachrichten zu unterstiitzen. Das Wissen iiber die Nachrichten erhélt er en-
tweder nicht-kausal, d.h. vor der Ubertragung, oder kausal, d.h. withrend der ersten
Phase einer zweistufigen Ubertragung. In der Arbeit wird speziell die Koexistenz von
priméren MISO-Funkverbindungen und sekundéren MISO/MIMO-Funkverbindungen
untersucht. Bei nicht-kausaler Kenntnis iiber die primaren Nachrichten kann der sekundare
Sender beispielsweise das Verfahren der Dirty-Paper-Codierung (DPC) verwenden, welches

es ermoglicht, die Interferenz durch die priméren Nachrichten bei der Decodierung der



sekundédren Nachrichten am sekunddren Empfanger aufzuheben. Da die Implemen-
tierung der DPC mit einer hohen Komplexitdt verbunden ist, kommt als Alternative
auch eine lineare Vorcodierung zum Einsatz. In beiden Fillen verwendet der primére
Transmitter MRT und der primére Empféinger Finzelnutzerdecodierung. Besitzt der
sekundéare Nutzer keine nicht-kausale Kenntnis iiber die priméren Nachrichten, so kann
er als Gegenleistung fiir die Mitbenutzung des Spektrums dennoch die Ubertragung
der priméaren Nachrichten unterstiitzen. Hierfiir leitet er die priméren Nachrichten
mit Hilfe der Amplify-And-Forward-Methode oder der Decode-And-Forward-Methode
in einer zweitstufigen Ubertragung weiter, wihrenddessen er seine eigenen Nachrichten
sendet. Der primére Nutzer passt seine Sendestrategie entsprechend an und kooperiert
mit dem sekundéren Nutzer, um die Anforderungen an die Datenrate zu erfiillen.

Nicht nur das Spektrum sondern auch die Sendeleistung ist eine wichtige Ressource.
Daher wird zuséatzlich zur Effizienz bei der Verwendung des Spektrums auch die En-
ergieeffizienz (EE) einer sekundaren MIMO-Funkverbindung fiir das Underlay-Spektrum-
Sharing-Verfahren analysiert. Wie zuvor wird fiir den sekundéren Nutzer am Sender
eine Datenratenaufteilung (rate splitting) und am Empfanger entweder eine sukzes-
sive Decodierung oder eine Einzelnutzerdecodierung betrachtet. Weiterhin wird die EE
einer sekundaren MIMO-Funkverbindung fiir das Overlay-Spektrum-Sharing-Verfahren
untersucht. Dabei nutzt der sekundire Nutzer die nicht-kausale Kenntnis iiber die
priméren Nachrichten aus, um mittels DPC eine interferenzfreie sekundéare Funkverbindung

zu erhalten.
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Abstract

As the wireless communication technologies evolve and the demand of wireless services
increases, spectrum scarcity becomes a bottleneck that limits the introduction of new
technologies and services. Spectrum sharing between primary and secondary users has
been brought up to improve spectrum efficiency.

In underlay spectrum sharing, the secondary user transmits simultaneously with the
primary user, under the constraint that the interference induced at the primary re-
ceiver is below a certain threshold, or a certain primary rate requirement has to be
satisfied. Specifically, in this thesis, the coexistence of a multiple-input single-output
(MISO) primary link and a MISO/multiple-input multiple-output (MIMO) secondary
link is studied. The primary transmitter employs maximum ratio transmission (MRT),
and single-user decoding is deployed at the primary receiver. Three scenarios are in-
vestigated, in terms of the interference from the primary transmitter to the secondary
receiver, namely, weak interference, strong interference and very strong interference, or
equivalently three ranges of primary rate requirement. Rate splitting and successive
decoding are deployed at the secondary transmitter and receiver, respectively, when it
is feasible, and otherwise single-user decoding is deployed at the secondary receiver. For
each scenario, optimal beamforming/precoding and power allocation at the secondary
transmitter is derived, to maximize the achievable secondary rate while satisfying the
primary rate requirement and the secondary power constraint. Numerical results show
that rate splitting at the secondary transmitter and successive decoding at the secondary
receiver does significantly increase the achievable secondary rate if feasible, compared
with single-user decoding at the secondary receiver.

In overlay spectrum sharing, different from underlay spectrum sharing, the secondary
transmitter can utilize the knowledge of the primary message, which is acquired non-
causally (i.e., known in advance before transmission) or causally (i.e., acquired in the
first phase of a two-phase transmission), to help transmit the primary message besides its
own message. Specifically, the coexistence of a MISO primary link and a MISO/MIMO
secondary link is studied. When the secondary transmitter has non-causal knowledge

of the primary message, dirty-paper coding (DPC) can be deployed at the secondary
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transmitter to precancel the interference (when decoding the secondary message at the
secondary receiver), due to the transmission of the primary message from both transmit-
ters. Alternatively, due to the high implementation complexity of DPC, linear precoding
can be deployed at the secondary transmitter. In both cases, the primary transmitter
employs MRT, and single-user decoding is deployed at the primary receiver; optimal
beamforming/precoding and power allocation at the secondary transmitter is obtained,
to maximize the achievable secondary rate while satisfying the primary rate require-
ment and the secondary power constraint. Numerical results show that with non-causal
knowledge of the primary message and the deployment of DPC at the secondary trans-
mitter, overlay spectrum sharing can achieve a significantly higher secondary rate than
underlay spectrum sharing, while rate loss occurs with the deployment of linear precod-

ing instead of DPC at the secondary transmitter.

When the secondary transmitter does not have non-causal knowledge of the primary
message, and still wants to help with the primary transmission in return for the ac-
cess to the spectrum, it can relay the primary message in an amplify-and-forward (AF)
or a decode-and-forward (DF) way in a two-phase transmission, while transmitting its
own message. The primary link adapts its transmission strategy and cooperates with
the secondary link to fulfill its rate requirement. To maximize the achievable secondary
rate while satisfying the primary rate requirement and the primary and secondary power
constraints, in the case of AF cooperative spectrum sharing, optimal relaying matrix
and beamforming vector at the secondary transmitter is obtained; in the case of DF
cooperative spectrum sharing, a set of parameters are optimized, including time dura-
tion of the two phases, primary transmission strategies in the two phases and secondary
transmission strategy in the second phase. Numerical results show that with the coop-
eration from the secondary link, the primary link can avoid outage effectively, especially
when the number of antennas at the secondary transceiver is large, while the secondary

link can achieve a significant rate.

Power is another precious resource besides spectrum. Instead of spectrum efficiency,
energy-efficient spectrum sharing focuses on the energy efficiency (EE) optimization of
the secondary transmission. The EE of the secondary transmission is defined as the
ratio of the achievable secondary rate and the secondary power consumption, which in-
cludes both the transmit power and the circuit power at the secondary transmitter. For
simplicity, the circuit power is modeled as a constant. Specifically, the EE of a MIMO
secondary link in underlay spectrum sharing is studied. Three transmission strategies
are introduced based on the primary rate requirement and the channel conditions. Rate

splitting and successive decoding are deployed at the secondary transmitter and receiver,
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respectively, when it is feasible, and otherwise single-user decoding is deployed at the
secondary receiver. For each case, optimal transmit covariance matrices at the secondary
transmitter are obtained, to maximize the EE of the secondary transmission while satis-
fying the primary rate requirement and the secondary power constraint. Based on this,
an energy-efficient resource allocation algorithm is proposed. Numerical results show
that MIMO underlay spectrum sharing with EE optimization can achieve a significantly
higher EE compared with MIMO underlay spectrum sharing with rate optimization, at
certain SNRs and with certain circuit power, at the cost of the achievable secondary
rate, while saving the transmit power. With rate splitting at the secondary transmitter
and successive decoding at the secondary receiver if feasible, a significantly higher EE
can be achieved compared with the case when only single-user decoding is deployed at
the secondary receiver.

Moreover, the EE of a MIMO secondary link in overlay spectrum sharing is studied,
where the secondary transmitter has non-causal knowledge of the primary message and
employs DPC to obtain an interference-free secondary link. Energy-efficient precoding
and power allocation is obtained to maximize the EE of the secondary transmission
while satisfying the primary rate requirement and the secondary power constraint. Nu-
merical results show that MIMO overlay spectrum sharing with EE optimization can
achieve a significantly higher EE compared with MIMO overlay spectrum sharing with
rate optimization, at certain SNRs and with certain circuit power, at the cost of the
achievable secondary rate, while saving the transmit power. MIMO overlay spectrum
sharing with EE optimization can achieve a higher EE compared with MIMO underlay

spectrum sharing with EE optimization.

X






Acknowledgements

I want to express my gratitude to Professor Eduard Jorswieck for giving me the op-
portunity to do research under his supervision and explore the world. I thank him for
suggesting and discussing interesting and challenging research problems. His passion
and diligence for research has deeply inspired me.

I want to thank Associate Professor Ragnar Thobaben from KTH Royal Institute
of Technology and Dr. Ricardo Blasco-Serrano now with Ericsson in Stockholm, for
the discussions and sharing of ideas during the joint work in the European project
ACROPOLIS. I want to thank Dr. Alessio Zappone, Dr. Martin Mittelbach and Dr.
Pin-Hsun Lin for the discussions in the research work.

I want to thank Professor Tobias Weber from Rostock University for reviewing my
thesis. I want to thank Professor Eduard Jorswieck, Dr. Pin-Hsun Lin, Johannes
Richter, Carsten Janda and Bho Matthiesen for proofreading parts of my thesis. I want
to thank Dr. Martin Mittelbach for helping me with the German abstract. I want to
thank Sybille Siegel for the administrative work and Holger Hosel for the IT work. I
also want to thank all my current and previous colleagues for making life and work in
Dresden easier and more colorful.

Finally, I want to thank my parents for their love and support.

Jing Lv
Dresden, December 2014

xi






Contents

List of Figures

Nomenclatur

1. Introduction

1.1. Background and Motivation . . . . . . .. ... o oL

1.2. Outline and Contributions . . . . . . . . . . . . . ... .. ... ...
1.3. Related Work . . . . . . . .

1.3.1.
1.3.2.
1.3.3.
1.3.4.
1.3.5.

Interference Channel . . . . . . . . . .. ... 0oL
Underlay Spectrum Sharing . . . . . ... ... ... ... .. ..
Overlay Spectrum Sharing . . . . . . .. ... ... ... .....
Cooperative Spectrum Sharing . . . .. ... ... ... .....

Energy-efficient Spectrum Sharing . . . . . ... ... ... ...

2. Underlay Spectrum Sharing
2.1. MISO Secondary Channel . . . . ... ... ... ... ... .......

2.1.1.
2.1.2.
2.1.3.
2.14.
2.1.5.

System Model . . . . . . . . . .. . ... ...
Weak Interference . . . . . . ... ... ... .
Strong Interference . . . . . . . .. ..o oL
Very Strong Interference . . . . . . . .. .. ...

Numerical Simulations . . . . . . . . . . . . ... ...

2.2, MIMO Secondary Channel . . . . . . . ... ... ... ... .......

2.2.1.
2.2.2.
2.2.3.

System Model . . . . . . . . . .. ... ... ..
Optimal Precoding and Power Allocation . . .. ... ... ...

Numerical Simulations . . . . . . . . . . . . .. ...

2.3, SUMMATY . . . . . o e e e

2.4. Proofs

xvii

xix

© NN N A e e

11
14

17
19
19
20
21
24
25
27
27
29
32
34
35

xiii



Contents

3. Overlay Spectrum Sharing 39
3.1. MISO Secondary Channel with Non-causal Primary Message Knowledge 41
3.1.1. System Model . . . . . ... ... 41
3.1.2. Dirty-paper Coding at the Secondary Transmitter . . ... ... 42
3.1.3. Linear Precoding at the Secondary Transmitter . . . . . . . . .. 44
3.1.4. Numerical Simulations . . . . . . .. ... ... ... ... .... 46

3.2. MIMO Secondary Channel with Non-causal Primary Message Knowledge 50
3.2.1. System Model . . . . . . . . .. ... ... .. 50
3.2.2. Dirty-paper Coding at the Secondary Transmitter . . .. .. .. 51
3.2.3. Linear Precoding at the Secondary Transmitter . . . . . . . . .. 53
3.2.4. Numerical Simulations . . . . . . . . .. .. ... ... ...... 55

3.3. Amplify-and-Forward Cooperative Spectrum Sharing . . . . . .. .. .. 58
3.3.1. System Model . . . . . .. .. .. L 58
3.3.2. Optimal Relaying Matrix and Beamforming Vector . . . . . . . . 60
3.3.3. Alternative Solution with Parametrization . . . . . . . . ... .. 62
3.3.4. Numerical Simulations . . . . . . .. .. ... ... ... 63

3.4. Decode-and-Forward Cooperative Spectrum Sharing . . . . ... .. .. 67
3.4.1. System Model . . . . . .. .. .. 67
3.4.2. Optimal Transmission Strategy . . . . . .. ... ... ... ... 70
3.4.3. Numerical Simulations . . . . . . .. ... ... ... ... .... 75

3.5, Summary ... Lo 79
3.6. Proofs . . . . . .. 82
4. Energy-efficient Spectrum Sharing 89
4.1. Energy-efficient Underlay Spectrum Sharing . . . . . . ... ... .. .. 91
4.1.1. System Model . . . . . . . ... 91
4.1.2. Fractional Programming . . . . . . . ... ... ... ... ... 94
4.1.3. Energy-efficient Precoding and Power Allocation . . . ... ... 94
4.1.4. Numerical Simulations . . . . . . .. ... ... ... ... ... 97

4.2. Energy-efficient Overlay Spectrum Sharing . . . . . .. ... .. ... .. 103
4.2.1. System Model . . . . . .. . ... 103
4.2.2. FEnergy-efficient Precoding and Power Allocation . . . . ... .. 105
4.2.3. Numerical Simulations . . . . . . .. .. .. ... ... ...... 105

4.3, SUMMAary . . . . . ..o e e e e e e 111
5. Conclusions and Future Work 113
5.1. Conclusions . . . . . . . . . 113

Xiv



Contents

5.2. Future Work . . . . . . . . 118
A. Further Contributions 119
Bibliography 121

XV






List of Figures

2.1.

2.2.

2.3.

2.4.

2.5.

3.1.

3.2.

3.3.

3.4.

3.9.

3.6.

3.7.

3.8.

System model consisting of a MISO primary link and a MISO secondary
link — single-user decoding at the secondary receiver. . . . . .. ... ..
System model consisting of a MISO primary link and a MISO secondary
link — rate splitting at the secondary transmitter and successive decoding
at the secondary receiver. . . . . . . . ... ... oL
Achievable secondary rate versus SNR of the secondary link: MISO USS
RS versus MISO USS SUD with different primary link loads. . . . . . .
System model consisting of a MISO primary link and a MIMO secondary
link — rate splitting at the secondary transmitter and successive decoding
at the secondary receiver. . . . . . . . . ... oL
Achievable secondary rate versus SNR of the secondary link: MIMO USS
RS versus MIMO USS SUD with different primary link loads. . . . . . .

System model consisting of a MISO primary link and a MISO secondary
link — non-causal primary message at the secondary transmitter.

Achievable secondary rate versus SNR of the secondary link: MISO OSS
DPC versus MISO USS RS with different primary link loads. . . . . . .
Achievable secondary rate versus SNR of the secondary link: MISO OSS
DPC versus MISO OSS LP with different primary link loads. . . . . . .
System model consisting of a MISO primary link and a MIMO secondary
link — non-causal primary message at the secondary transmitter.

Achievable secondary rate versus SNR of the secondary link: MIMO OSS
DPC versus MIMO USS RS with different primary link loads. . . . . .
Achievable secondary rate versus SNR of the secondary link: MIMO OSS
DPC(C versus MIMO OSS LP with different primary link loads. . . . . .
System model consisting of a MISO primary link and a MIMO secondary

link with two-phase transmission: primary transmitter (Prx), secondary

transmitter (Stx), primary receiver (Prx) and secondary receiver (Sgrx).

AFCSS system setup in the simulation . . . . . . ... ... ... ....

19

22

26

27

33

41

48

49

50

56

o7

o8

xvii



List of Figures

3.9.

3.10.

3.11.

3.12.

3.13.

3.14.

4.1.

4.2.

4.3.

4.4.

4.5.

4.6.

4.7.

4.8.

4.9.

4.10.

xviil

Primary outage probability versus SNR of the secondary link with differ-
ent antenna configurations at the secondary transceiver. . . . . . . . ..
Achievable secondary rate versus SNR of the secondary link with different
antenna configurations at the secondary transceiver. . . . .. ... ...
System model consisting of a MISO primary link and a MIMO secondary

link with two-phase transmission: primary transmitter (Prx), secondary

transmitter (Stx), primary receiver (Prx) and secondary receiver (Sgx).

DFCSS system setup in the simulation . . . . . . ... ... ... ....
Primary outage probability versus SNR of the secondary link with differ-
ent antenna configurations at the secondary transceiver. . . . . . . . ..
Achievable secondary rate versus SNR of the secondary link with different

antenna configurations at the secondary transceiver. . . . . . . ... ..

System model consisting of a MISO primary link and a MIMO secondary
link — rate splitting at the secondary transmitter and successive decoding
at the secondary receiver. . . . . . . .. ... L oL
Secondary EE versus SNR of the secondary link: MIMO USS EE Opt
versus MIMO USS Rate Opt with different primary link loads. . . . . .
Secondary rate versus SNR of the secondary link: MIMO USS EE Opt
versus MIMO USS Rate Opt with different primary link loads. . . . . .
Secondary power versus SNR of the secondary link: MIMO USS EE Opt
versus MIMO USS Rate Opt with different primary link loads. . . . . .
Secondary EE versus SNR of the secondary link: MIMO USS EE Opt
versus MIMO USS EE Opt w/o RS with different primary link loads.
System model consisting of a MISO primary link and a MIMO secondary
link — non-causal primary message at the secondary transmitter.
Secondary EE versus SNR of the secondary link: MIMO 0SS EE Opt
versus MIMO OSS Rate Opt with different primary link loads. . . . . .
Secondary rate versus SNR of the secondary link: MIMO OSS EE Opt
versus MIMO OSS Rate Opt with different primary link loads. . . . . .
Secondary power versus SNR of the secondary link: MIMO OSS EE Opt
versus MIMO OSS Rate Opt with different primary link loads. . . . . .
Secondary EE versus SNR of the secondary link: MIMO OSS EE Opt
versus MIMO USS EFE Opt with different primary link loads. . . . . . .

65

66

67

75

7

78

91

99

100

101

102

103

107

108

109



Nomenclatur

List of Notations

A>-0
A0

HJ_

a

Column vectors are written in boldface lowercase letters
Matrices are written in boldface uppercase letters

Set of all nonnegative real numbers

Set of all complex numbers

Set of all N-dimensional vectors of complex numbers

A zero matrix

An identity matrix

A is positive semidefinite

A is positive definite

aaH

The orthogonal projector onto the column space of a is II, = T[alZ
The orthogonal projector onto the orthogonal complement of the col-
umn space of a is IIZ = I —TI,

The absolute value of a scalar or the determinant of a matrix
Euclidean norm of a vector or Frobenius norm of a matrix
Imaginary part of a complex number

Hermitian transpose of a vector or matrix

Inverse of a matrix

Trace of a matrix

Eigenvector which corresponds to the largest eigenvalue of a matrix

The smaller one of the two real numbers

Xix



List of Figures

List of Symbols

REM
MIMO
MISO
DPC
AF
DF
SISO
DoFs
DoF
SNR
ZF
MRT
MMSE
MRC
s.t.
KKT

XX

Radio Environment Map
Multiple-Input Multiple-Output
Multiple-Input Single-Output
Dirty-Paper Coding
Amplify-and-Forward
Decode-and-Forward
Single-Input Single-Output
Degrees of Freedom

Degree of Freedom
Signal-to-Noise Ratio

Zero Forcing

Maximum Ratio Transmission
Minimum Mean Square Error
Maximum Ratio Combining
subject to
Karush-Kuhn-Tucker



Chapter 1.

Introduction

1.1. Background and Motivation

Use of radio frequency bands of the electromagnetic spectrum is regulated in a spectrum
management process known as spectrum allocation. There are three types of spectrum
allocation: reserved frequency bands; open spectrum bands such as the unlicensed ISM
bands, the unlicensed ultra-wideband band, and the amateur radio frequency alloca-
tions; licensed spectrum bands. Licensed spectrum bands are fixed, static in temporal
and spatial dimensions, where the licensed users have the exclusive right to transmit to
maintain interference-free communication.

As the wireless communication technologies evolve and the demand of wireless ser-
vices increases, spectrum scarcity becomes a bottleneck that limits the introduction of
new technologies and services. In spite of this scarcity problem, measurements have
shown that current fixed spectrum allocation policy results in severe underutilization of
spectrum resources [Fed02]. Furthermore, the spectrum utilization varies in space, time
and frequency. Therefore, the philosophy of spectrum management requires changes to
speed up technological innovation and improve spectrum efficiency. Under such circum-
stances, spectrum sharing between primary and secondary users in licensed and unli-
censed bands has been suggested. For example, the conversion from analog TV to digital
TV creates the opportunity to allow unlicensed transmission in the spectrum holes or
”white spaces” unused by the licensed users, i.e., dynamic spectrum access, where stan-
dardization work has been done in the IEEE 802.11af/802.22/DySPAN, ETSI-RRS and
ECMA-392. FCC in the United States has adopted rules for the operation of the devices
in the TV white spaces and is monitoring the development and introduction of these
devices, and Ofcom in the UK is leading a pilot trial in the TV white spaces to test the
devices. Another example is the Authorized/Licensed Shared Access currently under
development in 3GPP LTE-Advanced, which allows the licensee to exclusively access

the underutilized spectrum on a shared basis without interfering with the incumbent,



Chapter 1. Introduction

and provides a predictable quality of service to both the incumbent and the licensee.
Spectrum coexistence in licensed and unlicensed bands has also been investigated, where
the secondary users coexist with the primary users under the constraint that the inter-
ference induced at the primary users is below a certain threshold or a certain primary
rate requirement has to be satisfied. One example is the heterogeneous networks with
small cells and device-to-device communications in 3GPP LTE/LTE-Advanced in li-
censed bands. Another example is spectrum coexistence in IEEE 802.11ah/802.15 in
unlicensed bands, and LTE in unlicensed spectrum — Licensed-Assisted Access, namely,
carrier aggregation operation to aggregate a primary cell, using licensed spectrum, to de-
liver critical information and guaranteed Quality of Service, and a co-located secondary

cell, using unlicensed spectrum, to opportunistically boost data rate.

Cognitive radio — the enabling technology of spectrum sharing — is coined by Joseph
Mitola [Mit00], and later defined by Simon Haykin [Hay05] as an intelligent wireless
communication system that is aware of its environment, and learns from the environ-
ment to adapt its transmission strategy to reliably and efficiently use the radio spectrum.
A paper by Andrea Goldsmith [GJMS09] unifies three spectrum sharing paradigms, in-
terweave spectrum sharing, underlay spectrum sharing and overlay spectrum sharing,
where the device employing the cognitive radio technology exploits side information
about its environment to improve spectrum utilization. In interweave spectrum shar-
ing, the secondary user requires the knowledge of the primary user’s activity information,
through either spectrum sensing or radio environment map (REM), to exploit the spec-
trum holes unused by the primary user. In sensing-based interweave spectrum sharing,
the secondary user has to detect the primary transmission, and decide about its own
transmission based on the sensing result. In REM-based interweave spectrum sharing,
the secondary user can consult the geolocation database about the spectrum occupancy
before spectrum access. In underlay spectrum sharing, the secondary user transmits si-
multaneously with the primary user under the constraint that the interference induced
at the primary receiver is below a certain threshold or a certain primary rate require-
ment has to be satisfied. In overlay spectrum sharing, the secondary user utilizes the
knowledge of the primary user’s message, and helps transmit the primary message to
compensate for the interference induced by its own message, under the constraint that a
certain primary rate requirement has to be satisfied. A rigorous comparative study for
these spectrum sharing paradigms, in terms of spectrum efficiency and implementation
complexity, is still open. Generally speaking, underlay and overlay spectrum sharing
utilize the spectrum more efficiently, since simultaneous transmission is allowed, while

orthogonal transmission is required in interweave spectrum sharing. Moreover, the in-



1.1. Background and Motivation

terference induced at the primary receiver can be controlled in underlay and overlay
spectrum sharing to satisfy the primary rate requirement, while it is not guaranteed
in interweave spectrum sharing due to the miss detection of the primary transmission
[ZLC10].

Multiple-antenna technology has received considerable attention during the past decade.
With multiple antennas at the transmitter /receiver, transmit /receive beamforming tech-
nique can be applied to increase the achievable rate or improve the link reliability. With
multiple antennas at both the transmitter and receiver, multiple-input multiple-output
(MIMO) techniques, e.g., precoding or spatial multiplexing, can be deployed [TV05].
With multiple antennas at the secondary transmitter (and receiver), the interference in-
duced at the primary receiver can be controlled by beamforming (precoding) technique,
while at the same time the achievable secondary rate can be maximized.

The work in this thesis focuses on underlay and overlay spectrum sharing with

multiple-antenna technology.



Chapter 1. Introduction

1.2. Outline and Contributions

The thesis is divided into 5 chapters.

In Chapter 1, the background and motivation of this thesis and the related work are

introduced.

In Chapter 2, underlay spectrum sharing between a multiple-input single-output
(MISO) primary link and a MISO/MIMO secondary link is studied. The primary
transmitter employs maximum ratio transmission (MRT), and single-user decoding is
deployed at the primary receiver. Rate splitting and successive decoding are deployed
at the secondary transmitter and receiver, respectively, when it is feasible, and oth-
erwise single-user decoding is deployed at the secondary receiver. Three scenarios are
investigated, in terms of the interference from the primary transmitter to the secondary
receiver, namely, weak interference, strong interference and very strong interference,
or equivalently three ranges of primary rate requirement. For each scenario, optimal
beamforming/precoding and power allocation at the secondary transmitter is derived,
to maximize the achievable secondary rate while satisfying the primary rate requirement
and the secondary power constraint. This chapter is partly based on the results reported
in [LJ11] and [BSLT*13].

In Chapter 3, overlay spectrum sharing between a MISO primary link and a MISO/
MIMO secondary link is studied. When the secondary transmitter has non-causal knowl-
edge of the primary message, dirty-paper coding (DPC) is deployed to precancel the
interference (when decoding the secondary message at the secondary receiver), due to
the transmission of the primary message from both transmitters; linear precoding at
the secondary transmitter is also proposed. In both cases, the primary transmitter
employs MRT, and single-user decoding is deployed at the primary receiver; optimal
beamforming/precoding and power allocation at the secondary transmitter is obtained,
to maximize the achievable secondary rate while satisfying the primary rate require-
ment and the secondary power constraint. When the secondary transmitter does not
have non-causal knowledge of the primary message, a two-phase transmission strategy is
proposed for amplify-and-forward (AF)/decode-and-forward (DF) cooperative spectrum
sharing, where the secondary transmitter acts as an/a AF/DF relay to acquire the pri-
mary message in the first phase and transmit the primary message in the second phase
besides its own message. The primary link adapts its transmission strategy and cooper-
ates with the secondary link. To maximize the achievable secondary rate while satisfying
the primary rate requirement and the primary and secondary power constraints, in the

case of AF cooperative spectrum sharing, optimal relaying matrix and beamforming
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vector at the secondary transmitter is obtained; in the case of DF cooperative spectrum
sharing, a set of parameters are optimized, including relative duration of the two phases,
primary transmission strategies in the two phases and secondary transmission strategy
in the second phase. This chapter is partly based on the results reported in [LBSJ*12],
[LIJBST12], [LJ14] and [BSLT*13].

In Chapter 4, the energy efficiency (EE) of a MIMO secondary link in underlay
spectrum sharing is studied. Rate splitting and successive decoding are deployed at the
secondary transmitter and receiver, respectively, when it is feasible, and otherwise single-
user decoding is deployed at the secondary receiver. Three transmission strategies are
introduced based on the primary rate requirement and the channel conditions. For each
case, optimal transmit covariance matrices at the secondary transmitter are obtained,
to maximize the EE of the secondary transmission while satisfying the primary rate
requirement and the secondary power constraint. Based on this, an energy-efficient
resource allocation algorithm is proposed. Moreover, the EE of a MIMO secondary link
in overlay spectrum sharing is studied, where the secondary transmitter has non-causal
knowledge of the primary message and employs DPC to obtain an interference-free
secondary link. Energy-efficient precoding and power allocation is obtained to maximize
the EE of the secondary transmission while satisfying the primary rate requirement and
the secondary power constraint. This chapter is partly based on the results reported in
[LZJ14].

In Chapter 5, the conclusions and future work are given.
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1.3.1. Interference Channel

The proper information-theoretical model for the concurrent transmissions of wireless
communication links is the interference channel. One metric to characterize the inter-
ference channel is the achievable rate region, which is the set of all rates that can be
achieved, where the outer boundary is the so-called Pareto-boundary. For the two-user
single-input and single-output (SISO) interference channel, the Han-Kobayashi Scheme
[HK81] is proved to achieve the rate region for the class of discrete memory-less chan-
nel with strong and very strong interference, where the two transmitters employ rate
splitting [Car78] and superposition coding [Cov72], and the two receivers employ partial
interference decoding. In [ETWO08], a simpler Han-Kobayashi type scheme is proposed
for the two-user Gaussian interference channel to achieve to within a single bit per sec-
ond per hertz (bit/s/Hz) of the capacity for all values of the channel parameters. In
[CJO08], it is shown that interference alignment can achieve the asymptotic sum capac-
ity and K/2 degrees-of-freedom (DoFs) in the K-user time-varying SISO interference
channel, when both the signal-to-noise ratio (SNR) and the signal dimensions tend to
infinity. Another interference alignment scheme is introduced in [CJCO09] that aims to
achieve a higher multiplexing gain at any given signal dimension. Other works that deal
with the maximization of the sum rate in the SISO interference channel can be found
in [QZHO09], [DWAO09], [ASW12] and [FAAEBP14].

For the two-user MISO Gaussian interference channel with single-user decoding at the
two receivers, it is shown that the optimal transmit beamforming vector to achieve a
Pareto-boundary rate pair can be parametrized as a linear combination of the zero-
forcing (ZF) and MRT beamformers [JLDO8]. Efficient computation of the Pareto
boundary of the achievable rate region is proposed in [JL10], [KL10], [ZC10] and [QZLC11],
and closed-form solutions of transmit beamforming vectors that achieve Pareto-boundary
points are proposed in [LKL11], [MJ12] and [LWZ*12]. Efficient computation of Pareto-
optimal transmit beamforming vectors is proposed in [LKL13] with possibility of single-
user decoding or successive decoding at the two receivers. Computation of the Pareto
boundary of the MIMO Gaussian interference channel can be found in [CJS13], [PS13]
and [MCJ14].

1.3.2. Underlay Spectrum Sharing

From an information-theoretical point-of-view, spectrum sharing can be modeled as the

interference channel with additional constraints on the transceivers. As a matter of
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fact, the transmission strategy of the primary link is usually given and fixed. In un-
derlay spectrum sharing, the secondary link has to adapt its transmission strategy to
fulfill the interference constraint at the primary receiver. With only one antenna at
the secondary transmitter, power control is needed to satisfy the primary interference
constraint. With multiple antennas at the secondary transmitter, the interference in-
duced at the primary receiver can be controlled through beamforming technique. One
objective can be maximizing the achievable secondary rate while satisfying the primary
interference constraint and the secondary power constraint. With one single-antenna
primary receiver and single-user decoding at the secondary receiver, in the case of a
MISO secondary link, it is proved in [ZL08] that beamforming is the optimal secondary
transmission strategy, and closed-form solution is derived for the optimal beamforming
vector at the secondary transmitter to be the weighted sum of two channel-related vec-
tors, which are obtained by Gram-Schmidt orthogonalization performed on the channels

from the secondary transmitter to the primary and secondary receivers.

In the case of a MIMO secondary link, a primal-dual iterative optimization is pro-
posed in [ZLC10] to reveal the optimal structure of the secondary transmit covariance
matrix, and two suboptimal algorithms are proposed in [ZLO08], where one is based
on the singular-value decomposition of the MIMO secondary channel directly, and the
other is based on the singular value decomposition of the projection of the MIMO sec-
ondary channel into the null space of the channel from the secondary transmitter to
the primary receiver. For the special case of 2 x 2 MIMO secondary link, a closed-form
expression for linear transceiver design is derived to meet the achievable rates and no

mutual interference between primary and secondary transceivers [BOO'10].

With capability of successive decoding (successive interference cancellation) [Cov72]
at the secondary receiver, a higher secondary rate can be achieved. When the interfer-
ence from the primary transmitter to the secondary receiver is not strong enough for
the secondary receiver to decode the primary message, in the presence of the interfer-
ence due to the transmission of the secondary message, rate splitting and superposition
coding can be applied at the secondary transmitter. The secondary message is split into
two parts. The secondary receiver decodes the first part of the secondary message and
subtracts it, then decodes the primary message and subtracts it, and finally decodes the
second part of the secondary message. It is applied for spectrum shaping in [ZM10] to
determine the power spectrum density of the secondary signal, such that the achievable
secondary rate is maximized while a certain primary rate requirement and secondary
power constraint are satisfied. The application of rate splitting and successive decod-

ing for spatial shaping in the MISO/MIMO secondary channel is proposed in [LJ11]
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and [BSLT*13], respectively. Three scenarios are investigated, in terms of the interfer-
ence from the primary transmitter to the secondary receiver, namely, weak interference,
strong interference and very strong interference, or equivalently three ranges of primary
rate requirement. In the case of MISO secondary channel, optimal beamforming and
power allocation is derived, to maximize the achievable secondary rate while satisfying
the primary rate requirement and the secondary power constraint. In all the three sce-
narios, the beamforming vectors are parametrized with real-valued parameters, as the
weighted sum of two channel-related vectors, which are the projections of the secondary
channel into the space and null space of the channel from the secondary transmitter to
the primary receiver, respectively; the secondary transmitter employs full power trans-
mission. For the scenarios of weak and very strong interference, closed-form solutions
are obtained; for the scenario of strong interference, a grid search is required to obtain
the optimal solution. In the case of MIMO secondary channel, optimal transmit covari-
ance matrices are obtained by solving corresponding convex optimization problems, to
maximize the achievable secondary rate while satisfying the primary rate requirement
and the secondary power constraint. An additional line search is required for the sce-
nario of strong interference to obtain the optimal solution. The secondary transmitter
employs full power transmission in all the three scenarios. Note that the solution for the
scenario of intermediate range of primary rate requirement in [BSLT'13] is not correct
which has been pointed out in [LZJ14]. The results are presented in Section 2.1 and
2.2. Note that with MRT at the primary transmitter and single-user decoding at the
primary receiver, the setting of a multiple-antenna primary transmitter has no impact

on the solutions discussed in this thesis as compared with those in [LJ11].

1.3.3. Overlay Spectrum Sharing

In overlay spectrum sharing, the secondary transmitter can utilize the knowledge of
the primary message, which is acquired non-causally (i.e., known in advance before
transmission) or causally (i.e., acquired in the first phase of a two-phase transmission),
to help transmit the primary message besides its own message. The secondary power
is split into two parts, where one is spent for the secondary message, and the other is
spent for the primary message to compensate for the interference induced at the primary
receiver due to the secondary transmission, such that a certain primary rate require-
ment is satisfied. In many scenarios the associated capacity gains over non-cooperative
transmission could serve as a motivation for having the primary transmitter share its
codebook and message with the secondary transmitter [HLDV09]. Overlay spectrum

sharing with non-causal primary message is also known as the cognitive radio channel
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or the interference channel with degraded message sets in the literature [DMT06]. With
knowledge of the primary message and codebook and perfect channel state information
at the secondary transmitter, the interference (when decoding the secondary message
at the secondary receiver) due to the transmission of the primary message from both
transmitters is known, and can be precancelled by dirty-paper coding (DPC) [Cos83].
It is shown in [WVAQ7] that this scheme can achieve the capacity region in the weak
interference regime, namely, when the interference from the secondary transmitter to
the primary receiver is weak, and the achievable secondary rate is analyzed in [JV09]
under the constraint that the primary link experiences no rate degradation and uses
single-user decoder. While the capacity of part of the strong interference regime with
strong interference at both receivers is obtained in [MYKO07] using superposition coding
and interference decoding. These results are generalized by the work in [JX08] and
[MGKSO08]. The results from [JV09] and [WVAO07] are extended in [SV08] to the MIMO
case in the weak interference regime. Recent results can be found in [RTD11], [RTD12]
and [RG13].

With the deployment of DPC at the secondary transmitter to obtain an interference-
free secondary link, optimal beamforming and power allocation is derived, to maximize
the achievable secondary rate while satisfying the primary rate requirement and the
secondary power constraint, in the case of MISO secondary channel [LBSJ*12]. The
beamforming vector for the primary message is MRT, and the beamforming vector for
the secondary message has the same form of parametrization with one real-valued pa-
rameter as those in [LJ11]. The secondary transmitter employs full power transmission.
A line search is required to obtain the optimal solution. In the case of MIMO sec-
ondary channel [LJ14], the beamforming vector for the primary message is MRT, and
the transmit covariance matrix for the secondary message is obtained by a line search
while solving a convex optimization problem. The secondary transmitter employs full
power transmission. Due to the high complexity of DPC, linear precoding can be ap-
plied as an alternative at the secondary transmitter. In the case of MISO secondary
channel [LJBST12], the beamforming vector for the primary message is parametrized
with three real-valued parameters, as the weighted sum of two channel-related vectors,
which are the projections of the channel from the secondary transmitter to the primary
receiver in the space and null space of the secondary channel, respectively. The beam-
forming vector for the secondary message has the same form of parametrization with
one real-valued parameter as that when DPC is deployed at the secondary transmitter.
The secondary transmitter employs full power transmission. A cubic search is required

to obtain the optimal solution. In the case of MIMO secondary channel [LJ14], an iter-
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ative transceiver design algorithm is proposed, where the secondary link is constrained
to single-stream transmission and minimum mean square error (MMSE) receiver is de-
ployed at the secondary receiver. In each iteration, an optimization problem is solved
to obtain the optimal beamforming and power allocation at the secondary transmitter
with respect to a given secondary receiver, by the results from [LJBS*12]. The iter-
ative algorithm converges though not guaranteed to achieve the global optimum. For
the simulation, a good solution can be selected by several random initializations. The
secondary transmitter employs full power transmission. The results are presented in
Section 3.1 and 3.2. Note that with MRT at the primary transmitter and single-user
decoding at the primary receiver, the setting of a multiple-antenna primary transmit-

ter has no impact on the solutions discussed in this thesis as compared with those in
[LBSJ*T12], [LIBST12] and [LJ14].

1.3.4. Cooperative Spectrum Sharing

In contrast to point-to-point communications, cooperative communications allows dif-
ferent users to collaborate through distributed processing, where one user’s transmission
is aided by the collaborating user through relaying. Two popular relaying schemes are
AF and DF. In AF relaying, the received signal at the relay is amplified and retrans-
mitted to the destination, with the advantage of low complexity and disadvantage of
amplified noise at the relay. In DF relaying, the relay tries to decode the received signal,
and if successful, it reencodes the message and retransmits it. Cooperative communi-
cations enables capacity increase [CGT79] [KGGO5] or diversity gain [LTWO04], which is
also attractive for spectrum sharing [ZJZ09]. Overlay spectrum sharing with causal
primary message is also known as the causal cognitive radio channel or cooperative
spectrum sharing in the literature [DMTO06], where the secondary transmitter helps re-
lay the primary message. Due to practical constraints, the secondary transmitter is
usually assumed to work in half-duplex mode, i.e., it cannot simultaneously transmit
and receive. The half-duplex causal cognitive radio channel is studied in [SJXWO09],
[CWO10], [WV13] and [CTKS14]. The primary link may have the incentive to adapt
its transmission strategy to cooperate with the secondary link to maintain certain rate
and avoid outage, especially when the primary link is weak. For example, when the
primary transmitter is closer to the secondary transmitter than to its intended receiver,
the channel condition to the former is better than that to the latter. The secondary
transmitter relays the primary message in an AF or a DF way, while transmitting its
own message. The achievable primary rate can be improved through the cooperation

between the primary and secondary links.
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Cooperative spectrum sharing between a SISO primary link and a MISO secondary
link is studied in [MLLV11], where the secondary transmitter helps relay the primary
message in the AF mode. The primary receiver applies maximum ratio combining
(MRC) to the received signals in the two phases. With MRC at the secondary trans-
mitter for receiving the primary message in the first phase, zero-forcing beamforming is
proposed to mitigate the mutual interference between both transceivers in the second
phase. With a MISO secondary broadcast channel, beamforming at the secondary trans-
mitter is designed to maximize the minimum of the achievable secondary rates while
satisfying the primary rate requirement and the secondary power constraint [HZBLG11].
In the AF mode, the receive beamforming vector in the first phase and transmit beam-
forming vector in the second phase are the same for the primary message. In [ZSWO13],
multiple-antenna secondary transmitters help the transmission of a MISO primary link
by amplifying and forwarding the primary message while transmitting their own mes-
sages, where the primary transmitter employs MRT or certain fixed transmit beam-
forming in the first phase, and the primary receiver applies MRC to the received signals
in the two phases. The sum power of the secondary transmitters is minimized while
satisfying the primary and secondary rate requirements. It is shown that the relaying
matrix performing receive and transmit beamforming for the primary message is rank
one and has a certain parametrized structure. The system model is extended to a MIMO
secondary link in this thesis, where the secondary transmitter employs an AF relaying
matrix for the primary message and single-stream transmission for its own message, and
MMSE receiver is deployed at the secondary receiver. To fulfill its rate requirement, the
primary link has the incentive to adapt the transmission strategies in the two phases,
namely, the primary transmitter employs MRT in the two phases, and the primary re-
ceiver applies MRC to the received signals in the two phases. An iterative transceiver
design algorithm is proposed, to maximize the achievable secondary rate while satisfying
the primary rate requirement and the secondary power constraint. In each iteration,
an optimization problem is solved to obtain the optimal relaying matrix and beam-
forming vector at the secondary transmitter, with respect to a given secondary receiver,
by a bisection search through a sequence of second-order cone programming feasibility
problems. The iterative algorithm converges though is not guaranteed to achieve the
global optimum. A good solution can be selected by several random initializations. The
secondary transmitter employs full power transmission. For this setup, an alternative
heuristic solution is proposed. By the results from [ZSWO13] and [JLDO0S]|, given the
secondary receiver, the relaying matrix for the primary message is parametrized with

two real-valued parameters, and has the structure of the outer product of two channel-
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related vectors. One is the MRC receiver for the primary signal with respect to the
effective channel between the two transmitters. And the other is parametrized with one
real-valued parameter, as the weighted sum of two channel-related vectors, which are
the projections of the channel from the secondary transmitter to the primary receiver
into the space and null space of the effective secondary channel, respectively. Moreover,
by the results from [LJ11], given the secondary receiver and the relaying matrix for the
primary message, the beamforming vector for the secondary message is parametrized
with one real-valued parameter, as the weighted sum of two channel-related vectors,
which are the projections of the effective secondary channel into the space and null
space of the channel from the secondary transmitter to the primary receiver, respec-
tively. An iterative transceiver design algorithm is proposed, where in each iteration, a
grid search is performed to obtain the optimal relaying matrix and beamforming vector,
with respect to a given secondary receiver. The iterative algorithm converges though not
guaranteed to achieve the global optimum. A good solution can be selected by several
random initializations in the simulation. The secondary transmitter employs full power

transmission. The results are presented in Section 3.3.

As usual, the two phases in the AF relaying protocol are treated as having the same
duration. Asin [HZBLG11], the works on DF cooperative spectrum sharing in [HPT09],
[LKPR11] and [SHL13] do not consider the decoding time of the primary message at
the secondary transmitter. In [HPT09], the secondary transmitter tries to decode the
primary message in the first time slot, and if successful, relays it to the primary re-
ceiver; the primary receiver applies MRC to the received signals in the two time slots.
The relative duration of the two phases is explicitly considered in [SK11], where the
two-phase transmission takes place in one time slot. Optimal time and power allocation
is derived, to maximize the achievable secondary rate while satisfying the primary rate
requirement and the secondary power constraint, and the constraint that the secondary
receiver can decode the primary message in the first phase, such that the interference
due to the relayed primary message can be cancelled at the secondary receiver in the
second phase. The DF cooperative spectrum sharing between a MISO primary link
and a MIMO secondary link is studied in [BSLT*13], where the secondary transmitter
tries to decode the primary message in the first phase, and if successful, helps transmit
the primary message besides its own message in the second phase. To fulfill its rate
requirement, the primary link has the incentive to adapt the transmission strategies
in the two phases, namely, the primary transmitter employs multiple-stream transmis-
sion to facilitate the decoding of the primary message at the secondary transmitter in

the first phase, and MRT to facilitate its own transmission in the second phase. The
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secondary transmitter employs DPC to precancel the interference (when decoding the
secondary message at the secondary receiver), due to the transmission of the primary
message from both transmitters in the second phase. The achievable secondary rate is
maximized while satisfying the decodability condition of the primary message at the sec-
ondary transmitter, the primary rate requirement and the primary and secondary power
constraints. A set of parameters are optimized, including relative duration of the two
phases, primary transmission strategies in the two phases and secondary transmission
strategy in the second phase. Properties of the parameters are studied to reduce the
computational complexity of the optimization problem. A cubic search is required to
obtain the optimal transmission strategies. Given the relative duration of the first phase
and the power spent in the first phase by the primary transmitter, the primary transmit
covariance matrix in the first phase is obtained, by balancing between the maximization
of the received SNR at the primary receiver and that of the channel capacity from the
primary transmitter to the secondary transmitter. After that, the secondary transmit
covariance matrix in the second phase is obtained, by a line search over the power spent
for the transmission of the primary message, while solving a corresponding convex op-
timization problem. The primary transmitter employs full power transmission in the
two phases. The secondary transmitter employs full power transmission in the second
phase. The optimal choice of parameters is the one that yields the largest secondary

rate. The results are presented in Section 3.4.

1.3.5. Energy-efficient Spectrum Sharing

Besides spectrum, power is another precious resource as energy consumption of mo-
bile networks is growing fast with various emerging applications, which is especially
problematic for mobile devices with limited battery life. Energy-efficient wireless com-
munications not only have great ecological benefits and represent social responsibility
in fighting climate change, but also have significant economic benefits in terms of elec-
tricity bill [FJLT13]. Several definitions of energy efficiency (EE) have been proposed
in the literature. One approach which is gaining momentum lately is to define the EE
of a communication link as the ratio of the achievable rate over the power consumption.
Energy-efficient precoding is investigated for point-to-point single-user MIMO systems
in [BL11], considering static, slow and fast-fading channels. However, [BL11] does not
take into account the circuit power that is dissipated in the electronic circuitry of the
transmitter. In [VLDE13], a new EE performance metric is proposed, which takes into
account the effects of using finite blocks for transmitting and using imperfect or partial

channel state information. The relation between EE and SE is investigated in [JDI*13].
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A realistic power model is adopted and both independent Rayleigh fading and semicor-
related fading channels are considered. A novel and closed-form upper bound for EE
as a function of SE is derived. The EE optimization problem for a MIMO broadcast
channel is addressed [XQ13], where the transmit covariance matrix is optimized under
fixed active transmit antenna sets, and then active transmit antenna selection is uti-
lized. Power allocation to achieve the EE of a MIMO multiple access channel is studied
in [Mial3], first with the assumption of a fixed amount of circuit power consumption,
then with improved circuit management to turn off circuit operations when some anten-
nas are not used to reduce circuit power consumption. The EE of a MIMO interference
channel is maximized in [JC13], by designing the transmit covariance matrices jointly
for each transceiver pair. Centralized and decentralized algorithms are developed based
on global and local channel state information at each transmitter, respectively. A new
criterion of weighted sum EE is considered in [HHYO14] for energy efficient multicell
multiuser precoding design, which is defined as the weighted sum of the energy efficien-
cies of multiple cells. The sum-of-ratio form of the energy efficient precoding problem
is transformed into a parameterized polynomial form optimization problem, and the
user rate is formulated as a polynomial optimization problem with the test conditional

probabilities to be optimized. A solution is obtained through a two-layer optimization.

The EE of a MIMO secondary link in underlay spectrum sharing is optimized in
[HT13a], with the primary interference constraint and the secondary power constraint.
Energy-efficient precoding for the secondary transmission is proposed, where the non-
linear optimization problem is transformed into a parametrized convex optimization
problem and the solution is discussed. In [HT13b|, the EE of a MIMO secondary
multiple access channel is maximized with the primary interference constraint and the
secondary power constraint, which is defined as the ratio of weighted sum rate and power
consumption. The nonlinear EE optimization problem is transformed into a series of
parametrized convex optimization problems, which are solved by a combination of bisec-

tion search method and cyclic coordinate ascent-based iterative water-filling algorithm.

In [LZJ14], the EE of a MIMO secondary link in underlay spectrum sharing is studied,
where rate splitting and successive decoding are deployed at the secondary transmit-
ter and receiver, respectively, when it is feasible, and otherwise single-user decoding is
deployed at the secondary receiver. Rate splitting and successive decoding are well-
established techniques to increase the achievable rate of a communication link [CT06],
but their application to spectrum sharing is relatively new. They have been deployed in
[ZM10] and [LJ11], where it has been shown to achieve a significantly higher secondary
rate. However, both [ZM10] and [LJ11] deal with rate maximization, whereas the po-
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tential of rate splitting and successive decoding for EE maximization is not investigated.
An energy-efficient resource allocation algorithm is proposed in [LZJ14], to optimize the
EE of the secondary transmission while satisfying the primary rate requirement and the
secondary power constraint. Three transmission strategies are introduced based on the
primary rate requirement and the channel conditions. For each case, the original non-
convex fractional problem is reformulated into a concave fractional program, which can
be efficiently solved by fractional programming, e.g., Dinkelbach’s method [Din67], to
obtain the optimal transmit covariance matrices. An additional line search is required
for the case of intermediate primary rate requirement to obtain the optimal solution.
Based on this, an energy-efficient resource allocation algorithm is proposed. Moreover,
in this thesis, the EE of a MIMO secondary link in overlay spectrum sharing is maxi-
mized with the primary rate requirement and the secondary power constraint, where the
secondary transmitter has non-causal knowledge of the primary message and employs
DPC to obtain an interference-free secondary link. The beamforming vector for the pri-
mary message is MRT, and the transmit covariance matrix for the secondary message
is obtained through solving a concave fractional program by fractional programming.

The results are presented in Section 4.1 and 4.2, respectively.
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Underlay Spectrum Sharing

This chapter focuses on underlay spectrum sharing, where the secondary user trans-
mits simultaneously with the primary user, under the constraint that the interference
induced at the primary receiver is below a certain threshold, or a certain primary rate
requirement has to be satisfied. Specifically, the coexistence of a MISO primary link
and a MISO/MIMO secondary link is studied. The primary transmitter employs MRT,
and single-user decoding is deployed at the primary receiver. Three scenarios are in-
vestigated, in terms of the interference from the primary transmitter to the secondary
receiver, namely, weak interference, strong interference and very strong interference, or
equivalently three ranges of primary rate requirement. For the scenario of weak inter-
ference (high range of primary rate requirement), single-user decoding is deployed at
the secondary receiver; for the scenario of strong interference (intermediate range of
primary rate requirement), rate splitting is deployed at the secondary transmitter, and
successive decoding is deployed at the secondary receiver; for the scenario of very strong
interference (low range of primary rate requirement), successive decoding is deployed at
the secondary receiver, and rate splitting is not needed at the secondary transmitter. For
each scenario, optimal beamforming/precoding and power allocation at the secondary
transmitter is derived, to maximize the achievable secondary rate while satisfying the
primary rate requirement and the secondary power constraint.

This chapter is partly based on the results reported in [LJ11] and [BSLT*13]. Note
that with MRT at the primary transmitter and single-user decoding at the primary
receiver, the setting of a multiple-antenna primary transmitter has no impact on the
solutions discussed in this thesis as compared with those in [LJ11], and the solution
for the scenario of intermediate range of primary rate requirement in [BSLTT13] is not

correct which has been pointed out in [LZJ14].
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2.1. MISO Secondary Channel

2.1.1. System Model

The system considered is depicted in Figure 2.1 and consists of a MISO primary link
with Nt ; transmit antennas and a MISO secondary link with Nt o transmit antennas,
assuming single-user decoding at the secondary receiver. The channels from the pri-
mary transmitter to the primary and secondary receivers are denoted as hi; and hio,
respectively. The channels from the secondary transmitter to the primary and secondary
receivers are denoted as ho; and hog, respectively. The noises at the primary and sec-
ondary receivers are denoted as m; and ne, respectively. The channels and noises are
modeled as independent and identically distributed complex Gaussian random variables
with zero mean and unit variance. Assume that the primary transmitter knows h11; the

secondary transmitter knows hi1, hio, hop and hos.

Primary TX Primary RX
u h11 T
dl——> coding 1 L1 1
VP
h21
h12
N/
d2———> coding L Y2
ha2
Secondary TX Secondary RX

Figure 2.1.: System model consisting of a MISO primary link and a MISO secondary

link — single-user decoding at the secondary receiver.

The primary transmission strategy is normally given and fixed, with a rate require-
ment of R}, and single-user decoding is deployed at the primary receiver. The primary

transmitter employs an Nt ; x 1 beamforming vector w (||w:|| = 1) and power P; for

message d;. With MRT, i.e., w; = HZﬂII’ the signal from the primary transmitter is

h
1 =/ P1 1 ul(dl), (2.1)
1P|

where d; is encoded into symbol u; with unit average power, by a random Gaussian
codebook with fixed information rate R}. The primary receiver has knowledge of the
codebook of d;.
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Chapter 2. Underlay Spectrum Sharing

Similarly, the secondary transmitter employs an Nt o X 1 beamforming vector ws
(|lwe|| = 1) and power po for message dg, as it has been proved that beamforming is
the optimal secondary transmission strategy [ZL08]. The secondary transmitter has a

power constraint of P». The signal from the secondary transmitter is

Lo = \/]TQwQUQ(dQ), (2.2)

where dy is encoded into symbol uo with unit average power by a different Gaussian
codebook. The secondary receiver has knowledge of the codebook of ds.

The signals at the primary and secondary receivers are

yi =V Pillhai|ur(dy) + /pahgiwauz(dz) + na, (2.3)
VP
Y2 = \/Dzhihwaus(ds) + mh{éhuul(dl) + n2, (2.4)

respectively.

2.1.2. Weak Interference

When the interference from the primary transmitter to the secondary receiver is weak,
namely, the secondary receiver can not decode the primary message even without sec-

ondary transmission, i.e.,

* Pl
Rl Z 10g2 (1 + W‘h{éhll‘Q) 5 (25)

then single-user decoding is deployed at the secondary receiver.

The achievable rates for the primary and secondary links are

Pi||hy] ]
Ry = log <1+ , (2.6)
2 1 4 po| Rl w,|?
pa|hihaws|?
R2 = 10g2 1+ s (27)
L+ e hiohul?

respectively, for any feasible choice of beamforming vector ws and power ps.
To maximize the secondary achievable rate Ry while satisfying the primary rate re-
quirement R} and the secondary power constraint P, the optimization problem can be

formulated as

max po|hihws|? (2.8a)
w2,p2
Pi||hyy |2
s.t. log, (1 + MIH2> > Ry, (2.8b)
HwQH = 1a (28C)
0<p2 <P (2.8d)
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2.1. MISO Secondary Channel

Proposition 1. The optimal beamforming vector that solves (2.8) can be parametrized

as
¥ ITh,, Ao I3 hoo
w5(A) = VAL T e T (2.9)
MRy, Rl T35, hoo|
where
A = min (AMRT, Pth) (2.10)
P[hai||
_ hahfl L _ _ lIlnyy hoof? L
Hh21 = H}lezilﬁ%’ Hh21 = I—Hh21, >\MRT = Hféimz and Pint = ;Rfil_ll -1 2 0.
The optimal power is
Py = Ps. (2.11)
Proof. The proof is provided in Section 2.4.1. 0

Remark 1. The optimal beamforming vector is parametrized with one real-valued pa-
rameter, as the weighted sum of the projections of the channel hoy into the space and
null space of the channel hay, respectively. The parameter is determined as in (2.10)
to allocate the power in these two directions of the beamforming vector to control the

interference at the primary receiver while maximizing the achievable secondary rate.

Remark 2. P, can be seen as the interference constraint at the primary receiver.
Pt = 0 leads to the optimal choice of A = 0, which corresponds to zero-forcing trans-

mission. X\ = AMRr corresponds to mazximum ratio transmission.

Remark 3. The parametrization in (2.9) has a different form than that in [ZL0S§],
which is the weighted sum of two channel-related vectors, obtained by Gram-Schmidt

orthogonalization performed on the channels hoy and has.

Remark 4. With multiple antennas at the secondary transmitter, full power transmis-
ston is allowed which maximizes the achievable secondary rate. The parametrization in
(2.9) with one real-valued parameter in closed-form significantly reduces the computa-

tional complexity of finding the optimal beamforming vector.

2.1.3. Strong Interference

When the interference from the primary transmitter to the secondary receiver is strong,
namely, the secondary receiver can decode the primary message without secondary
transmission, but can not reliably do so when the secondary signal is transmitted at

its maximum allowed power, i.e.,

P ‘hHh ’2
TR 1121 . < PL w2
log, | 1+ < Ry <logy | 1 + —=|h1oh11|* |, (2.12)
( L+ Bofhdhwg? ) T R 22

21



Chapter 2. Underlay Spectrum Sharing

where w3 is the optimal beamforming vector for (2.8) by Proposition 1, the achievable
rate for the secondary link can be increased by employing rate splitting [Car78] at the

secondary transmitter and successive decoding [Cov72] at the secondary receiver.

Primary TX Primary RX

: h11
dy1— coding b . I T U
VP,

—<

coding | 9499 Y2

dag —— ——wa ha2o

Secondary TX Secondary RX

Figure 2.2.: System model consisting of a MISO primary link and a MISO secondary
link — rate splitting at the secondary transmitter and successive decoding

at the secondary receiver.

Rate splitting at the secondary transmitter is described as follows. As in Figure 2.2,
the secondary message do is split into two sub-messages do; and dos, which can be
encoded by superposition coding [Cov72]. The signal from the secondary transmitter
is @3 = @91 + @22 With Ta1 = (/parwaruzi(dar) and Toy = (/Prowarouse(daz). d21 and
dog are encoded into symbols ug; and uge with unit average power, respectively, by two
different Gaussian codebooks. wa; (||wa1]| = 1) and was (||waz|| = 1) are the Nt x 1
beamforming vectors, and p; and poo are the powers. The secondary receiver has the
knowledge of the codebooks of do1, dao and dj.

The received signals at the primary and secondary receivers are

y1 =/ Pi||hi1|[ui(d1) + /ParhEwarusi (do1) + /przhi waougs (dag) + 11, (2.13)
VP

Y2 = /Parhihwarugr (do1) + /Prahihwaougs (dag) + mhghnm(dﬂ +ng, (2.14)
respectively.

Successive decoding at the secondary receiver is described as follows. Firstly, the

secondary receiver decodes ds;, while treating a2 and x; as noises, i.e.,

po1|hbwa 2
1 + poo|hibwas|? + Hh]fiiuﬁh{{ghlﬂ?

Ro1 = log2 (1 + (2.15)

After cancelling @21, the secondary receiver should be able to decode dy, while treating
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2.1. MISO Secondary Channel

T2 as noise, i.e.,

Py ’hHh ’2
127¢11

Ry <logy [ 14 P22 ). (2.16)

1+ paalhoyywas|

Finally, after cancelling @1, the secondary receiver decodes dao, i.e.,
Roo = logy (1 +p22|h§éw22]2) . (2.17)
The achievable secondary rate is
Ry = Ro1 + R
pa1|hgywa [° H, 2
=log, [ 1+ + logy (1 + pag|hyrwaal?) ,
< L+ paa|hihwan|? + s | hibho 2

(2.18)

for any feasible choice of beamforming vectors wo; and wos and powers ps; and poo.
To maximize the secondary achievable rate Rs while satisfying the primary rate re-
quirement R} and the secondary power constraint P, the optimization problem can be

formulated as

max Ry (2.19a)
w21, w22
p21,p22
P ‘hHh ‘2
127011
s.t. logy |1+ M=) > Ry, (2.19b)
1 4 pas|hoywas]
Py|[hn|?
log, (1 + > RY, (2.19c¢)
1+ pa1 |h&h war |2 4 pos| hEi was 2
lwar|| = [Jwa|| =1, (2.19d)
P21 +p22 < P, pa1 > 0,p22 > 0. (2.19e)

Proposition 2. The beamforming vectors that solve (2.19) can be parametrized as

[Th,, hoo 10, hoo
wor (M) = A T e 122 (2.20)
|[Mpy, hool| |11, Rl
;.. h I3 hao
’wQQ(/\g) =\ /\2# + 4/ 1-— /\27_2%, (2.21)
|[Mpy, hool| |11, hoal|
where
= min _— .
1 MRT) p21Hh21H2 )
Pi||hy||?
Pint — M -1 —p22|h511w22()\2)]2 > 0, (223)
201 — 1
P21 = P> — pao, (2.24)
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Chapter 2. Underlay Spectrum Sharing

hathgy prL [T, hoal |
Hp,, = Wilzilﬁ%’ Hh21 =1I —1lp,, and Avrr = |’|L’21;72||2
The optimal solution to (2.19) can be obtained by varying A2 € [0, \MrT] and p2 €

[0, P2] to achieve the mazimum secondary rate.
Proof. The proof is provided in Section 2.4.2. O

Remark 5. The beamforming vectors have the same form of parametrization as that
in the scenario of weak interference with single-user decoding, and though have different
parameters. Intuitively, since the transmission of the two secondary sub-messages have
the same channels, the two beamforming vectors have the same form of parametrization;
however, due to the constraint (2.19b), they are not symmetrical and can have different

parameters.

Remark 6. Full power is used for the secondary transmission. A grid search is required
to find the optimal beamforming vectors and power allocation, which significantly reduces
the computational complexity of solving (2.19) with two complez-valued vectors and two

real-valued scalars.

2.1.4. Very Strong Interference

When the interference from the primary transmitter to the secondary receiver is very
strong, namely, the secondary receiver can decode the primary message by treating
the received secondary signal as noise, and subtract it before decoding the secondary

message, i.e.,

P, H 2
et o

R} <log, |1+

! 2 ( 1+ Py|hSbw;)?

where w} is the optimal beamforming vector for (2.8) by Proposition 1.
After cancelling @y, the secondary receiver can decode the secondary message ds

without interference, and the achievable secondary rate is
Ry = log, (1 + Po|hfhws|?). (2.26)

Remark 7. Rate splitting is not required at the secondary transmitter in the scenario
of very strong interference, which shares the same solution as in the scenario of weak

interference.

Remark 8. In the scenario of strong interference from the primary transmitter to the
secondary receiver as in Section 2.1.3, the special case of pao = 0 corresponds to the
scenario of weak interference as in Section 2.1.2, and the special case of po1 = 0 cor-

responds to the scenario of very strong interference as in Section 2.1.4. By comparing
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2.1. MISO Secondary Channel

the achievable secondary rate expressions in (2.7) and (2.26), it shows that rate split-
ting at the secondary transmitter and successive decoding at the secondary receiver does
increase the achievable secondary rate if feasible, though with higher complexities at the

secondary transceiver, with respect to single-user decoding at the secondary receiver.

2.1.5. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed MISO
underlay spectrum sharing (MISO USS RS), and compare with that of MISO underlay
spectrum sharing with only single-user decoding at the secondary receiver (MISO USS
SUD), the solution of which is as in the scenario of weak interference in Section 2.1.2, in
terms of achievable secondary rate (in bit/s/Hz) versus SNR of the secondary link (in
dB). The SNR is defined as the ratio of the transmit power and the noise power at the
receiver, and since the noise power is normalized, the SNR is equivalent to the transmit
power.

The primary rate requirement is set as a fraction of its instantaneous point-to-point

channel capacity without secondary transmission, i.e.,
Ry = plog, (1 + Pi||h11]]?), (2.27)

where 0 < p <1 is the load factor of the primary link.

The system configuration is as follows. The primary and secondary transmitters have
2 antennas each. The SNR of the primary link is fixed at 10 dB, and the SNR of the
secondary link is varied from 0 dB to 20 dB. The load factor of the primary link is varied
from 25% to 100%. The simulation results are averaged over 1000 channel realizations.
As in Figure 2.3, at the load factor of 25% and SNR of 10 dB, the rate gain of MISO
USS RS over MISO USS SUD is about 1.7 bits/s/Hz, and becomes less significant
as the load factor increases. The variation of the load factor has a significant impact
on the achievable secondary rate of MISO USS RS, since it changes the primary rate
requirement based on which MISO USS RS decides which of the three scenarios to work
in. With smaller primary rate requirement, it is with higher probability that MISO USS
RS works in the scenarios of strong interference and very strong interference, where a
higher secondary rate can be achieved compared with the scenario of weak interference.

Numerical results show that rate splitting at the secondary transmitter and successive
decoding at the secondary receiver does significantly increase the achievable secondary

rate if feasible, compared with single-user decoding at the secondary receiver.
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-o- MISO USS SUD, 25% load
5k | ~#—MISO USS RS, 50% load
-o- MISO USS SUD, 50% load
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Figure 2.3.: Achievable secondary rate versus SNR of the secondary link: MISO USS
RS versus MISO USS SUD with different primary link loads.
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2.2. MIMO Secondary Channel

2.2.1. System Model

The system considered is depicted in Figure 2.4 and consists of a MISO primary link
with Nt 1 transmit antennas and a MIMO secondary link with Nt o transmit antennas
and Vg2 receive antennas, assuming rate splitting at the secondary transmitter and
successive decoding at the secondary receiver. The channels from the primary transmit-
ter to the primary and secondary receivers are denoted as hi; and H s, respectively.
The channels from the secondary transmitter to the primary and secondary receivers
are denoted as ho; and H s, respectively. The noises at the primary and secondary re-
ceivers are denoted as nq and nq, respectively. The channels and noises are modeled as
independent and identically distributed complex Gaussian random variables with zero
mean and unit variance. Assume that the primary transmitter knows h11; the secondary

transmitter knows hq1, H12, ho1 and Hos.

Primary TX Primary RX
u hi [
dr——’ coding n
VP
ha
Y HigY
Uy VP21 )
doy — W . xy -y
coding (q499 . H . 2
dag — —— W 2y
VP22
Secondary TX Secondary RX

Figure 2.4.: System model consisting of a MISO primary link and a MIMO secondary
link — rate splitting at the secondary transmitter and successive decoding

at the secondary receiver.

The primary transmission strategy is normally given and fixed, with a rate require-
ment of R}, and single-user decoding is deployed at the primary receiver. The primary

transmitter employs an Nt ; x 1 beamforming vector w; (||w:|| = 1) and power P; for

message d;. With MRT, i.e., w; = HZﬂII’ the signal from the primary transmitter is

h
r1 = Plﬁul(dl)a (2.28)

where d; is encoded into symbol u; with unit average power, by a random Gaussian

codebook with fixed information rate R}. The transmit covariance matrix for dy is
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K, = thljiiHthhﬁ. The primary receiver has knowledge of the codebook of d;.

Assume that the interference from the primary transmitter to the secondary receiver
is strong, and rate splitting and successive decoding are deployed at the secondary
transmitter and receiver, respectively. At the secondary transmitter, the secondary
message dy is split into two sub-messages da; and dga. do1 (d22) is encoded into an
M; x 1 (M x 1) vector ug; (ug2) of symbols with unit average power by a random
Gaussian codebook. Wy (W) is the normalized Nt o x M; (Nt2 x My) precoding
matrix and pa; (pa2) is the power for doy (d22), where 1 < My, My < min (Ng2, N12).

The signal from the secondary transmitter is

T2 = /P21 Warua1(d21) + /P22 W 2222 (d22). (2.29)

The transmit covariance matrices for do; and doy are Ko = p21W21W§€ and Koy =
pggngng, respectively. The secondary receiver has knowledge of the codebooks of
d21, d22 and dl.

The signals at the primary and secondary receivers are

y1 =/ Pi||hi1||ui(dr) + /Parhd Warua (dar) + /Daahl Waguga (da2) +n1,  (2.30)

v P;
Yo = /D21 HooWoiuai(da1) + /Daa H oo W 2o (da2) + mﬂmhnm (dy) + no,

(2.31)

respectively.

At the secondary receiver, dg; is first decoded, then d; (i.e., the interference), and
finally dos. This adds the constraint that the achievable rate of the primary message at
the secondary receiver must be no less than R} for the secondary receiver to successfully

decode the primary message, i.e., Ri2 > R}, where

‘I + Hopo Koy HE, + H12K1H{{2}
I+ Hypn Ky Hi| (2.32)
— log, ‘I + (I + HypKypHE)™ M‘

R12(K92) = log,

with M = H12K1H{‘;, which is convex in Ky [DCO1, Lemma II.3] and matrix-
decreasing in K9y [MOAL11, Ch 16, E.3.b.].

The achievable primary rate is

R Kh
1172171 > (2.33)

Ry (K21, K92) = log (1 +
2 1+h§1(K21 + Ka2)ho
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and the achievable secondary rate is

[T+ Ho (Ko + Ko)HE, + M|
|I+H22K22H2H2+M‘

=logy |I + Hos(Ko1 + Kao)Hyy + M| — Ria(Ka),

Ry (K1, Ka2) =logy +logy [T+ Hyp Koo HY|

(2.34)

which is jointly concave in K5 and Kago. The first term in (2.34) corresponds to the
part of the secondary message decoded in the presence of the interference (both from
primary transmitter and self-interference). The second term in (2.34) corresponds to
the part of the secondary message recovered after decoding and subtracting the primary
message.

The two special cases, where the secondary receiver decodes the primary message
at first (very strong interference) or does not decode it at all (weak interference), are
included by setting K21 and K9 to the zero matrix, respectively.

To maximize the achievable secondary rate Ry while satisfying the primary rate re-
quirement R} and the secondary power constraint P, the optimization problem can be

formulated as

Qs Ba(Koy, Ko) (2.35a)
s.t. R (Ko, Ka) > R, (2.35b)
R12(Ko2) > R, (2.35¢)
tr(Ko1 + Ka2) < P, (2.35d)
K3 = 0,Ky» =0, (2.35e)

where it is implicitly assumed that (2.35¢) applies only if K99 # 0. (2.35b) and (2.35d)
are jointly linear in K9; and K9, respectively. Since R is convex in Ko, (2.35¢) is
not convex. Overall, (2.35) is not convex. However, it is possible to solve it with limited

computational complexity, as shown in the following section.

2.2.2. Optimal Precoding and Power Allocation

The two extreme cases in which either K99 = 0 or K93 = 0 and the intermediate case
in which both K5; and K99 are non-zero matrices are treated separately. These three
cases correspond to three distinct ranges of the primary rate requirement R7.

Case 1: K9 = 0. This case is obtained when R} > log, |I + M|, i.e., decoding the

primary message at the secondary receiver is not possible at all. The secondary message
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is decoded in the presence of the interference due to the primary message. The optimal

K is the solution to the problem

max log, I+ HoypKy HY(I+ M) (2.36a)
21
s.t. thIKglhgl < Py, (236b)
tr(Kgl) < P, (2.36C)
Ko ~ 0, (2.36d)
where
hi K hy

The objective function in (2.36a) is concave in Ko, and the constraints (2.36b) and
(2.36¢) are linear in Ko, respectively. Overall, the optimization problem (2.36) is
convex in Koq.

Case 2: K91 = 0. Proposition 3 shows that this case is obtained when

R < log, ‘I + (I + HypX HE) ' M|, (2.38)
where X* is the solution to the problem
max logy I+ H»XHY, (2.39a)
s.t. hg | Shay < Py, (2.39b)
tr(X) < Py, (2.39¢)
>0, (2.39d)

and Py is defined as in (2.37).

Proposition 3. Denote by (K35, K35) a solution of (2.35). If (2.38) holds, then

Proof. The proof is provided in Section 2.4.3. O

The primary message is decoded and subtracted before decoding the secondary mes-
sage, and rate splitting is not required at the secondary transmitter. The optimal
Koy =37,

The objective function in (2.39a) is concave in 3, and the constraints (2.39b) and
(2.39c) are linear in X, respectively. Overall, the optimization problem (2.39) is convex
in 3.
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Case 3: K1 # 0 and K9y # 0. This case corresponds to the intermediate range of
T, e,
log, ‘I+ (I+H222*H§§)*1M} < R! < log, |I + M|. (2.40)
In this case, the solution of (2.35) is given by Proposition 4.

Proposition 4. If (2.40) holds, then (2.35) is solved by Ko = k\gl +(1-— ’y)/IEgg and
Koy = 7/1222, where vy € [0,1] is chosen such that Ri2(K92) = R}, and /1221 and /K\QQ

are the solution to the problem

e logy [T + Hoo(Ko1 + Koo)H, + M| — R} (2.41a)
s.t. hi (Ko + Kag)hot < Py, (2.41b)
log, ‘I + (I + HypKypHE)™ M‘ < R: (2.41¢)
tr(Kay 4 Ka2) < Py, (2.41d)
K = 0,Kg = 0, (2.41e)

where Py is defined as in (2.37).

Proof. The proof is provided in Section 2.4.4. O

The objective function in (2.41a) is jointly concave in Ko and Ko, the constraints
(2.41b) and (2.41d) are jointly linear in K9; and K2, respectively, and the constraint
(2.41c) is convex in Kg9y. Overall, the optimization problem (2.41) is jointly convex in
K9 and Kos.

Remark 9. The whole range of R} is covered by these three cases, where in each case
a corresponding convex optimization problem is solved to obtain the optimal transmit
covariance matrices, e.g., by interior point methods [BV04]. An additional line search
is required in Case 3. The secondary transmitter employs full power transmission in
all cases, since otherwise the remaining power can be accommodated into the transmit
covariance matriz in the null space of the channel hoy, such that the objective value is

nondecreased and the constraints are still satisfied in each optimization problem.

Remark 10. Comparing the two special cases, specifically (2.36) in Case 1 and (2.39)
in Case 2, the solution to (2.36) is feasible for (2.39) and achieves a higher objective
value for (2.39). It shows that rate splitting at the secondary transmitter and successive
decoding at the secondary receiver does increase the achievable secondary rate when it
1s feasible, though with higher complexities at the secondary transceiver, compared with

single-user decoding at the secondary receiver.
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2.2.3. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed MIMO
underlay spectrum sharing (MIMO USS RS), and compare with that of MIMO underlay
spectrum sharing with only single-user decoding at the secondary receiver (MIMO USS
SUD), the solution of which is as in Case 1 in Section 2.2.2, in terms of achievable
secondary rate (in bit/s/Hz) versus SNR of the secondary link (in dB). The SNR is
defined as the ratio of the transmit power and the noise power at the receiver, and since
the noise power is normalized, the SNR is equivalent to the transmit power.

The primary rate requirement is set as a fraction of its instantaneous point-to-point

channel capacity without secondary transmission, i.e.,
Ry = plogy (1 + Pillhu|?) (2.42)

where 0 < p <1 is the load factor of the primary link.

The system configuration is as follows. The primary transmitter has 2 antennas, and
the secondary transmitter and receiver have 2 antennas each. The SNR of the primary
link is fixed at 10 dB, and the SNR of the secondary link is varied from 0 dB to 20 dB.
The load factor of the primary link is varied from 25% to 100%. The simulation results
are averaged over 1000 channel realizations. As in Figure 2.5, at the load factor of 25%
and SNR of 10 dB, the rate gain of MIMO USS RS over MIMO USS SUD is about
1.2 bits/s/Hz, and becomes less significant as the load factor increases. The variation
of the load factor has a significant impact on the achievable secondary rate of MIMO
USS RS, since it changes the primary rate requirement based on which MIMO USS RS
decides which of the three cases to work in.

Numerical results show that rate splitting at the secondary transmitter and successive
decoding at the secondary receiver does significantly increase the achievable secondary

rate if feasible, compared with single-user decoding at the secondary receiver.
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Figure 2.5.: Achievable secondary rate versus SNR of the secondary link: MIMO USS
RS versus MIMO USS SUD with different primary link loads.
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2.3. Summary

Underlay spectrum sharing between a MISO primary link and a MISO/MIMO secondary
link is studied. Three scenarios are investigated, in terms of the interference from the
primary transmitter to the secondary receiver, namely, weak interference, strong in-
terference and very strong interference, or equivalently three ranges of primary rate
requirement. Rate splitting and successive decoding are deployed at the secondary trans-
mitter and receiver, respectively, when it is feasible, and otherwise single-user decoding
is deployed at the secondary receiver. For each scenario, the achievable secondary rate
is maximized while satisfying the primary rate requirement and the secondary power
constraint. In the case of MISO secondary channel, optimal beamforming and power
allocation is derived, where the beamforming vectors are parametrized with real-valued
parameters. For the scenarios of weak and very strong interference, closed-form solutions
are obtained; for the scenario of strong interference, a grid search is required to obtain
the optimal solution. In the case of MIMO secondary channel, optimal transmit co-
variance matrices are obtained by solving corresponding convex optimization problems.
An additional line search is required for the scenario of strong interference to obtain
the optimal solution. In both cases, full power transmission is used at the secondary
transmitter. Numerical results show that rate splitting at the secondary transmitter and
successive decoding at the secondary receiver does significantly increase the achievable

secondary rate if feasible, compared with single-user decoding at the secondary receiver.
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2.4. Proofs

2.4.1. Proof of Proposition 1

The optimization problem (2.8) is equivalent to

max po|hbws|? (2.43a)

w2,p2

Pint
st.pa < —f——, (2.43Db)
|3 ws|?
|lwa|| = 1, (2.43¢)
0<p2< P, (2.43d)
where P M 1>0.
271 1
Assume |h& ws|? # 0, p5 = min <P2, |h51’1‘:2|2>, then (2.43) can be rewritten as
21
hH'w2|2

max min | Pa|hfhw,|? |22> 2.44a
e Pofhwsl’ P 122 (2.41a)
s.t. |[Jwa]| = 1. (2.44b)

Since the objective function is monotonically increasing in the channel gain \hgéwg\Q
and monotonically decreasing in the channel gain |h{ws|?, it follows from [MJ11, The-
orem 1] that the solution is attained at the boundary of the channel gain region

Q= U (|hfhws|? |k w,|?) in the direction e = [+1, —1]. The boundary points of
|lw2|=1

the set  in the direction e = [+1, —1] can be achieved by

wa(p1, 112) = Vimaz (i1hoshih — pohorhd)) (2.45)

where v;,,4.(+) denotes the principal eigenvector of a matrix, and gy 4+p2 = 1,0 < pp < 1,

k =1,2. Then ws can be parametrized as

vwd i 4+ (1 — v)wit

wa(v) = 2.46)
) o T (= (
MRT hao : . . zr g, ho
where wj = denotes maximum ratio transmission, w3 =r2-—— denotes
[[h2z]] M, haol|

zero forcing (ZF), and 0 < v < 1. (2.46) is equivalent to [JLDO08, Corollary 2]

Hh hgg H}LL h22
wo(A) = VA2 1o\ he T (2.47)
|[Hp,, hool| IIHh21h22H

H
where I, = %, H,J;m =TI —1II,, and 0 < A < 1. By [JLDO08, Corollary 2],

wl AT _ L Hpy b Iy 1, hao
I+l |[TThy, hool| I+ 12 [T, haol|’

(2.48)
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II haa||?
where ll = HththQH and lQ = HH’J.L_thQQH. Then /\MRT = %

Using the parametrization in (2.47), define f(\) = |hiLws(N\)[?, then f(\) is maxi-

mized at A = A\pgrp. Since [hilwy(N)|? = \||ha1||?, (2.44) is equivalent to

]Dint
i P — . 2.4
Ofélg;f@)fﬂlﬂ( Q,AHMHQ) (2.49)

If \ypr < ﬁ, then \* = Apypp which maximizes f()). Otherwise, define

2
50y (VAT hoall + VT =N, Bl )

o) =1 = - (2.50)

Since ¢'(A) < 0, p(\) is monotonically decreasing. Then \* = ﬁ which maximizes

@. Overall \* = min ()\MRTa ﬁ) and in both cases pz =D

Note that |hilws|? = 0 corresponds to w4’ with A = 0.

2.4.2. Proof of Proposition 2

Given wag and paa, assume the constraint (2.19b) is satisfied. Using the same approach
as in the proof of Proposition 1 in Section 2.1.2, wy; can be parametrized as in (2.20)
with A1 € [0, Aapsrr] in (2.22) and po; is given by (2.24), assuming that the constraint
2

(2.23) is satisfied. Since Py is monotonically decreasing in |hil was(X2)[2, A1 is nonin-

creasing in |l waa(A2)|?. Since |hihwa;|? is monotonically increasing in A1, |hhwar |

is nonincreasing in [k waa(A2)|%.

Given wa2 and pyy such that the constraints (2.19b) and (2.23) are satisfied, the
corresponding wo; and po; for (2.19) satisfy the constraint (2.19¢). By keeping [h2bwas|?
constant and reducing |h&l wqs|? (the constraint (2.19c¢) is still satisfied), the objective
value in (2.19a) can be increased. By [MJ11, Theorem 1], this corresponds to moving the
point downwards to the boundary in the channel gain region, and the resulting part of

the boundary corresponds to the parametrization of wgg as in (2.21) with Ay € [0, Apsr7].

The optimal solution to (2.19) can be obtained by varying Ae € [0, \yrrr] and peg €

[0, P5] to achieve the maximum secondary rate.
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2.4.3. Proof of Proposition 3

First consider the following relaxed version of (2.35) without the constraint (2.35¢)

Anax logy [T + Hoo(Ko1 + Kao)HE) + M| — Ria(Ka) (2.51a)
s.t. 5 (Ka1 + Kag)hoy < Py, (2.51b)
tr(Ko + Ka) < P, (2.51c)
K = 0,K2 = 0, (2.51d)

with Py as defined in (2.37).

The objective function in (2.51a) is jointly concave in K9 and Ko, the constraints
(2.51b) and (2.51c) are jointly linear in K9; and K92. Overall, the optimization problem
(2.51) is jointly convex in K91 and Kao.

Now, denoting by (ﬁm, %22) the optimal solution to (2.51), and employing a contra-
diction argument, it can be shown that %21 = 0 holds. Indeed, assume /I‘(tgl # 0, then
there exists ¥ > 0 with K91 = fIzzl — W >0 and Koy = ’K}Q o %22 such that
Koy + Ko = %21 +/I\{/22 and Rya(Ko2) < ng(/I\{/m), i.e., the objective value in (2.51a)
is increased, since Rpo is matrix-decreasing in Koo. Therefore, a contradiction occurs
and consequently Ko = 0. Exploiting this fact, (2.51) can be equivalently recast as
(2.39). Moreover, the solution ¥* of the relaxed problem (2.39) is also feasible for the
original problem (2.35) because of assumption (2.38), therefore it is also the solution of

the original problem.

2.4.4. Proof of Proposition 4

Before the proof of Proposition 4, Lemma 1 and Lemma 2 are introduced.
Lemma 1. Problem (2.39) has a unique solution.

Proof. Consider the objective function in (2.39a). If H2, Ho, = 0, then

logy [T + HaoX HI| is strictly concave in 3 [DCO1, Lemma I1.4]; otherwise, in order to

maximize logy [T + HoyXHL|, ¥ should not include the null space of H, Hos.
Without loss of generality, assume H %H 22 > 0 such that the objective function in

(2.39a) is strictly concave. Thus the convex optimization problem (2.39) has a unique
solution [BV04]. O

Lemma 2. Denote by (K%, K3y) and (Ka1, Ka3) the optimal solution to (2.35) and
(2.51), respectively. If Rio(Kas) < R}, then Ri2(K35,) = RY.
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Proof. The proof follows by contradiction. Assume R12(§22) < R} but R12(K359) > R}.
Then, (K3;, K3,) is also a solution of (2.51). To see this, observe that if Ry2(K?35,) > R}
then the Lagrange multiplier associated with this constraint is zero by the complemen-
tary slackness condition. This implies that the Karush-Kuhn-Tucker (KKT) conditions
that (K3;, K5,) satisfies become formally equal to the KKT conditions of (2.51), which
are necessary and sufficient for optimality since the problem is a convex problem [BV04].
Moreover, by Proposition 3 and Lemma 1, (2.51) is equivalent to (2.39) and has the
unique solution (AK/gl = 0,/I\{/22 = ¥*). As a consequence, K5, = /I\{/QQ = X¥* which
implies Ryia(K3y) = Ria(Ka2) < R}. This is a contradiction since it is assumed that
Ri2(K3,) > RY. O

Lemma 2 states that if the solution of the relaxed problem (2.51) is not feasible for the
original problem, then any solution of the original problem fulfills (2.35¢) with equality.

The proof of Proposition 4 follows. Given (2.40), the solution of the relaxed problem
(2.51) is not feasible for (2.35), because otherwise it would fall back to Case 2. Then,
by Lemma 2, problem (2.35) is equivalent to

s logy [T + Hyo (Ko + Ka2)Hb, + M| — R} (2.52a)
s.t. hl (K21 + Ka2)hoy < Py, (2.52b)
log, (I + (I + HypKypHE)™ M‘ — R (2.52¢)
tr(Ko1 + Ko3) < Py, (2.52d)
K9 = 0,K9 =~ 0, (2.52€)

with P as defined in (2.37). The next step is to observe that problem (2.41) is a
relaxed version of (2.52) obtained by replacing the equality constraint (2.52¢) with an
inequality constraint. Denote by (k\gl,/i{\m) a solution of (2.41), then it is always
possible to construct the matrices Ko7 = /1221 +(1-— 7)/1222 and Koy = ’)//.[222, where
v € [0,1]. Thus, for any v € [0,1], Ko1 + K22 = /1521 + /IEQQ, which implies that the
pair (K1, K22) yields the same objective value as (/12217/1-222) and fulfills constraints
(2.52b), (2.52d) and (2.52e). Moreover, when v = 0, Rj2 = logy |I + M| > R} due
to (2.40); when v = 1, Rjo = logy |I + (I—i—HggKggHg)ilM‘ < Rj due to (2.41c).
Then, it is always possible to find v € [0, 1] such that Rj2 = R}, thus implying that

the relaxation of (2.41) is tight, since the corresponding pair (K21, K92) is a solution
of the relaxed problem (2.41) which is also feasible for the original problem (2.52). This

concludes the proof.
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Overlay Spectrum Sharing

This chapter focuses on overlay spectrum sharing, where different from underlay spec-
trum sharing, the secondary transmitter can utilize the knowledge of the primary mes-
sage, which is acquired non-causally (i.e., known in advance before transmission) or
causally (i.e., acquired in the first phase of a two-phase transmission), to help transmit
the primary message besides its own message. The secondary power is split into two
parts, where one is spent for the secondary message, and the other is spent for the pri-
mary message, to compensate for the interference induced at the primary receiver due

to the secondary transmission, such that a certain primary rate requirement is satisfied.

Specifically, the coexistence of a MISO primary link and a MISO/MIMO secondary
link is studied. When the secondary transmitter has non-causal knowledge of the pri-
mary message, DPC can be deployed at the secondary transmitter to precancel the
interference (when decoding the secondary message at the secondary receiver), due to
the transmission of the primary message from both transmitters. Alternatively, due to
the high implementation complexity of DPC, linear precoding can be deployed at the
secondary transmitter. In both cases, the primary transmitter employs MRT, and single-
user decoding is deployed at the primary receiver; optimal beamforming/precoding and
power allocation at the secondary transmitter is obtained, to maximize the achievable
secondary rate while satisfying the primary rate requirement and the secondary power
constraint.

When the secondary transmitter does not have non-causal knowledge of the primary
message, and still wants to help with the primary transmission in return for the access
to the spectrum, it can relay the primary message in an amplify-and-forward (AF) or
a decode-and-forward (DF) way in a two-phase transmission, while transmitting its
own message. The primary link has the incentive to adapt its transmission strategy
to cooperate with the secondary link to fulfill its rate requirement, especially when the

primary link is weak. To maximize the achievable secondary rate while satisfying the
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primary rate requirement and the primary and secondary power constraints, in the case
of AF cooperative spectrum sharing, optimal relaying matrix and beamforming vector at
the secondary transmitter is obtained; in the case of DF cooperative spectrum sharing, a
set of parameters are optimized, including relative duration of the two phases, primary
transmission strategies in the two phases and secondary transmission strategy in the
second phase.

This chapter is partly based on the results reported in [LBSJ*12], [LJBS*12], [LJ14]
and [BSLT'13].
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3.1. MISO Secondary Channel with Non-causal Primary
Message Knowledge

3.1.1. System Model

The system considered is depicted in Figure 3.1 and consists of a MISO primary link
with Nt ; transmit antennas and a MISO secondary link with Nt > transmit antennas.
Assume that the secondary transmitter has non-causal knowledge of the primary mes-
sage. The channels from the primary transmitter to the primary and secondary receivers
are denoted as hi; and hj9, respectively. The channels from the secondary transmitter
to the primary and secondary receivers are denoted as ho; and hao, respectively. The
noises at the primary and secondary receivers are denoted as n; and ne, respectively.
The channels and noises are modeled as independent and identically distributed com-
plex Gaussian random variables with zero mean and unit variance. Assume that the

primary transmitter knows hi1; the secondary transmitter knows hi1, his, ho1 and hoo.

Primary TX Primary RX

uy

L1 hll T

dr——’ coding n
i)

ho
hlzv

dy - L Y2

coding
dy —| hao
Secondary TX Secondary RX

Figure 3.1.: System model consisting of a MISO primary link and a MISO secondary

link — non-causal primary message at the secondary transmitter.

The primary transmission strategy is normally given and fixed, with a rate require-

ment of R}, and single-user decoding is deployed at the primary receiver. The primary

transmitter employs an Nt ; x 1 beamforming vector w; (||w:|| = 1) and power P; for
message di. With maximum ratio transmission, i.e., wy = HZﬁH, the signal from the

primary transmitter is

T = \/FthHHul(dl), (3.1)

where d; is encoded into symbol u; with unit average power, by a random Gaussian

codebook with fixed information rate R}. The primary receiver has knowledge of the
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codebook of d;.

Since the secondary transmitter has non-causal knowledge of dy, it can transmit d;
to the primary receiver as a return for the access to the spectrum. The secondary
transmitter has a total power of P». A fraction po; of it is spent in a selfless manner to
help the primary link achieve its rate requirement, and the remaining power po2 is used

for the transmission of its own message ds.

3.1.2. Dirty-paper Coding at the Secondary Transmitter

With knowledge of the primary message and codebook and perfect channel state in-
formation at the secondary transmitter, the interference (when decoding ds at the sec-
ondary receiver) due to the transmission of d; from both transmitters is known, and can
be precancelled by DPC. Specifically, d; is encoded at first such that the interference
is known before encoding of do. Note that it does not work to encode ds before dy to
precancel the interference due to dy at the primary receiver, since d; is also present in
the primary transmission which is given and fixed.

With superposition coding in combination of DPC, the signal from the secondary

transmitter is
T2 = /pawaiui(dr) + /Prawarus(di, d2), (3.2)

where d; is encoded into symbol u; with unit average power by the same codebook at
the primary transmitter, ds is encoded into symbol us with unit average power by DPC,
and wa; (|lwai|| = 1) and way (||wae|| = 1) are the N7 2 x 1 beamforming vectors. The
secondary receiver has knowledge of the codebooks of d; and ds.

The signals at the primary and secondary receivers are

Y1 = (w/PthllH + \/]ahg’lUm) ul(dl) + \/p22h511w227l2(d1, dg) + n1, (33)
P,
Yo = \/@h%wmm(dhdg) + <Hh\/:1|’h{[2h11 + \/}Ehgwm) uy(dy) + na, (3.4)

respectively, which can be written as

Y2 hiy hi) VP21w21 /P22 w22 ug(dy, dz) no
—— e ~— —_——
Yy w u n

ie.,

y=HWu+n, (3.6)

where equivalently y is the 2 x 1 received signal vector, H is the 2 x (Nt + Nt32)
channel matrix, W is the (N7 + Nt 2) X 2 precoding matrix, w is the 2 x 1 transmitted

signal vector, and n is the 2 x 1 noise vector.
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The precoding matrix W not only includes the precoding at both transmitters but
also reflects the fact that the transmitters are independent and the primary transmitter
has only access to u;, while the secondary transmitter has access to both u; and wus.
The advantage of this notation is that the achievability results derived for the single-
transmitter multi-antenna broadcast channel apply directly to the two-transmitter sce-
nario, as long as the precoding matrix is constrained to have such form [CS03] [WSS06].

Consequently, the achievable rates for the primary and secondary links are

VP hai| + y/Barhfws 2
R1:10g2< y WAl + /P2 w”'), (3.7)

1 + pas| Al w2

Ry = 10g2 (1 —l—pgg’hm’wgg‘ ) , (3.8)

respectively, for any feasible choice of beamforming vectors wso; and wse and powers
p21 and pag.

To maximize the secondary achievable rate Ry while satisfying the primary rate re-
quirement R} and the secondary power constraint P, the optimization problem can be
formulated as

L8 P2 | h3hwan|? (3.9a)

p21,p22

VPi||h VD21h
s.t. logy ( VPRl + /parhiiwa > > R}, (3.9b)

1+ pao|hl w2

lwa1]| = [|waz]| = 1, (3.9¢)

P21 +p22 < Po,pa1 > 0,p22 > 0. (3.9d)

Proposition 5. To solve (3.9), the optimal beamforming vector way is

x hay
Wy = ||h21||’ (310)
and the beamforming vector woy can be parametrized as
p,, h HL h
Wwar(\) = VA2 Ty ha 2 (3.11)
[Tk, Bl HHhmhzzH
where
A = min ()\MRT Pim) (3.12)
" paollhai|[?)’ '
V Pk + v/ h
Py = ( 1| 11HR Pa1l| 21H) —1>0, (3.13)
2 —1
p21 = Po — pa, (3.14)
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hothil | Mgy, ho2||?
Hp,, = Hf?zlﬁ%’ My, =T = ny, and Avirr = |’|L’i;2||2
The optimal solution to (3.9) can be obtained by varying paa € [0, Pa] to achieve the

mazximum secondary rate.
Proof. The proof is provided in Section 3.6.1. 0

Remark 11. The beamforming vector for the secondary message has the same form of
parametrization with one real-valued parameter, as that in the MISO underlay spectrum
sharing with weak interference as in Section 2.1.2. Full power transmission is used at
the secondary transmitter. A line search is required to find the optimal beamforming
vector and power allocation, which significantly reduces the computational complexity of

solving (3.9) with two complex-valued vectors and two real-valued scalars.

Remark 12. The special case of po1 = 0 in (3.9) corresponds to the MISO underlay
spectrum sharing with very strong interference as in Section 2.1.4, with interference
precancellation by DPC instead of interference cancellation by successive decoding. It
shows that the proposed MISO overlay spectrum sharing can achieve a higher secondary

rate than the MISO underlay spectrum sharing as proposed in Section 2.1.

3.1.3. Linear Precoding at the Secondary Transmitter

As in Figure 3.1, due to the high implementation complexity of DPC, linear precoding
is deployed at the secondary transmitter for the primary message d; and the secondary
message da, i.e., uz(dz) instead of ug(dy, d2), which is suboptimal compared with DPC.

The signal from the secondary transmitter is

X2 = \/Pa1waiu (dy) + \/Powaouz(dz), (3.15)

where d; is encoded into symbol u; with unit average power by the same codebook
at the primary transmitter, ds is encoded into symbol us with unit average power by
a different Gaussian codebook, and wo; (J|wai|| = 1) and wae (||waz|| = 1) are the
Nt 2 x 1 beamforming vectors. The secondary receiver has knowledge of the codebook
of ds.

The signals at the primary and secondary receivers are

y1 = (VP + ypzhdiwa ) u(dy) + vpzhdiwasus(ds) + i, (3.16)

v/ P
Y2 = /Przhihwagua(dz) + <”hul|‘hf12h11 + \/lehg’wm) ui(dy) + na, (3.17)

respectively.
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The achievable rates for the primary and secondary links are

h h;
}ﬁ:b&< VPR + yPar wm|>’ (318)

1+ pao|hdl w2

paz|hibwas|?

Ry =logy | 1+ 2
1+ ’IIhullh hi1 + /P21 h22w21‘

, (3.19)

respectively, for any feasible choice of beamforming vectors ws; and wso and powers
p21 and pag.

To maximize the secondary achievable rate Ry while satisfying the primary rate re-
quirement R} and the secondary power constraint P, the optimization problem can be

formulated as

poz|hbwas |?

wot s D) (3.20a)
pa1p22 1+ ‘thl hiihy + \/ﬁhg'wzl‘
VPi||ha1]| + /Parhd war |
s.t. logy ‘ 1l P 21| > Ry, (3.20b)
1 + pao| b w2
[Jwa1|| = |[wae|| =1, (3.20c)
P21 +p22 < Po,pa1 > 0,p22 > 0. (3.20d)

Proposition 6. The beamforming vectors that solve (3.20) can be parametrized as

. I h , I+ h
w21()\17¢1’¢2):€w1 />\1M+ew2 /1_)\1#’ (3.21)
|[Hpy, R || |11, har ||
I, hoo 11, hoo
wo(N2) = Ve /1 = Ag (3.22)
|[Hpy, hool| ||z, hasl|
where
Yo = Ly, (3.23)
. I, h
o = V/Pil|hn || + €' /A1 parh] P (3.24)
‘|Hh22h21||
. Pint )
Ay =min [ A , — = |, 3.25
o = i (g, (3.25)
p22 = P> — pai, (3.26)
Pillh +\/ h w A y ) 2
1 —_
haohll ho1hE
p,, = \|’21222|2|%’ Hﬁm = I — Iy, Hpy = \|f2;21|2|%7 Hﬁm = I — Ilp,, and Avgr =
[|Mpy, ho||?
[[ho2|? -

The optimal solution to (3.20) can be obtained by varying 1 € [0,2x], A1 € [0,1] and

po1 € [0, P2 to achieve the mazimum secondary rate.
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Proof. The proof is provided in Section 3.6.2. 0

Remark 13. The beamforming vector for the secondary message has the same form of
parametrization with one real-valued parameter, as that when DPC is deployed at the

secondary transmitter as in Section 3.1.2.

Remark 14. The beamforming vector for the primary message is parametrized with
three real-valued parameters, as the weighted sum of the projections of the channel hop
into the space and null space of the channel hoo, respectively. 1y and Yo adjust the
phases of these two directions in the beamforming vector to adapt to the primary message

transmitted from the primary transmitter to the two receivers.

Remark 15. Full power transmission is used at the secondary transmitter. A cubic
search is required to find the optimal beamforming vectors and power allocation, which
significantly reduces the computational complexity of solving (3.20) with two complez-

valued vectors and two real-valued scalars.

Remark 16. The optimization problems (3.9) and (3.20) have the same constraints but
different objective functions in (3.9a) and (3.20a), which indicates a higher secondary
rate can be achieved with the deployment of DPC than linear precoding at the secondary

transmitter.

3.1.4. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed MISO
overlay spectrum sharing with DPC at the secondary transmitter (MISO OSS DPC),
and compare with that of MISO underlay spectrum sharing (MISO USS RS), as pro-
posed in Section 2.1, in terms of achievable secondary rate (in bit/s/Hz) versus SNR of
the secondary link (in dB). The performance of the proposed MISO overlay spectrum
sharing with linear precoding at the secondary transmitter (MISO OSS LP) is also
evaluated and compared with that of MISO OSS DPC. The SNR is defined as the ratio
of the transmit power and the noise power at the receiver, and since the noise power is
normalized, the SNR is equivalent to the transmit power.

The primary rate requirement is set as a fraction of its instantaneous point-to-point

channel capacity without secondary transmission, i.e.,
R} = plog, (1+ Pi||hi1]]?), (3.28)

where 0 < p <1 is the load factor of the primary link.
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The system configuration is as follows. The primary and secondary transmitters have
2 antennas each. The SNR of the primary link is fixed at 10 dB, and the SNR of the
secondary link is varied from 0 dB to 20 dB. The load factor of the primary link is varied
from 25% to 100%. The simulation results are averaged over 1000 channel realizations.
As in Figure 3.2, at the load factor of 75% and SNR of 10 dB, the rate gain of MISO OSS
DPC over MISO USS RS is about 1.7 bits/s/Hz. The variation of the load factor does
not have a significant impact on the achievable secondary rate in the case of MISO 0SS
DPC compared with that of MISO USS RS, since MISO OSS DPC has the freedom
to allocate power for the transmission of the primary message to compensate for the
interference caused by the transmission of its own message. As in Figure 3.3, the rate
loss of MISO OSS LP to MISO OSS DPC is about 0.9 bit/s/Hz at the load factor of
75% and SNR of 10 dB. As the SNR increases, the achievable secondary rate of MISO
0SS LP approaches that of MISO 0SS DPC, though still with gap at high SNRs.

Numerical results show that with non-causal knowledge of the primary message and
the deployment of DPC at the secondary transmitter, overlay spectrum sharing can
achieve a significantly higher secondary rate than underlay spectrum sharing; the rate
loss due to the deployment of linear precoding instead of DPC at the secondary trans-

mitter is less significant at high SNRs.
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Figure 3.2.: Achievable secondary rate versus SNR of the secondary link: MISO OSS
DPC versus MISO USS RS with different primary link loads.
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Figure 3.3.: Achievable secondary rate versus SNR of the secondary link: MISO 0SS
DPC versus MISO OSS LP with different primary link loads.
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3.2. MIMO Secondary Channel with Non-causal Primary
Message Knowledge

3.2.1. System Model

The system considered is depicted in Figure 3.4 and consists of a MISO primary link with
Nr,1 transmit antennas and a MIMO secondary link with Nt o transmit antennas and
NR,2 receive antennas. Assume that the secondary transmitter has non-causal knowledge
of the primary message. The channels from the primary transmitter to the primary and
secondary receivers are denoted as hi; and H 9, respectively. The channels from the
secondary transmitter to the primary and secondary receivers are denoted as hg; and
H o, respectively. The noises at the primary and secondary receivers are denoted as
n1 and mno, respectively. The channels and noises are modeled as independent and
identically distributed complex Gaussian random variables with zero mean and unit
variance. Assume that the primary transmitter knows hi1; the secondary transmitter
knows h11, H12, hoy and Hos.

Primary TX Primary RX
U hi T
dr——’ coding hn
VP
ha1
Y Hiy
u Qg P21
di— W1 . @ Sy
coding Uy . . 2
dy — —— W < Ho v
VD22
Secondary TX Secondary RX

Figure 3.4.: System model consisting of a MISO primary link and a MIMO secondary

link — non-causal primary message at the secondary transmitter.

The primary transmission strategy is normally given and fixed, with a rate require-

ment of R}, and single-user decoding is deployed at the primary receiver. The primary

transmitter employs an Nt ; x 1 beamforming vector w (||w;|| = 1) and power P; for
message d;. With maximum ratio transmission, i.e., w; = HZiH’ the signal from the

primary transmitter is

h
x, = /P, Hhiuul(dl), (3.29)

where d; is encoded into symbol u; with unit average power, by a random Gaussian
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3.2. MIMO Secondary Channel with Non-causal Primary Message Knowledge

codebook with fixed information rate R}. The primary receiver has knowledge of the
codebook of dj.

Since the secondary transmitter has non-causal knowledge of dy, it can transmit d;
to the primary receiver as a return for the access to the spectrum. The secondary
transmitter has a total power of P». A fraction po; of it is spent in a selfless manner to
help the primary link achieve its rate requirement, and the remaining power poo is used

for the transmission of its own message ds.

3.2.2. Dirty-paper Coding at the Secondary Transmitter

With knowledge of the primary message and codebook and perfect channel state in-
formation at the secondary transmitter, the interference (when decoding dsy at the sec-
ondary receiver) due to the transmission of d; from both transmitters is known, and
can be precancelled by DPC. With superposition coding in combination with DPC, the

signal from the secondary transmitter is

T2 = /pawa2iui(dr) + /pa2Wagua(dy, da), (3.30)

where d; is encoded into symbol u; with unit average power by the same codebook
at the primary transmitter, ds is encoded into M x 1 vector uo of symbols with unit
average power by DPC, and wa; (||lw21]| = 1) is the N7 2 x 1 beamforming vector and
Waa (||[Waa|| = 1) is the N2 x M precoding matrix, where 1 < M < min (Ng 2, Nt2).

The secondary receiver has knowledge of the codebooks of d; and ds.

By the same arguments in Section 3.1.2 and the results from [CS03] [WSS06], the

achievable rates for the primary and secondary links are

VPi||hai|| + /ParhE wa |
Ry = logy (14 VPRl + vparhaiwn 7). (3.31)
1+ paol|hy; Was|?

Ry =logy [I + paoHosW oo W HE | (3.32)

for any feasible choice of beamforming vector ws;, precoding matrix Wos and powers
p21 and paa.

To maximize the secondary achievable rate Rs while satisfying the primary rate re-

quirement R} and the secondary power constraint P, the optimization problem can be
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formulated as

max log, I + posHoo Wy WH HE| (3.33a)
w21, 22
p21,p22

st log, [ 1+ IVPi||h11|| + /Parhiwar |?
«U. 2
1+ poa||h5I W oo ||2

) > Ry, (3.33b)
w2 = [[Wa|| =1, (3.33¢c)
P21+ p22 < Po,pa1 2 0,p22 > 0. (3.33d)
Proposition 7. For (3.33), the optimal beamforming vector way is

hay
|1 ||’

and the optimal precoding matric Wos = K%/\/Pg — po1 to (3.33) can be obtained by a

linear search over pa1 € [0, Po| while solving the following convex optimization problem

max logy [I + Hos K H3)| (3.35a)

p21,K

s.t. hil Khyy < Py, (3.35b)
P21+ tI‘(K) < Pg,pzl > 0, K > 0, (335C)

2
. . VPti||h11|[4+y/P21]||R21
to achieve the mazimum secondary rate, where Py, = (VA 2HRT N LEA)) —

1>0.

Proof. The proof is provided in Section 3.6.3. O

Remark 17. The optimal transmit covariance matriz for the secondary message and
power allocation is obtained by a line search while solving the corresponding convex
optimization problem, e.g., by interior point methods [BV04], which significantly re-
duces the computational complexity of solving (3.33) with one complez-valued vector,
one complex-valued matriz and two real-valued scalars. Full power transmission is used

at the secondary transmitter.

Remark 18. The special case of po1 = 0 in (3.33) corresponds to Case 2 of the MIMO
underlay spectrum sharing in Section 2.2, with interference precancellation by DPC
instead of interference cancellation by successive decoding. It shows that the proposed
MIMO overlay spectrum sharing can achieve a higher secondary rate than the MIMO

underlay spectrum sharing in Section 2.2.
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3.2.3. Linear Precoding at the Secondary Transmitter

As in Figure 3.4, due to the high implementation complexity of DPC, linear precod-
ing is deployed at the secondary transmitter for both the primary message d; and the
secondary message dg, and single-stream transmission is used for da (The problem for-
mulation with multiple-stream transmission is intractable.), i.e., waoo instead of W
and ug(dsz) instead of wa(dy,d2), which is suboptimal compared with DPC. The signal

from the secondary transmitter is

x2 = \/parw21u1(d1) + /Pr2waruz(ds), (3.36)

where d; is encoded into symbol u; with unit average power by the same codebook
at the primary transmitter, ds is encoded into symbol us with unit average power by
a different Gaussian codebook, and wa; (||lwai|| = 1) and was (||wez|| = 1) are the
Nt 2 x 1 beamforming vectors. The secondary receiver has knowledge of the codebook
of ds.

The achievable rates for the primary and secondary links are

VPi||h11|| + /PrrhE wo |2
R1:10g2< VPPl b 21| ), (3.37a)

1 4 poa| Rl was

Ry = 10g2 (1 +p22'w22H222_ H22w22) , (337b)

for any feasible choice of beamforming vectors ws; and wey and powers po; and pao,
where Z is the interference-plus-noise covariance matrix, i.e.,

VP

P H
Tk HH12h11 + /P21 Hopway ke HH12h11 + /p2a1Hoowo | . (3.38)

71+ (

To maximize the secondary achievable rate Ry while satisfying the primary rate re-
quirement R} and the secondary power constraint P, the optimization problem can be

formulated as

max P22w22H22Z 'Hoywy (3.39a)

wa21,w
p21 7p22

VP |hui|| + /Farhd wa 2
s.t. log2< VARl + VP 21“’21’)23{, (3.39b)

1 4 poa| Rl w2

[Jwa1|| = [|[wae|| =1, (3.39¢)
P21 +p22 < Po,pa1 > 0,p22 > 0. (3.39d)

The secondary transmitter employs full power transmission, since otherwise the remain-
ing power can be accommodated into wss in the null space of the channel hsy, such

that the objective value is nondecreased and the constraints are still satisfied in (3.39).

53



Chapter 3. Overlay Spectrum Sharing

(3.39) is intractable at first sight. With minimum mean square error (MMSE) receiver

Z7 ' Hoowao

v = ZHywsy
I1Z~ ' Ha2waol|

at the secondary receiver, (3.39) can be reformulated as

HH 2
A pa2|v" Hypwos| (3.400)

w21,W22

2
p21,p22 14 "UH (%nghn + MHQQ'LUZI) ‘

vV Pillh \/ h
s.t. logy | Il + /P2y wa > Ry, (3.40b)
1 + poo| A was?

[lwa1|| = [|Jwael| = 1, (3.40¢)
p21 +p22 < Po,pa1 > 0,p22 > 0. (3.40d)

Given v, let g9y = HE v and g1o = v Hyshy1/||h11]| be the effective channels, (3.40)
becomes

- p22|g3hwas|®
w2, w22 | |\/Pygio + \/}Eggé’wmp

Pp21,p22

VP ||k parh 2
s.t. log2< VPl + /P2 21'w21] ) > Rj, (3.41Db)

1 4 poo| il was|?

(3.41a)

lwar|| = [Jwae|] =1, (3.41c)
P21 + P22 < P, po1 > 0,p22 > 0, (3.41d)

which can be readily solved by [LJBST12, Proposition 1]. By alternating optimization
[BHO2], specifically, iterative transmitter /receiver optimization as in [SY04], (3.39) can
be solved by Algorithm 1. In each iteration, with given receiver, the optimal beamform-
ing vectors and power allocation are obtained by solving the corresponding optimization
problem; with given transmitter, the receiver is set as the MMSE receiver. The algo-
rithm stops when the variation of the achievable secondary rate between two iterations

is below certain accuracy.

Algorithm 1 Algorithm to solve (3.39)

Initialize v(©, ¢ = 0.

1:

2. while |R{" — “ Y~ edo

3 4 +;

4: Obtain wégl), wéQ), pgl), pgz) and R( ) by solving (3.41);
5 Compute the MMSE receiver 'v(e);

6: end while

7: Output wgel), wég), pgl), pgg) and v,

Since the objective value increases at each iteration and the objective function has an
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upper-bound, the iterative algorithm converges. However, it is not guaranteed to achieve

the global optimum. A good solution can be selected by several random initializations.

3.2.4. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed MIMO
overlay spectrum sharing with DPC at the secondary transmitter (MIMO OSS DPC),
and compare with that of MIMO underlay spectrum sharing (MIMO USS RS), as
proposed in Section 2.2, in terms of achievable secondary rate (in bit/s/Hz) versus
SNR of the secondary link (in dB). The performance of the proposed MIMO overlay
spectrum sharing with linear precoding at the secondary transmitter (MIMO OSS LP)
is also evaluated and compared with that of MIMO 0SS DPC. The SNR is defined as
the ratio of the transmit power and the noise power at the receiver, and since the noise
power is normalized, the SNR is equivalent to the transmit power.

The primary rate requirement is set as a fraction of its instantaneous point-to-point

channel capacity without secondary transmission, i.e.,
Ry = plog, (1 + Pi||hu1|]?), (3.42)

where 0 < p <1 is the load factor of the primary link.

The system configuration is as follows. The primary transmitter has 2 antennas, and
the secondary transmitter and receiver have 2 antennas each. The SNR of the primary
link is fixed at 10 dB, and the SNR of the secondary link is varied from 0 dB to 20 dB.
The load factor of the primary link is varied from 25% to 100%. The simulation results
are averaged over 1000 channel realizations. As in Figure 3.5, at the load factor of 75%
and SNR of 10 dB, the rate gain of MIMO 0SS DPC over MIMO USS RS is about
0.9 bit/s/Hz, and the variation of the load factor does not have a significant impact on
the achievable secondary rate in the case of MIMO 0SS DPC compared with that of
MIMO USS RS. As in Figure 3.6, the rate loss of MIMO OSS LP to MIMO OSS DPC
is about 1 bit/s/Hz at the load factor of 75% and SNR of 10 dB, and the gap grows
as the SNR increases, which is due to the deployment of single-stream transmission in
MIMO OSS LP. The variation of the load factor does not have a significant impact
on the achievable secondary rate in the case of MIMO 0SS LP compared with that of
MIMO 0SS DPC. Due to the interference constraint at the primary receiver (primary
rate requirement), MIMO 0SS DPC cannot always achieve DoF's of 2 for the secondary
transmission at high SNRs, resulting in a degradation on the achievable secondary rate.
The degradation becomes larger with stricter interference constraint (higher load factor).
While MIMO OSS LP always uses only 1 degree-of-freedom (DoF) with single-stream
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transmission, with the extra DoF to adapt to the interference constraint at the primary
receiver.

Numerical results show that with non-causal knowledge of the primary message and
the deployment of DPC at the secondary transmitter, overlay spectrum sharing can
achieve a significantly higher secondary rate than underlay spectrum sharing; the rate
loss due to the deployment of linear precoding with single-stream transmission instead

of DPC at the secondary transmitter is more significant at high SNRs.

11 T T T T T T T T T
——MIMO OSS DPC, 25% load
10| -e-'MIMO USS RS, 25% load
MIMO OSS DPC, 50% load
ot MIMO USS RS, 50% load
—4—MIMO OSS DPC, 75% load
sl =a- MIMO USS RS, 75% load
i~ —v—MIMO OSS DPC, 100% load
% -v-'MIMO USS RS, 100% load
= 7 ' A
=)
[0) -7
§ 6 r"'
- e
= -
£ |
[&]
?
4 -
3 -
2‘ P -
‘ -
10 2 4 6 8 10 12 14 16 18 20

SNR [dB]

Figure 3.5.: Achievable secondary rate versus SNR of the secondary link: MIMO OSS
DPC versus MIMO USS RS with different primary link loads.
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Figure 3.6.: Achievable secondary rate versus SNR of the secondary link: MIMO 0SS
DPC versus MIMO OSS LP with different primary link loads.
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3.3. Amplify-and-Forward Cooperative Spectrum Sharing

3.3.1. System Model

The system considered is depicted in Figure 3.7 and consists of a MISO primary link
with Nt 1 transmit antennas and a MIMO secondary link with Nt o transmit antennas
and VR 2 receive antennas, where the primary and secondary transmitters have power P
and P», respectively. The primary link has a rate requirement of R}. When the primary
channel is good enough to achieve R}, the cooperation from the secondary link is not
required, thus the secondary link keeps silent; when the primary channel is in deep fading
such that R} cannot be fulfilled, the cooperation from the secondary link is requested
to avoid outage of the primary link. Assume the secondary transmitter does not have
non-causal knowledge of the primary message, and still wants to help with the primary
transmission in return for the access to the spectrum. The secondary transmitter relays
the primary message in an amplify-and-forward (AF) way, while transmitting its own
message, where the transmission strategy of the primary link needs to be adapted. The

secondary transmitter is half-duplex, i.e., it cannot transmit and receive simultaneously.

Phase 1: Phase 2:

e )

fB hy, y

(2) Ho () ,

Figure 3.7.: System model consisting of a MISO primary link and a MIMO secondary
link with two-phase transmission: primary transmitter (Prx), secondary

transmitter (Stx), primary receiver (Prx) and secondary receiver (Srx).

The transmission consists of two phases. In the first phase, the primary transmitter
employs maximum ratio transmission and power P; for its encoded message d;. The

signal from the primary transmitter is

h
2V = /Py (dy), (3.43)
where d; is encoded into symbol u; with unit average power, by a random Gaussian

codebook with fixed information rate Rj. The primary receiver has knowledge of the
codebook of dj.
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The signals at the primary receiver and the secondary transmitter are

yt = hiizl! +nit, (3.44)

2\
1
Yst = Htmg ) + Nt (345)

(1)

respectively, where x,’ is the N1 x 1 signal vector sent by the primary transmitter,
hi is the Nt 1 x 1 channel vector of the primary link, Hy is the Nt o x Nt 1 channel
matrix between the two transmitters, and the scalar ngl) and the Nt x 1 vector ng
are the noises at the primary receiver and the secondary transmitter, respectively.

In the second phase, the primary transmitter transmits the same message, and em-
ploys the same transmission strategy as in the first phase, i.e., m§2) has the same form
as in (3.43). The secondary transmitter multiplies the received signal by an Nt 2 X Nt o
matrix A, and employs an Nt x 1 beamforming vector w for its encoded message do,
assuming single-stream transmission (The problem formulation with multiple-stream
transmission is intractable.). The signal from the secondary transmitter is

iy
Y = A (H“/Pth

|| (dl) + nst) + wu2(d2)a (346)

where dy is encoded into symbol uy with unit average power by a different Gaussian
codebook. The secondary receiver has knowledge of the codebook of ds.

The signals at the primary and secondary receivers are

yP = pH gD L g @) 4 ) (3.47)
yg2) = Hggwé2) + H12:1:§2) + na, (3.48)

(2)

where x;

and :1:( )

are the Nt 1 x 1 and Nt x 1 signal vectors sent by the primary
and secondary transmitters, respectively, hi; is the Nt; x 1 channel vector between
transmitter i € {1,2} and receiver 1, Hjy is the Nr 2 x Nt; channel matrix between
transmitter i € {1,2} and receiver 2, and the scalar n§2) and the Ng 2 X 1 vector ny are
the noises at the primary and secondary receivers, respectively.

The channels and noises are modeled as independent and identically distributed com-
plex Gaussian random variables with zero mean and unit variance (The path-loss based
channel fading is treated in the simulation.). Assume that the channels remain con-
stant during the two phases, and the primary transmitter knows hiy; the secondary
transmitter knows hq1, H12, ho1, Hoy and H;.

The primary receiver applies maximum ratio combining (MRC) to the signals received
from the two phases to maximize the received signal-to-interference-plus-noise ratio

(SINR). The achievable rates for the primary and secondary links in the second phase
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are

2
V] + B hg A oy

R = glogy | 14 Pillanl P+ e | @)

Ry = %mgg (1+w"HEZ ' Hypw), (3.49b)
where Z is the interference-plus-noise covariance matrix, i.e.,

Z =1+ Hh]:HQ (Hishii + Hos AH hyy) (Hiohiy + Ho AHhay) + Hyp AATHE.

(3.50)

To maximize the secondary achievable rate Ry while satisfying the primary rate re-
quirement R} and the secondary power constraint P, the optimization problem can be

formulated as

rgizc Ry (3.51a)
s.t. Ry > R}, (3.51b)
tr (AM AT + ww') < P, (3.51c)

where M = I + ;05 Hehihit H

3.3.2. Optimal Relaying Matrix and Beamforming Vector

(3.51) is intractable at first sight. With MMSE receiver v = ng% at the secondary

receiver, the achievable secondary rate in the second phase is reformulated as

1 HH 2
Ry = —logy | 1+ > = [v" Hayw| . _ ). (3.52)
2 1 Wh} (H12h11 + HQQAchll) | =+ ||'U H22AH

With auxiliary variable ¢, (3.51) can be transformed into

gﬁﬁt (3.53a)
s.t. Ry > t, (3.53b)
Ry > Rj, (3.53c)
tr (AM AT + ww') < P, (3.53d)
t>0. (3.53¢)

wH HE Z 1 Haw
|1Z~" Hazwl|

Since v Hogw = , which is linear in w given v, Im (vHHggw) =0.
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Assuming Im (hﬁAchH) = 0, which is linear in A, (3.53) can be transformed into

max t (3.54a)
Aw,t

P
S.t. UHHQQ’lU Z \/Cl <1 ||h11||2 ”U (H12h11 + HQQAchH) |2 + |’UHH22A|2>

(3.54b)
S AH huy > \fes (1+ [R5 A2 + [R5 wl?) — [[hu P, (3.54¢)
tr (AMA" + ww™) <P, (3.54d)
Im (h5] AH hyy) = 0, (3.54e)
t>0, (3.54f)

where ¢; = 22 — 1 > 0 with t > 0, and ¢; = U527 1 — py[|hyy[12) > 0 with
Rt > Llog,y (14 Py||h11||?). The feasible set of (3.54) is jointly convex in A and w given v
and t, since (3.54b) and (3.54c) are convex second-order cone constraints, and (3.54d) is
convex quadratic constraint [KL10]. Given v, (3.54) can be solved by a bisection search

over t through a sequence of second-order cone programming feasibility problems.

By alternating optimization [BH02], i.e., iterative transmitter/receiver optimization

n [SY04], (3.51) can be solved by Algorithm 2. In each iteration, with given re-
ceiver, the optimal relaying matrix and beamforming vector are obtained by solving the
corresponding optimization problem; with given transmitter, the receiver is set as the
MMSE receiver. The algorithm stops when the variation of the achievable secondary

rate between two iterations is below certain accuracy.

Algorithm 2 Algorithm to solve (3.51)
1: Initialize v(®, ¢ =0.
2. while [R{” — R{"™V| > ¢ do

3: {4 +;
4: Obtain A®, w® and Rge) by solving (3.54);
5: Compute the MMSE receiver v(z);

6: end while
7: Output AO 1w and v®.

Since the objective value increases at each iteration and the objective function has an
upper-bound, the iterative algorithm converges. However, it is not guaranteed to achieve

the global optimum. A good solution can be selected by several random initializations.
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3.3.3. Alternative Solution with Parametrization

With the same approach of iterative transceiver design, an alternative heuristic solution
is given as follows. Given the secondary receiver v, the effective secondary channel
becomes Hihv. As it is proved in [ZSWO13, Theorem 1], the relaying matrix A is

rank-one, and can be parametrized as [JLDOS]

Myra A2t H%{H hay hH gH
A= i (e ey et ) PRHE
| iy ol ) T 5%
H
where py is the power for A, A4 is the parameter within [0, 1], HHgv = HI?#;IIIZQQ’

and HH% =1 - HHgv.

Given p4 and A4, A is determined. Given v and A, w can be parametrized as [LJ11]

I, H v I;: Hv
W= \Po | VI— i — + /1= Ap—22 22— |, (3.56)
( | Hhy, HE | (|, Hibo||
with
]Dint

Aw = min | AMRT, > , 3.57

o = min (v gt (3:37)

where p,, is the power for w, Ay, is the parameter within [0, 1], ITj,, = ﬁi;’:ﬁ;, Htﬂ =TI-

=
’ VPl i hsi AH

HHhQIHZQvH

My AMRT = =20, and Py, = —1—||pEi A2 > 0.

2281 _1—Py||h11 |2
Remark 19. The relaying matriz A is parametrized with two real-valued parameters,
and has the structure of the outer product of two channel-related vectors. One is the
MRC receiver for the primary signal with respect to the effective channel between the
two transmitters. And the other is parametrized with one real-valued parameter, as the
weighted sum of two channel-related vectors, which are the projections of the channel
from the secondary transmitter to the primary receiver into the space and null space of

the effective secondary channel, respectively.

Remark 20. The beamforming vector w is parametrized with one real-valued param-
eter, as the weighted sum of two channel-related vectors, which are the projections of
the effective secondary channel into the space and null space of the channel from the

secondary transmitter to the primary receiver, respectively.

Given the parametrization of A and w, the power constraint (3.51c¢) becomes

Py
<1+ Hh HQHchllH >pA +pw < Po. (358)
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The secondary transmitter employs full power transmission, i.e., (3.58) with equality,
since otherwise the remaining power can be accommodated into w in the null space of
the channel hsp, such that the objective value is nondecreased and the constraints are
still satisfied in (3.51).

The alternative solution can be found in Algorithm 3. In each iteration, with given
receiver, the optimal relaying matrix and beamforming vector are obtained by a grid
search while achieving the maximum secondary rate; with given transmitter, the receiver
is set as the MMSE receiver. The algorithm stops when the variation of the achievable

secondary rate between two iterations is below certain accuracy.

Algorithm 3 Algorithm to solve (3.51)
1: Initialize v(©®, ¢ =0.
2. while [RY” — RY™V| > ¢ do
0+ +;
for ps € [0, P»] do
for A4 €[0,1] do
Obtain A in (3.55);
Obtain w in (3.56);
()

Compute Ry in (3.52), record A) and w® for maximum R ;

end for

10: end for

11: Compute the MMSE receiver v(f);
12: end while

13: OQutput A w® and v,

Since the objective value increases at each iteration and the objective function has an
upper-bound, the iterative algorithm converges. However, it is not guaranteed to achieve

the global optimum. A good solution can be selected by several random initializations.

3.3.4. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed amplify-
and-forward cooperative spectrum sharing (AFCSS), in terms of outage probability of
the primary link and achievable secondary rate (in bit/s/Hz) versus SNR of the sec-
ondary link (in dB). The SNR is defined as the ratio of the transmit power and the
noise power at the receiver, and since the noise power is normalized, the SNR is equiv-

alent to the transmit power.

63



Chapter 3. Overlay Spectrum Sharing

The system configuration is as follows. The primary transmitter has 2 antennas,
and the primary link has a SNR of 10 dB and a rate requirement of 2 bits/s/Hz. The
antenna configuration of the secondary link varies as 2 x 2, 3 x 3,4 x4, 5x 5 and 6 X 6,
respectively. The SNR of the secondary link is varied from 0 dB to 30 dB. To motivate
and facilitate the cooperation between the primary and secondary links, i.e., when the
primary link is weak, as in Figure 3.8, the distance between the primary transmitter
and receiver is set as 2, and the secondary transmitter is in the middle between the
primary transmitter and receiver. The distance between the secondary transmitter and
receiver is set as 1, and the secondary link is perpendicular to the primary link. Then
the distance between the primary transmitter and the secondary receiver is v/2. The

path loss exponent is set as 3.

SRX
Q<>
PTX STX PRX

Figure 3.8.: AFCSS system setup in the simulation

In the simulation, if the primary link is good enough to support its rate requirement,
there is no primary outage and the secondary link keeps silent; if the primary link
experiences deep fading such that its rate requirement cannot be fulfilled, it asks for
the cooperation from the secondary link with the proposed AFCSS strategy, if its rate
requirement still cannot be achieved, then there is an primary outage, otherwise a
secondary rate is achieved. The simulation results are averaged over 10000 channel
realizations.

As in Figure 3.9, the primary outage probability versus SNR of the secondary link is
shown in the case of the proposed AFCSS strategy, together with the case when there
is no cooperation from the secondary link at all, which has a primary outage probability
of nearly 70%. At the SNR of 10 dB and with 2 x 2 secondary link, the primary outage
probability decreases to about 40%, which keeps on decreasing though decelerating with
more antennas at the secondary transceiver, and is about 0.3% with 6 x 6 secondary
link. With certain antenna configuration for the secondary link, the primary outage

probability decreases as the SNR increases, and saturates at high SNRs. Since in the
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second phase of the transmission, the received signal from the first phase is multiplied
by the relaying matrix, including both the signal containing the primary message and
the noise at the secondary transmitter, such that the achievable primary rate is limited
by the noise at the secondary transmitter.

As in Figure 3.10, the achievable secondary rate versus SNR of the secondary link is
shown. At the SNR of 10 dB and with 2 x 2 secondary link, the achievable secondary
rate is about 0.4 bit/s/Hz, which keeps on increasing though decelerating with more
antennas at the secondary transceiver, and is about 2.3 bits/s/Hz with 6 x 6 secondary
link. With certain antenna configuration for the secondary link, the achievable secondary
rate increases as the SNR increases.

Numerical results show that with the cooperation from the secondary link, the pri-
mary link can avoid outage effectively, especially when the number of antennas at the

secondary transceiver is large, while the secondary link can achieve a significant rate.
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Figure 3.9.: Primary outage probability versus SNR of the secondary link with different

antenna configurations at the secondary transceiver.
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Figure 3.10.: Achievable secondary rate versus SNR of the secondary link with different

antenna configurations at the secondary transceiver.
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3.4. Decode-and-Forward Cooperative Spectrum Sharing

3.4.1. System Model

The system considered is depicted in Figure 3.11 and consists of a MISO primary link
with Nt ; transmit antennas and a MIMO secondary link with Nt > transmit antennas
and NR o receive antennas, where the primary and secondary transmitters have power Py
and P, respectively. The primary link has a rate requirement of R}. When the primary
channel is good enough to achieve R}, the cooperation from the secondary link is not
required, thus the secondary link keeps silent; when the primary channel is in deep fading
such that R} cannot be fulfilled, the cooperation from the secondary link is requested
to avoid outage of the primary link. Assume the secondary transmitter does not have
non-causal knowledge of the primary message, and still wants to help with the primary
transmission in return for the access to the spectrum. The secondary transmitter relays
the primary message in a decode-and-forward (DF) way, while transmitting its own
message, where the transmission strategy of the primary link needs to be adapted. The

secondary transmitter is half-duplex, i.e., it cannot transmit and receive simultaneously.

Phase 1: Phase 2:

fB M Ry (1) fB hy y1

(1) ()

Figure 3.11.: System model consisting of a MISO primary link and a MIMO secondary
link with two-phase transmission: primary transmitter (Prx), secondary

transmitter (Stx), primary receiver (Prx) and secondary receiver (Srx).

The transmission consists of two phases. In the first phase with relative duration
a, the primary message is transmitted to both the primary receiver and the secondary
transmitter. Since it is MIMO channel between the two transmitters, the primary trans-
mitter can employ multiple-stream transmission to achieve a higher inter-transmitter
rate compared with single-stream transmission and facilitate the decoding of the pri-
mary message at the secondary transmitter.

The signal from the primary transmitter is

1) = \/ Pl(l)WHuH(dl), (359)
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where the primary message d; is encoded into an M; x 1 (1 < M; < min (N2, N11))
vector w11 of symbols with unit average power, by a random Gaussian codebook with
fixed information rate Rgl). With an N7 ; x M; precoding matrix Wiy (||[Wi1|| = 1)
and power Pl(l), the transmit covariance matrix Kgl) = PI(I)WHWﬁ, where tr(Kgl)) =
Pl(l) and K gl) > 0. The primary receiver and the secondary transmitter have knowledge

of the codebook of dj.

The signals at the primary receiver and the secondary transmitter are

gt = pH M (), (3.60)
Yst = Htmgl) + Mgt (361)

(1)

respectively, where x;’ is the N1 x 1 signal vector sent by the primary transmitter,
hi1 is the Nt 1 x 1 channel vector of the primary link, Hy is the Nt o X Nt 1 channel
matrix between the two transmitters, and the scalar ngl) and the Nt x 1 vector ng
are the noises at the primary receiver and the secondary transmitter, respectively.

The achievable rates from the primary transmitter to the primary receiver and the

secondary transmitter are

R = alog, (1 n hﬁK§”h11> : (3.62)
Ry = alog, ‘I + HKVH (3.63)
respectively.
If
RY < Rf <R, (3.64)

then the secondary transmitter can decode the primary message but the primary re-
ceiver cannot, e.g., when H has a significantly better channel quality than hq; (e.g.,
tr (HI Hy) > |h11]|?). The two-phase transmission strategy is reasonable only if the
secondary transmitter can decode the primary message earlier than the primary receiver.

The transmission transits to the second phase if the decoding at the secondary trans-
mitter is successful, otherwise an outage occurs.

The second phase with relative duration (1 — «) corresponds to the set-up of the
cognitive radio channel [DMTO06], or overlay spectrum sharing with non-causal primary
message knowledge.

The primary transmitter employs maximum ratio transmission and power P1(2) for its

encoded message dj. The signal from the primary transmitter is

h
2P = /PP 2y (dy), (3.65)
|[a]]
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where d; is encoded into symbol w9 with unit average power, by a different Gaussian
codebook than that used in the first phase with fixed information rate RgQ). The transmit
covariance matrix K 52) = %hnhﬁ. The primary receiver has knowledge of the
codebook of di. The power constraint at the primary transmitter in the two phases is
aPl(l) +(1- a)Pl(Q) < P;, which is averaged over the two phases, taking into account
the relative duration of the two phases.

The secondary transmitter helps transmit the primary message dy with power ps;
besides the transmission of its own message do with power pss. DPC can be deployed
to encode ds while precanceling the interference (when decoding dy at the secondary
receiver) due to the transmission of di from both transmitters. The secondary trans-

mitter employs single-stream transmission for d; and multiple-stream transmission for

ds. The signal from the secondary transmitter is

41352) = /parwaiui2(dy) + /D22 Waus(ds, da), (3.66)

where dy is encoded into symbol w15 with unit average power by the same codebook
at the primary transmitter in the second phase, ds is encoded into an Ms x 1 vector
uy of symbols with unit average power by DPC, and wo; (||wa:|| = 1) is the Np2 x 1
beamforming vector and Wag (||Waz|| = 1) is the N1 o x Mj precoding matrix, where
1 < My < min (Ng,2, N1,2). The transmit covariance matrix Ko = pglwglwg, where
tr(K21) = p21 and Ko = 0, and the transmit covariance matrix Koo = pggngWfQ,
where tr(K92) = p2e and Kgo = 0. The secondary receiver has knowledge of the
codebooks of d; and do. The power constraint at the secondary transmitter in the
second phase is p21 + pog < Ps.

The signals at the primary and secondary receivers are

yP = pH gD pH @ 4 ) (3.67)
y$? = Hypal? + Hypz® + ny, (3.68)

(2)

where ;" and mgz)

are the Nt x 1 and Nt x 1 signal vectors sent by the primary
and secondary transmitters, respectively, hi; is the Nt; x 1 channel vector between
transmitter i € {1,2} and receiver 1, Hjy is the Nr 2 x Nt; channel matrix between
transmitter i € {1,2} and receiver 2, and the scalar n§2) and the N2 X 1 vector ny are
the noises at the primary and secondary receivers, respectively.

The channels and noises are modeled as independent and identically distributed com-
plex Gaussian random variables with zero mean and unit variance (The path-loss based
channel fading is treated in the simulation.). Assume that the channels remain con-
stant during the two phases, and the primary transmitter knows hi;; the secondary

transmitter knows hy1, H12, ho1, Hoo and Hy.
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The achievable rates for the primary and secondary links in the second phase are

\\/ haall+ /B R |

1+ Pzz Hh W22H2

R(Q) (I-—a)logy | 1+

: (3.69)

Ry = (1 — a)logy

(3.70)

The duration of the second phase is taken into account by the scaling factor ﬁ for poy
and poo.

By the theory of parallel Gaussian channel [CT06], as used in the proof of [HMZ05,
Proposition 2] for the decode-and-forward relay channel, the achievable primary rate is

the sum of the rates in the two phases, i.e.,
Ry =RM + R®. (3.71)

To maximize the secondary achievable rate Ry while satisfying the primary rate re-
quirement R}, the primary power constraint P, and the secondary power constraint P,

the optimization problem can be formulated as

,KI??,)I(DP Rs (3.72a)

p21,p22,w21, W22

s.t. Ry > Ry, (3.72b)
Ry > Ry, (3.72¢)
atr(KMW) + (1-a)P? < P, K" = 0,P? >0, (3.72d)
P21 +p22 < P, pa1 > 0,p22 > 0, (3.72€)
[lwar|| = [[Waal| =1, (3.72f)
0<a<l, (3.72g)

where it is implicitly assumed that Rgl) < R7, i.e., the transmission transits to the

second phase before the primary receiver can decode the primary message.

3.4.2. Optimal Transmission Strategy

Since wg; only exists in (3.72c), specifically in (3.69), the optimal ws; is maximum
ratio transmission, i.e., wo; = ﬁ The optimization problem (3.72) is not convex; in
particular, dealing with constraint (3.72c) is problematic. It seems infeasible to have an
exhaustive search over the 6 variables: four real-valued parameters and two complex-

valued matrices. The approach is to study the properties of the optimal parameters
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through a series of propositions, which are then used to reduce the complexity of the

solution.

Proposition 8. The optimal transmission strategy in (3.72) makes use of all the avail-

able power at the primary and secondary transmitters, i.e.,
1. atr(KM)+ (1 - a)P® = Py,
2. pa1+ p22 = Pa.
Proof. The proof is provided in Section 3.6.4. O

Proposition 9. The set of parameters that solves the optimization problem in (3.72)
satisfies

RY" + R? = R;, (3.73)
i.e., constraint (3.72¢) with equality.

Proof. The proof is provided in Section 3.6.5. O

Proposition 10. The set of parameters that solve the optimization problem in (3.72)
satisfies

R, =R} (3.74)
(i.e., constraint (3.72b) with equality) unless the optimal Kgl) is proportional to the

H
orthogonal projector onto hy1, i.e., proportional to %

Proof. The proof is provided in Section 3.6.6. O

Although Proposition 10 only gives a partial characterization of K gl)

, 1t turns out to
be very useful when it comes to finding its value numerically. Combined with Proposi-
tion 8, it allows us to derive Algorithm 4 that efficiently finds K gl) given the values of
the phase split o and the power Pl(l) (tr(Kgl)) = Pl(l)) used by the primary transmitter
in the first phase.

Algorithm 4 starts by verifying if MRT beamforming to the primary receiver (i.e., in
the direction of hj;, using K1y,) is sufficient for decoding at the secondary transmitter
(3.72b) (line 4). If MRT does not satisfy (3.72b), then the algorithm verifies (line 9) if
a solution to (3.72b) exists for the given level of power Pl(l) by allocating it freely, as in
K¢, to maximize the expression in line 8. If such solution does not exist, K gl) can not be
found with given o and Pl(l); otherwise, the bisection method (Algorithm 5) is used to
find the covariance matrix with largest component in the direction of hy; that satisfies

(3.72b). The search finishes when the rate achieved for this choice of covariance matrix
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exceeds the target rate R} by less than a predefined threshold e. The bisection search
is guaranteed to converge since the objective function of the optimization problem in
line 8 of Algorithm 5 is monotonically increasing in the power P;. The maximization in
Algorithm 4 (line 8) and in the bisection method (Algorithm 5, line 8) can be written
as standard waterfilling problems, which can be efficiently and exactly solved [TV05].
The following corollary establishes the optimality of Algorithm 4.

Corollary 1. Given the optimal values of o and power Pl(l) used by the primary trans-

. . ‘ . 1
mitter in the first phase, Algorithm /4 finds the optimal Kg ).

Proof. The proof is provided in Section 3.6.7. O

Algorithm 4 Find optimal covariance matrix

1: procedure OPTIMAL-COVARIANCE(a, Pl(l))

2. P« PY,

3 Ky e mhip

4:  if alogy [T+ H{K,H{'| > R} then

5: K¢ « Ky;

6 else

7 P+« PV,

8 K¢+ argmax logz‘I—FHtEHfI ;

£-0: tr(S)<Pr

9: if alogy [I+ H{KH{| < R} then
10: K(ll) — 0
11: else
12: Kgl) < BISECTION(RY, Pl(l), €);
13: end if
14: end if
15: return Kgl);

16: end procedure
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Algorithm 5 Bisection method
1. procedure BISECTION(RT, P, ¢)

2: P top < P;
3: P pot < 0;
4: while true do
> Py ¢ Dot hbot,
6: Py P — Py;
hi1h#]
i Ky By
8: Ki+ argmax logy|I+ H(Ky+X)H{|;
2-0: tr(S)<P;
9: gap « alog, |I + H(Ky + K¢)H{| — Ry;
10: if gap < 0 then
11: Ph,top +— Py
12: else if € < gap then
13: Py yot < Ph;
14: else
1o Kgl)<—Kh+Kf;
16: break;
17: end if
18: end while
19: return Kgl);

20: end procedure

Algorithm 6 Algorithm to find the optimal parameters

1. for a « [0,...,1] do

2: for Pl(l) «~[0,..., %] do

3 P1(2) — Pl%gl(l);

4: Kgl) < OPTIMAL-COVARIANCE(a, Pl(l));
5 for po; < [0,..., ] do

6 p22 < P2 — pau;

7: Obtain Was by solving (3.75);

8 Record the parameters corresponding to maximum Rp;
9 end for

10: end for

11: end for
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_pMD
Given « and Pl(l), P1(2) = % and K gl) can be found by Algorithm 4. By

dropping (3.72b), (3.72d) and (3.72g), and rewriting (3.72c), (3.72) can be reformulated

as

max_ (1 — a)logy [I + -2 HoyWo,WE HE (3.75a)

p21,p22, W22 1—«
5.t lp—2204 REW oW Ry < P, (3.75b)
P21+ p22 < Po,po1 > 0,p22 > 0, (3.75¢)
Wl =1, (3.75d)

where )
2
(VP sl + /25 har])
Py = —— —-1>0, (3.76)
9 e —1

with the assumption that R} > Rgl). (3.75) can be solved by a line search over py; €
[0, P2] (p22 = P> —pa1) while solving a corresponding convex optimization problem, e.g.,
by interior point methods [BV04], as in Proposition 7 of Section 3.2.2 for MIMO overlay

spectrum sharing with DPC at the secondary transmitter.

Remark 21. When the secondary receiver has only one antenna, the second phase
corresponds to MISO overlay spectrum sharing with DPC' at the secondary transmitter
as in Section 3.1.2, and the solution is given by Proposition 5. Due to the relative
high computational complexity of the secondary transmit covariance matric Was, the
secondary receiver is constrained to have only one antenna in the numerical simulations,

without loss of generality.

The previous results reduce the solution to (3.72) to a search over three real-valued
parameters while obtaining the two complex-valued matrices by efficient algorithms: the
phase split «, the power Pl(l) spent by the primary transmitter in the first phase, and
the power po; spent for the transmission of the primary message in the second phase.
In contrast, solving (3.72) directly requires search over four real-valued parameters and
two complex-valued matrices.

The simplified search is summarized in Algorithm 6, which is described in the follow-
ing. To find the solution, a grid search is performed over the phase split a and the power
Pl(l) used by the primary transmitter in the first phase. Given these two values, the
covariance matrix K 51) is found using Algorithm 4. Then the precoding matrix Wy
is obtained by a line search over po; while solving a corresponding convex optimization
problem. The optimal choice of parameters is the one that yields the largest secondary

rate Ro.
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3.4.3. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed decode-
and-forward cooperative spectrum sharing (DFCSS), in terms of outage probability of
the primary link and achievable secondary rate (in bit/s/Hz) versus SNR of the sec-
ondary link (in dB). The SNR is defined as the ratio of the transmit power and the
noise power at the receiver, and since the noise power is normalized, the SNR is equiv-
alent to the transmit power.

The system configuration is as follows. The primary transmitter has 2 antennas,
and the primary link has a SNR of 10 dB and a rate requirement of 2 bits/s/Hz. The
antenna configuration of the secondary link variesas 2 x 1,3 x1,4x1,5x 1 and 6 x 1,
respectively. The SNR of the secondary link is varied from —20 dB to 20 dB. To motivate
and facilitate the cooperation between the primary and secondary links, i.e., when the
primary link is weak, as in Figure 3.12, the distance between the primary transmitter
and receiver is set as 2, and the secondary transmitter is in the middle between the
primary transmitter and receiver. The distance between the secondary transmitter and
receiver is set as 1, and the secondary link is perpendicular to the primary link. Then
the distance between the primary transmitter and the secondary receiver is v/2. The

path loss exponent is set as 3.

SRX
Q@< >
PTX STX PRX

Figure 3.12.: DFCSS system setup in the simulation

In the simulation, if the primary link is good enough to support its rate requirement,
there is no primary outage and the secondary link keeps silent; if the primary link
experiences deep fading such that its rate requirement cannot be fulfilled, it asks for
the cooperation from the secondary link with the proposed DFCSS strategy, if its rate
requirement still cannot be achieved, then there is an primary outage, otherwise a
secondary rate is achieved. The simulation results are averaged over 10000 channel
realizations.

As in Figure 3.13, the primary outage probability versus SNR of the secondary link is
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shown in the case of the proposed DFCSS strategy, together with the case when there
is no cooperation from the secondary link at all, which has a primary outage probabil-
ity of nearly 70%. As in Figure 3.14, the achievable secondary rate versus SNR of the
secondary link is shown. As in Figure 3.13, at SNRs under —10 dB, the cooperation
from the secondary link can not help the primary link to minimize its outage proba-
bility, and as a result the secondary link achieves zero rate as in Figure 3.14. As in
Figure 3.13, at the SNR of 0 dB and with 2 x 1 secondary link, the primary outage
probability decreases to about 14.5%, which keeps on decreasing though decelerating
with more antennas at the secondary transmitter, and is about 0.2% with 6 x 1 sec-
ondary link. With certain antenna configuration for the secondary link, the primary
outage probability decreases quickly to nearly 0 as the SNR increases. Since after the
secondary transmitter successfully decodes the primary message in the first phase, as
the SNR increases, the achievable primary rate can be improved significantly with the
transmission of the primary message by the secondary transmitter in the second phase.

As in Figure 3.14, at the SNR of 0 dB and with 2 x 1 secondary link, the achievable
secondary rate is about 0.4 bit/s/Hz, which keeps on increasing though decelerating
with more antennas at the secondary transmitter, and is about 1.5 bits/s/Hz with
6 x 1 secondary link. With certain antenna configuration for the secondary link, the
achievable secondary rate increases as the SNR increases.

Numerical results show that with the cooperation from the secondary link, the pri-
mary link can avoid outage effectively, especially when the number of antennas at the

secondary transmitter is large, while the secondary link can achieve a significant rate.
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Figure 3.13.: Primary outage probability versus SNR of the secondary link with different

antenna configurations at the secondary transceiver.
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Figure 3.14.: Achievable secondary rate versus SNR of the secondary link with different

antenna configurations at the secondary transceiver.
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3.5. Summary

Overlay spectrum sharing between a MISO primary link and a MISO/MIMO secondary
link is studied, where the achievable secondary rate is maximized while satisfying the
primary rate requirement and the secondary power constraint. When the secondary
transmitter has non-causal knowledge of the primary message and employs DPC to ob-
tain an interference-free secondary link, optimal beamforming and power allocation is
obtained in the case of MISO secondary channel, by a linear search where the beamform-
ing vector is parametrized with one real-valued parameter; optimal transmit covariance
matrix and beamforming vector is obtained in the case of MIMO secondary channel,
by a linear search while solving a corresponding convex optimization problem. With
linear precoding at the secondary transmitter, optimal beamforming and power allo-
cation is obtained in the case of MISO secondary channel, by a cubic search where
the beamforming vectors are parametrized with real-valued parameters; optimal beam-
forming and power allocation is obtained in the case of MIMO secondary channel, by
the approach of iterative transceiver design, where the secondary transmitter employs
single-stream transmission for its own message and MMSE receiver is deployed at the
secondary receiver. In all cases, full power transmission is used at the secondary trans-
mitter. Numerical results show that with non-causal knowledge of the primary message
and the deployment of DPC at the secondary transmitter, overlay spectrum sharing
can achieve a significantly higher secondary rate than the proposed underlay spectrum
sharing, and rate loss occurs with the deployment of linear precoding instead of DPC

at the secondary transmitter.

When the secondary transmitter does not have non-causal knowledge of the primary
message, it relays the primary message in an AF or a DF way in a two-phase trans-
mission, while transmitting its own message. The primary link adapts its transmission
strategy and cooperates with the secondary link to fulfill its rate requirement. The
achievable secondary rate is maximized while satisfying the primary rate requirement
and the primary and secondary power constraints. In the case of AF cooperative spec-
trum sharing, the primary transmitter employs MRT, and the primary receiver applies
MRC to the received signals in the two phases; the secondary transmitter employs
single-stream transmission for its own message, and MMSE receiver is deployed at the
secondary receiver in the second phase. An iterative transceiver design algorithm is pro-
posed, where in each iteration, an optimization problem is solved to obtain the optimal
relaying matrix and beamforming vector, with respect to a given secondary receiver,

by a bisection search through a sequence of second-order cone programming feasibility
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problems. The iterative algorithm converges though is not guaranteed to achieve the
global optimum. A good solution can be selected by several random initializations. For
this setup, an alternative heuristic solution is proposed. Given the secondary receiver,
the relaying matrix for the primary message is parametrized with two real-valued pa-
rameters, and has the structure of the outer product of two channel-related vectors. One
is the MRC receiver for the primary signal with respect to the effective channel between
the two transmitters. And the other is parametrized with one real-valued parameter,
as the weighted sum of two channel-related vectors, which are the projections of the
channel from the secondary transmitter to the primary receiver into the space and null
space of the effective secondary channel, respectively. Moreover, given the secondary
receiver and the relaying matrix for the primary message, the beamforming vector for
the secondary message is parametrized with one real-valued parameter, as the weighted
sum of two channel-related vectors, which are the projections of the effective secondary
channel into the space and null space of the channel from the secondary transmitter to
the primary receiver, respectively. An iterative transceiver design algorithm is proposed,
where in each iteration, a grid search is performed to obtain the optimal relaying ma-
trix and beamforming vector, with respect to a given secondary receiver. The iterative
algorithm converges though is not guaranteed to achieve the global optimum. A good
solution can be selected by several random initializations. Full power transmission is

used at the secondary transmitter in the second phase.

In the case of DF cooperative spectrum sharing, the primary transmitter employs
multiple-stream transmission in the first phase, to facilitate the decoding of the primary
message at the secondary transmitter, and MRT in the second phase to facilitate its
own transmission; the secondary transmitter employs DPC to obtain an interference-
free secondary link in the second phase. A set of parameters are optimized, including
relative duration of the two phases, primary transmission strategies in the two phases
and secondary transmission strategy in the second phase, and properties of the param-
eters are studied to reduce the computational complexity of the optimization problem.
A cubic search is required to obtain the optimal transmission strategies. Given the rel-
ative duration of the first phase and the power spent in the first phase by the primary
transmitter, the primary transmit covariance matrix in the first phase is obtained, by
balancing between the maximization of the received SNR at the primary receiver and
that of the channel capacity from the primary transmitter to the secondary transmitter.
After that, the secondary transmit covariance matrix in the second phase is obtained,
by a line search over the power spent for the transmission of the primary message, while

solving a corresponding convex optimization problem. The primary transmitter em-
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ploys full power transmission in the two phases. The secondary transmitter employs full
power transmission in the second phase. The optimal choice of parameters is the one
that yields the largest secondary rate. Numerical results show that with the cooperation
from the secondary link, the primary link can avoid outage effectively, especially when
the number of antennas at the secondary transceiver is large, while the secondary link

can achieve a significant rate.
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3.6. Proofs

3.6.1. Proof of Proposition 5

It can be easily seen that the optimal ws; is maximum ratio transmission, i.e., wa; =
HZ%H’ since it only exists in (3.9b). Given pgg, using the same approach as in the proof
of Proposition 1 in Section 2.1.2, wse can be parametrized as in (3.11) and po; is given
by (3.14).

The optimal solution to (3.9) can be obtained by varying pes € [0, P;] to achieve the
maximum secondary rate.
3.6.2. Proof of Proposition 6
Before the proof of Proposition 6, Lemma 3 is introduced.
Lemma 3. To solve the multi-objective optimization problem

(min]a+g{{v\2,max|b+g§{v\2> (3.77)
v %

where ||v||?> <, v,91,9, € CV, a,b € C and v € Ry, v can be parametrized as

g, g 15 95
oe10) = AT 0 T 2T ] &7
where Ilg, = %, Hjl =I-1g,, |p1]* + |p2/* <, and p1,p2 € C.
Proof. Without loss of generality, assume that v is parametrized as
Iy, g 7,92
R AR Z@“l 379
where IIg, = %, H;l = I —1Ig,, the orthonormal set {anlng HH zzn,ug,...,uN}

forms the orthonormal basis of space CV, and Zf\il G2 <y, §€e€C,l=1,..,N.

Redistribute the power § = le\;3 |&1|% spent on span {us,...,un} to Hﬁi%QH as such
9192
Ilg,95 iz 115,9>
v = = 4 (G + V) (3.80)
g, gol| HH Q2H
with N
Ilg, 95 115,92
¢ =b+&gh I+ bgh T (3.81)
? Mg, goll * 113, 9]

that |b+ gfw|? is increased while |a + gifv|? is unchanged, which means (3.80) gives
a better solution to (3.77) than (3.79). Let p; = & and py = & + /4%V/6, then
1> + |p2|* <, and p1, p2 € C. O
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The denominator of the objective function in (3.20a) should be minimized and the
numerator of the fraction in (3.20b) should be maximized with respect to wap; the
numerator of the objective function in (3.20a) should be maximized and the denominator
of the fraction in (3.20b) should be minimized with respect to was.

From Lemma 3, for the optimization problem
(s |y ftns + ypmitdson | e [Vl |+ it on ). was can e

parametrized as in (3.21). With substitution of wa; by (3.21), the numerator of the frac-

2
. I ho
eIV2 /T = M1 /porhE —ha2 =
(p—’_ 14/P21 QIHHL h21” )
Mpyyhor

2
the objective function in (3.20a) becomes 1+’ Mhoal h Shi1 + eIV \/ N /Pa1 h22 et
which is independent of 1. Given 1, A1 and p21, the optimal 19 is given by (3.23) to

tion in (3.20b) becomes while the denominator of

maximize the numerator of the fraction in (3.20b). Given 1, A1 and po1, using the same
approach as in the proof of Proposition 1 in Section 2.1.2, wsyy can be parametrized as
in (3.22) and pog is given by (3.26).

The optimal solution to (3.20) can be obtained by varying ¢; € [0, 27], A; € [0, 1] and

po1 € [0, P5] to achieve the maximum secondary rate.

3.6.3. Proof of Proposition 7

It can be easily seen that the optimal ws; is maximum ratio transmission, i.e., wao; =
HZ%H, since it only exists in (3.33b). Let K = p22W22W5[2 denote the transmit covari-
ance matrix. Then (3.33) is equivalent to (3.35).

Lemma 4. The optimal transmission strategy, namely, the solution to (3.35), uses full

power, i.e., pa1 + tr(K) = P;.

Proof. Assume pa; + tr(K) < P at the optimum of (3.35), a new transmit covariance

matrix can be constructed as K = K + \/ﬁﬂﬁm, where § = Py — pa; — tr(K) and

Hﬁm =1 I}ILZIQ?I%’ such that the objective value in (3.35a) is nondecreasing while the
constraint (3.35b) is still fulfilled. O

Given po1, the objective function (3.35a) is concave in K, and the constraints (3.35b)
and (3.35¢) are linear in K, thus the optimization problem (3.35) is convex in K. The
optimal Way = K%/\/Pg — po1 can be obtained by a linear search over po; € [0, Py

while solving (3.35) to achieve the maximum objective value.

3.6.4. Proof of Proposition 8

Before the proof of Proposition 8, Lemma 5 is introduced.
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Lemma 5. The function

Blogy

1
I+ BBCBH ’ (3.82)

defined for B € (0,1], any B and any C = 0 (with appropriate dimensions) is strictly

increasing in 3.

Proof. Tt can be easily seen that

B logy

I+ 1BCBH‘ = Blog, (1 + Ai) : (3.83)
8 = B

where \; and r are the non-zero singular values and the rank of BC B | respectively.
The first derivative of each of the terms in the sum is positive for g > 0, thus (3.82) is

strictly increasing in 5. O

The proof of Proposition 8 follows. Statement 1 is proved by contradiction. Assume

at the optimum
atr(KMW) + (1—a)P? < Py (3.84)

) = ’ngl) for some v > 1 such that

e tr(ﬁgl)

Define the matrix K. f
)+ (1—a)P? < P (3.85)

This choice of matrix yields

RY = alog, (1 + hﬁffgl)hn> (3.86a)
— alog, (1 n fyhﬁKgl)hn) (3.86b)
> alog, (1 + hﬁKgl)hll) (3.86¢)
= rW (3.86d)

and

Ri = alog, I + Hﬁﬁ”H{f (3.87a)
= alog, ‘I +yH KV HE (3.87b)
= aZlogQ(l +Y\i) (3.87¢)

i=1
> Z logo (1 + A) (3.87d)

i=1
— alog, ‘I + H KV HA (3.87e)
= R, (3.87f)
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(1)

where \; and r are the non-zero singular values and the rank of Hy K ;' H {{ , respectively.
Thus

RV 4+ R > Ry (3.88)
R > R}, (3.89)

and a shorter duration of the first phase @ < « can be found such that the rates,

evaluated at &, satisfy

RV (@) + R (@) = Ry, (3.90)

Ri(&) > R} (3.91)
At the same time, the secondary rate has been increased by Lemma 5, thus contradicting
the assumption on the optimality of K (11) and PI(Q).

Statement 2 is also proved by contradiction. Assume at the optimum

P21+ p22 < Pa. (3.92)

Consider two new powers
P21 = Y21P21, (3.93)
P22 = Y2222 (3.94)

Since RgQ) is a continuous function of both ps; and pyo, sufficiently small v91 > 1 and
722 > 1 can be found such that the constraint (3.72e) is not violated and R§2) evaluated
for po1 and pag remains unchanged (and hence (3.72c) is satisfied). However, using paa
yields a larger secondary rate Ry, which contradicts the assumption on the optimality

of pa1 and pas.

3.6.5. Proof of Proposition 9

Assume at the optimum

RV + RP > Ry, (3.95)

Ry(K") > R}, (3.96)

The notation remarks the dependency of Rgl) and Ry on the covariance matrix K gl).

Let o* denote the power used by Kgl), ie., o* = tr(K(ll)). The proof is divided into
two cases.

First, consider the case Kgl) # KWV¥(o*) with

KV¥(o*) = argmax log,|I + HSH{|. (3.97)
3>0: tr(X)<o*
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Both Rgl) and Ry are continuous functions of the entries of K gl), and the log-det operator

is concave on the set of Hermitian positive semi-definite matrices with bounded trace.
~(1 ~—(1
Therefore, a Hermitian positive semi-definite covariance matrix K § ) (tr(K i )) =o")

—(1
can be found with || K g '_K 51) || small enough such that

RYE") + R? > Ry, (3.98)

R(E) > R, (3.99)

Since Rgl), R; and R?) are all continuous in «, a shorter duration for the first phase
can be found, i.e., & < «, such that the two constraints are still satisfied. However,
by Lemma 5 in Section 3.6.4, shortening the first phase strictly increases the secondary
rate Ry, which contradicts the assumption on the optimality of the set of parameters.
In the case where K 51) = KW¥(0*), the rate Ry is already at maximum. In this case,
if either P1(2) = 0 or po1 # 0, similar arguments as those in the proof of Proposition 8 can
be used to arrive at a contradiction. In contrast, if Pl(g) =0 and p21 =0, R&Q) =0 and
Rgl) > R}, which indicates the primary receiver can decode the primary message after
the first phase, and no cooperation from the secondary link is needed. This situation

should be excluded in the system model of two-phase transmission.

3.6.6. Proof of Proposition 10

The first part of the proposition is proved by contradiction. Assume at the optimum

Ry =alog, [T+ H.K\"H!| > R, (3.100)

Note that
KV =1, k" + 1 K (3.101)
= 01X + S23, (3.102)

hi1h# 1 1
where Tly,, = ML TG =T — Ty, , B = [T, KV, B2 = |1, K
S0 = 8 Mpy, KUY, and £ = 65115 K1Y with 8 > 0 for i € {1,2}. Otherwise, set
3 = 0 for i such that §; = 0. Assuming ; > 0 for i € {1,2}, both ¥; and ¥3 have

unit norm. Now, let

K| =1lp,,. (3.103)
Thus,
HhuKH = KH’ (3.104)
1L
Iy, K =0. (3.105)
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Now define a new matrix

—(1)
Ky =K 4 K| = 15151 + 1652 + €K |, (3.106)
—~(1
where € = (1—7v)(B1+52). Note that K § ) is a valid choice of covariance matrix because it
—~(1
is the sum of positive semi-definite Hermitian matrices and satisfies tr( K § )) =tr(K (11)).
Since the determinant is a continuous function of the entries of the matrix, and the

logarithm is a continuous function of its argument, there exists 0 < v < 1 such that

Ry = alog, |T + HtKg ) > Rj. (3.107)
. . (1) .
This choice of K~ yields
= a10g2 <1 + h11K1 hll) (3108&)
= «alog, (1 + hll (’)/6121 + GK”) hn) (3.108b)
= alog2 (1 + '}’Blhllzlhll + 6h11K||h11) (3.1080)
> alogy (1+7f1h{1 1k + chi| Z1hi)) (3.108d)
= alogy (1+ (81 + B2(1 —7))hii 1 hiy) (3.108e)
> alog, (14 Bihil s, hi1) (3.108f)
=RrY. (3.108g)
The inequality in (3.108d) is due to the fact that
hi1 K hi1 > h{iZ1hi; > 0. (3.109)

The inequality in (3.108f) follows if 82 > 0 by the fact that 0 < v < 1. Hence, for this

. =1
new choice of K, °,

R+ R > Ry (3.110)
Ry > R}. (3.111)

Now, a shorter duration of the first phase @ < « can be found such that the rates

evaluated at & satisfy

R"(a)+RP(a) > Ry, (3.112)
Ri(&) > RY. (3.113)

At the same time, the secondary rate has been increased by Lemma 5 in Section 3.6.4,

(1)

thus contradicting the assumption on the optimality of o and K
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Finally, note that 8o = 0 implies that
I, K'Y = KV, (3.114)

1) . - . .
so that K g ) is a Hermitian rank-one covariance matrix. Therefore,

hi1hi}
K(l) _ 11’
b
for some p € R. Thus concludes the proof.

(3.115)

3.6.7. Proof of Corollary 1

—(
Assume that K 51) is the optimal covariance matrix in (3.72), and let K i ) be the output
—(1
of Algorithm 4. Note that by construction of the algorithm tr(Kg )) = tr(Kgl)). The
proof is divided into two parts.

If K gl) = pﬁ,llf‘% for some p € R* (i.e., it corresponds to the MRT beamformer
(1)

—~(1
to the primary receiver), then trivially K

=K gl) as this is the initial guess of the

algorithm (lines 2 and 3) and it satisfies

(1)

alog, |I+ HK, H!| > Rr. (3.116)

Thus, this is the output of the algorithm (lines 4 and 5).
For the case when K gl) does not correspond to the MRT beamformer, the optimality
—(1
of the algorithm is proved by contradiction. Assume K § ) # K (11) and note that
alog, ‘I + HtKg”H{f‘ — R, (3.117)

—(1
I+HtK§ )H{f

alog, = RJ. (3.118)

The equality in (3.117) comes from Proposition 10 and the fact that K 51) is the
optimal covariance matrix. The equality in (3.118) is ensured by construction of the
algorithm in the limit of arbitrary numerical precision in the bisection method, i.e.,
€ — 0 (lines 9 to 17 in Algorithm 5). In addition,

—(1
R Ry > R KOk, (3.119)

because by construction, Algorithm 4 finds the matrix with the largest component in

the direction of hyy that satisfies (3.72b) with equality. Thus,

—(1
RVEWY)+ R® > Ry, (3.120)

R(E") = R (3.121)

The same procedure as in Section 3.6.5 can be used to contradict the assumption on the

—(1
optimality of K gl). Thus, K § - K §1) in this case as well.
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Chapter 4.
Energy-efficient Spectrum Sharing

Power is another precious resource besides spectrum. Different from the previous chap-
ters which focus on the rate maximization of the secondary transmission, this chapter
focuses on energy-efficient spectrum sharing, where the energy efficiency (EE) of the sec-
ondary transmission is optimized. The EE of the secondary transmission is defined as
the ratio of the achievable secondary rate and the secondary power consumption, which
includes both the transmit power and the circuit power at the secondary transmitter. For
simplicity, the circuit power is modeled as a constant. Specifically, the EE of a MIMO
secondary link in underlay spectrum sharing is optimized with the primary rate require-
ment and the secondary power constraint. Three transmission strategies are introduced
based on the primary rate requirement and the channel conditions. Rate splitting and
successive decoding are deployed at the secondary transmitter and receiver, respectively,
when it is feasible, and otherwise single-user decoding is deployed at the secondary re-
ceiver. Based on this, an energy-efficient resource allocation algorithm is proposed.
Moreover, the EE of a MIMO secondary link in overlay spectrum sharing is studied,
where the secondary transmitter has non-causal knowledge of the primary message and
employs DPC to obtain an interference-free secondary link. Energy-efficient precoding
and power allocation is obtained to maximize the EE of the secondary transmission
while satisfying the primary rate requirement and the secondary power constraint.

This chapter is partly based on the results reported in [LZJ14].
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4.1. Energy-efficient Underlay Spectrum Sharing

4.1.1. System Model

The system considered is depicted in Figure 4.1 and consists of a MISO primary link
with Nt 1 transmit antennas and a MIMO secondary link with Nt o transmit antennas
and Ngo receive antennas, assuming rate splitting at the secondary transmitter and
successive decoding at the secondary receiver. The primary and secondary transmitters
have power P; and P», respectively. Moreover, assume that the secondary transmitter
has a constant circuit power consumption of P.. The channels from the primary trans-
mitter to the primary and secondary receivers are denoted as hq1 and H s, respectively.
The channels from the secondary transmitter to the primary and secondary receivers
are denoted as ho; and H s, respectively. The noises at the primary and secondary re-
ceivers are denoted as n; and no, respectively. The channels and noises are modeled as
independent and identically distributed complex Gaussian random variables with zero
mean and unit variance. Assume that the primary transmitter knows h11; the secondary

transmitter knows hq1, H12, ho1 and Hos.

Primary TX Primary RX

Uy

dr——’ coding

()

HizY
u VP21 j
d21 coding . W21 2
n u . .
d22 — _21_%_;2_; 29 H 22 t

Secondary TX Secondary RX

Y

Figure 4.1.: System model consisting of a MISO primary link and a MIMO secondary
link — rate splitting at the secondary transmitter and successive decoding

at the secondary receiver.

The primary transmission strategy is normally given and fixed, with a rate require-

ment of R}, and single-user decoding is deployed at the primary receiver. The primary

transmitter employs an N7 ; x 1 beamforming vector w; (||w:|| = 1) and power P; for
message di. With maximum ratio transmission, i.e., w; = HZﬁH, the signal from the

primary transmitter is

h
r1 = \/Plinul(dl), (4.1)
||Paa |
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Chapter 4. Energy-efficient Spectrum Sharing

where dy is encoded into symbol u; with unit average power, by a random Gaussian
codebook with fixed information rate R}. The transmit covariance matrix for d; is
K, = thfiiHthlhﬁ’ The primary receiver has knowledge of the codebook of d;.
Assume that the interference from the primary transmitter to the secondary receiver
is strong, and rate splitting and successive decoding are deployed at the secondary
transmitter and receiver, respectively. At the secondary transmitter, the secondary
message dy is split into two sub-messages do; and daa. do (da2) is encoded into an
M; x 1 (Mg x 1) vector ug; (ug2) of symbols with unit average power by a random
Gaussian codebook. Wi (W) is the normalized Nt o x M; (N12 x My) precoding
matrix and pa; (pa22) is the power for the transmission of dg; (da2), where 1 < My, My <

min (Ng 2, N12). The signal from the secondary transmitter is

Ty = /P21 Waruz1(da1) + /P22 W 22u22(d22). (4.2)

The transmit covariance matrices for do; and dyy are Ko = p21W21Wg and Kooy =
pggngWfQ, respectively. The secondary receiver has knowledge of the codebooks of
d21, Cl22 and dl.

The signals at the primary and secondary receivers are

y1 =/ Py||hi1|[ui(dy) + /Parhd Warug (daoy) + /Daaht Waguaa (dao) + 11, (4.3)
VP

Yo = /D21 HooWaugi(da1) + /paaH 2o W 2292 (d22) + mﬂmhllul(dl) + no,
(4.4)
respectively.

At the secondary receiver, dg; is decoded first, then d; (i.e., the interference), and
finally dos. This adds the constraint that the achievable rate of the primary message at
the secondary receiver must be no less than R} for the secondary receiver to successfully

decode the primary message, i.e., Ri2 > R}, where
I+ HpKoypHY, + Hip K1 HY|

[T+ Hp Ko HE| (4.5)
—logy |1+ (I + HuKxnHE) ' M|

Ri12(K92) = logy

with M = H12K1H{IQ, which is convex in Ky [DCO01, Lemma II.3] and matrix-
decreasing in K9y [MOAL11, Ch 16, E.3.b.].

The achievable primary rate is

hi K h, )

Ry (K21, K92) = log (1 +
2 1+h§1(K21 + Ka2)ho

(4.6)
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and the achievable secondary rate is

[T+ Ho (Ko + Ko)HE, + M|
I+ HyKyHE, + M|

=log, ‘I + Hyo (Ko + Koo) HE, + M‘ — R12(K22),

Ro(Koa1, Ka2) =log, +logy [T+ Hy Ko HE|

(4.7)

which is jointly concave in K9; and Kgs. The first term in (4.7) corresponds to the
part of the secondary message decoded in the presence of the interference (both from
primary transmitter and self-interference). The second term in (4.7) corresponds to the
part of the secondary message recovered after decoding and subtracting the primary
message.

The two special cases, where the secondary receiver decodes the primary message
at first (very strong interference) or does not decode it at all (weak interference), are
included by setting K91 and K9 to the zero matrix, respectively.

The energy efficiency (EE) of the secondary transmission is defined as the ratio of the
achievable rate and the power consumption, which includes both the transmit power
and the circuit power, i.e.,

Ry (K1, K92)
tr(Kop + Kog) + P’

EE(K29, Kg2) = (4.8)

To maximize the EE of the secondary transmission while satisfying the primary rate
requirement R} and the secondary power constraint P», the optimization problem can

be formulated as

s EB(Kon, Ko) (4.92)
5.t Ry (Ko, Koo) > R, (4.9b)
Ri2(K92) > R, (4.9¢)
tr(Ka21 + Ka2g) < P2, (4.94)
Ky = 0,K2 ~ 0, (4.9€)

where it is implicitly assumed that (4.9c) applies only if K93 # 0. The numerator and
denominator of the objective function in (4.9a) are jointly concave and linear in K9 and
K5, respectively, i.e., the objective function is jointly pseudo-concave [Sch83]. (4.9b)
and (4.9d) are jointly linear in K9 and K99, respectively. Since Ry is convex in Koo,
(4.9¢) is not convex. Overall, (4.9) is a non-convex fractional program. However, it is
possible to solve it with limited computational complexity, as shown in the following

sections.
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4.1.2. Fractional Programming
A general nonlinear fractional program has the form

iy 1(®)
zcS g(x)

(4.10)

where S CR", f,.g: S — R and g(x) > 0. f and g are differentiable. If f is concave,
g is convex, and S is a convex set, the objective function in (4.10) is pseudoconcave
and (4.10) is called a concave fractional program; additionally f(x) > 0 is required,
unless ¢ is affine, implying that any stationary point is a global maximum and that
the Karush-Kuhn-Tucker (KKT) conditions are sufficient if a constraint qualification is
fulfilled [ICJF12]. Thus (4.10) can be solved directly by various convex programming
algorithms [Sch83]. However, the concave fractional program can be transformed to an
equivalent convex program and solved more efficiently.

Consider the function F/(\) = max f(®)—=Ag(x). It can be shown that F'()) is convex,
continuous and strictly decreasing in A, and that solving (4.10) is equivalent to finding
the unique root of F'(A\), which can be accomplished by Dinkelbach’s method with a

super-linear convergence rate [Din67].

Algorithm 7 Dinkelbach’s method to solve (4.10)
1: Initialize Ag with F'(Ag) > 0, n = 0.
while F'()\,) > e do

3: x; = argmax f(x) — \pg(x);
zeS

)\n—i-l = !J;Ezg;’

n+ —+;

end while

N

Output ), Ap.

4.1.3. Energy-efficient Precoding and Power Allocation

This section provides the solution to the non-convex fractional problem (4.9) in terms of
concave fractional problems which can be efficiently solved by fractional programming.
The two extreme cases in which either K95 = 0 or K91 = 0 and the intermediate case
in which both K9; and Ky are non-zero matrices are treated separately. These three
cases correspond to three distinct ranges of the primary rate requirement Rj.

Case 1: K9y = 0. This case is obtained when R} > log, |I + M|, i.e., decoding the

primary message at the secondary receiver is not possible at all. The secondary message
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is decoded in the presence of the interference due to the primary message. The optimal

K1 is the solution to the problem

logy | T + Hoa Ky H (I + M)~

max 4.11a

Ko tI"(K21) + P, ( )

s.t. Rl Ko1hoy < Py, (4.11b)

tr(K21) S PQ, (4110)

Ko ~ 0, (4.11d)

where
hil K1h1
Xt = —1>0. .
P oRT ] 1>0 (4.12)

The numerator and denominator of the objective function in (4.11a) are concave
and linear in Ko, respectively, i.e., the objective function is pseudo-concave. The
constraints (4.11b) and (4.11c) are linear in K9;, respectively. Overall, the optimization
problem (4.11) is a concave fractional program.

Case 2: K5 = 0. Proposition 11 shows that this case is obtained when

-1

R < log, ‘I+ (I + HoypX" H1) M), (4.13)
where X* is the solution to the problem
logy [T+ Hyy S HE|
4.14

e tr(X) + P, (4.14a)

s.t. Al Shy < Py, (4.14b)

tr(X) < Py, (4.14c)

-0, (4.14d)

and Py is defined as in (4.12).

Proposition 11. Denote by (K35,, K55) a solution of (4.9). If (4.13) holds, then

Proof. The proof is similar to that of Proposition 3 in Section 2.2. 0

The primary message is decoded and subtracted before decoding the secondary mes-
sage, and rate splitting is not required at the secondary transmitter. The optimal
Ko =X,

The numerator and denominator of the objective function in (4.14a) are concave and

linear in 33, respectively, i.e., the objective function is pseudo-concave. The constraints
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(4.14b) and (4.14c) are linear in 3, respectively. Overall, the optimization problem
(4.14) is a concave fractional program.
Case 3: K91 # 0 and K9y # 0. This case corresponds to the intermediate range of

T, e,
log, ‘I+ (I+H222*H§§)’1M‘ < RY < logy |I + M. (4.15)

In this case, the solution of (4.9) is given by Proposition 12.

Proposition 12. If (4.15) holds, then (4.9) is solved by Ko = Ko + (1 —7)?22 and
Ko = ’yf(\gg, where vy € [0,1] is chosen such that Ri2(K92) = RY, and Ko and Ko

are the solution to the problem

log, ‘I+H22(K21 + Ko)HE, —l—M‘ — R}

Ko Ko tr(Ko1 + Ka2) + P, (4.162)
s.t. hil (K21 + Kag)hoy < Py, (4.16b)
log, ‘I + (I + HypKypHE)™ M‘ < R}, (4.16¢)
tr(Ko + Ka2) < P, (4.16d)
K9 = 0,K9» = 0, (4.16e)

where Py is defined as in (4.12).
Proof. The proof is similar to that of Proposition 4 in Section 2.2. 0

The numerator and denominator of the objective function in (4.16a) are jointly con-
cave and linear in Ko and Koo, respectively, i.e., the objective function is jointly
pseudo-concave. The constraints (4.16b) and (4.16d) are jointly linear in K91 and Koo,
respectively, and the constraint (4.16¢) is convex in Kago. Overall, the optimization

problem (4.16) is a jointly concave fractional program.

Remark 22. The whole range of R} is covered by these three cases, where in each
case a corresponding concave fractional program is solved to obtain the optimal transmit
covariance matrices. An additional line search is required in Case 3. The concave
fractional programs can be solved by fractional programming, e.g., Dinkelbach’s method
as introduced in Section 4.1.2, which requires only the solutions of convex problems and

has a super-linear convergence rate.

Remark 23. Comparing the two special cases, specifically (4.11) in Case 1 and (4.14)
in Case 2, the solution to (4.11) is feasible for (4.14) and achieves a higher objective

value for (4.14). It shows that rate splitting at the secondary transmitter and successive
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decoding at the secondary receiver does increase the achievable secondary EE when it is

feasible, compared with single-user decoding at the secondary receiver.

The energy-efficient resource allocation is summarized in Algorithm 8.

Algorithm 8 Energy-efficient resource allocation
1: if R} > log, |I + Hy2 K1 H{)| then
K = 0;
Solve (4.11) by Algorithm 7 to find Koi;

2
3
4: else

5: Solve (4.14) by Algorithm 7 to find X*;

6:  if R <logy |1+ H1p2K1H{L(I + HyX*HE)7!| then
7 Ky =0,K9p=%%

8 else

9 Solve (4.16) by Algorithm 7 to find (k\gl,f{\m);

10: Perform a line search in+ € [0,1] such that Rlz(’yk\m) = RY;
11: Ko =Ko + (1 —7) K2, Kz =7K2;

12: end if

13: end if

14: Output Ko1, Koo.

4.1.4. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed MIMO
underlay spectrum sharing with energy efficiency optimization (MIMO USS EE Opt),
and compare with that of MIMO underlay spectrum sharing with rate optimization
(MIMO USS Rate Opt), as proposed in Section 2.2, in terms of secondary EE (in
bit/Hz/Joule) or secondary rate (in bit/s/Hz) versus SNR of the secondary link (in
dB). Moreover, the performance of MIMO USS EE Opt is compared with that of energy-
efficient MIMO underlay spectrum sharing without rate splitting and successive decod-
ing (MIMO USS EE Opt w/o RS), which corresponds to Case 1 in Section 4.1.3, in
terms of secondary EE.

The primary rate requirement is set as a fraction of its instantaneous point-to-point

channel capacity without secondary transmission, i.e.,
R} = plog, (1+ Pi[|hn|?), (4.17)

where 0 < p <1 is the load factor of the primary link.
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The system configuration is as follows. The primary transmitter has 2 antennas, and
the secondary transmitter and receiver have 2 antennas each. The primary transmit
power is fixed at 10 dB, and the secondary transmit power is varied from —20 dB to
20 dB as the SNR of the secondary link, and the circuit power consumption at the
secondary transmitter is set to 0 dB. The load factor of the primary link is varied from
25% to 100%. The simulation results are averaged over 1000 channel realizations.

As in Figure 4.2, at a certain primary link load, the secondary EE of both MIMO
USS EE Opt and MIMO USS Rate Opt increase with the SNR, and are nearly the same
at SNRs under 0 dB; the secondary EE of MIMO USS EE Opt saturates at SNRs over
0 dB, while that of MIMO USS Rate Opt decreases with the SNR. At the load factor
of 75% and SNR of 10 dB, the EE gain of MIMO USS EE Opt over MIMO USS Rate
Opt is about 0.5 bit/Hz/Joule.

As in Figure 4.3, at a certain primary link load, the secondary rate of both MIMO
USS EE Opt and MIMO USS Rate Opt increase with the SNR, and are nearly the same
at SNRs under 0 dB; the secondary power of MIMO USS EE Opt saturates at SNRs
over 0 dB, while that of MIMO USS Rate Opt continues to increase with the SNR. At
the load factor of 75% and SNR of 10 dB, the rate loss of MIMO USS EFE Opt to MIMO
USS Rate Opt is about 2.3 bits/s/Hz.

As in Figure 4.4, at a certain primary link load, the secondary power of both MIMO
USS EE Opt and MIMO USS Rate Opt increase with the SNR, and are nearly the same
at SNRs under 0 dB; the secondary power of MIMO USS EE Opt saturates at SNRs
over 0 dB, while that of MIMO USS Rate Opt continues to increase with the SNR. At
the load factor of 75% and SNR of 10 dB, the power saving of MIMO USS EE Opt over
MIMO USS Rate Opt is about 7 dB.

As in Figure 4.5, at a certain primary link load, MIMO USS EE Opt can achieve a
significantly higher EE than MIMO USS EE Opt w/o RS, and the EE gain becomes
constant at SNRs over 0 dB, which is about 0.2 bit/Hz/Joule at the load factor of 75%
and SNR of 10 dB.

Numerical results show that MIMO underlay spectrum sharing with EE optimization
can achieve a significantly higher EE compared with MIMO underlay spectrum sharing
with rate optimization, at certain SNRs and with certain circuit power, at the cost of
the achievable secondary rate, while saving the transmit power. In MIMO underlay
spectrum sharing with EE optimization, both the achievable secondary rate and EE
increase as the SNR increases, until a point when the growth rate of the secondary
power surpasses that of the secondary rate, and the secondary EE reaches its maximum

and stays unchanged thereafter; while the secondary EE decreases after that point in
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MIMO underlay spectrum sharing with rate optimization. It is also shown that with
rate splitting at the secondary transmitter and successive decoding at the secondary
receiver if feasible, a significantly higher EE can be achieved compared with the case

when only single-user decoding is deployed at the secondary receiver.
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Figure 4.2.: Secondary EE versus SNR of the secondary link: MIMO USS EE Opt versus
MIMO USS Rate Opt with different primary link loads.
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Figure 4.3.: Secondary rate versus SNR of the secondary link: MIMO USS EE Opt
versus MIMO USS Rate Opt with different primary link loads.
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Figure 4.4.: Secondary power versus SNR, of the secondary link: MIMO USS EE Opt
versus MIMO USS Rate Opt with different primary link loads.
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Figure 4.5.: Secondary EE versus SNR of the secondary link: MIMO USS EE Opt versus
MIMO USS EE Opt w/o RS with different primary link loads.
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4.2. Energy-efficient Overlay Spectrum Sharing

4.2.1. System Model

The system considered is depicted in Figure 4.6 and consists of a MISO primary link with
Nt 1 transmit antennas and a MIMO secondary link with Nt o transmit antennas and
NR 2 receive antennas. Assume that the secondary transmitter has non-causal knowledge
of the primary message. The primary and secondary transmitters have power P; and Ps,
respectively. Moreover, assume that the secondary transmitter has a constant circuit
power consumption of P,. The channels from the primary transmitter to the primary
and secondary receivers are denoted as hi; and H o, respectively. The channels from
the secondary transmitter to the primary and secondary receivers are denoted as ho;
and H o, respectively. The noises at the primary and secondary receivers are denoted
as n1 and ne, respectively. The channels and noises are modeled as independent and
identically distributed complex Gaussian random variables with zero mean and unit
variance. Assume that the primary transmitter knows hi1; the secondary transmitter
knows hq1, H12, ho1 and Hos.

Primary TX Primary RX
U1 hll
d1———> coding n
VP
hay
Y HyY
Uy VP21 )
d]_ - > . —> w21 . wZ . y
d coding | q, X H ) 2
VP22
Secondary TX Secondary RX

Figure 4.6.: System model consisting of a MISO primary link and a MIMO secondary

link — non-causal primary message at the secondary transmitter.

The primary transmission strategy is normally given and fixed, with a rate require-
ment of R}, and single-user decoding is deployed at the primary receiver. The primary
transmitter employs an Nt ; x 1 beamforming vector w; (||w:|| = 1) and power P; for
message d;. With maximum ratio transmission, i.e., w; = HZ%H’ the signal from the

primary transmitter is

h
r1 = \/Plﬁul(dl)a (4.18)

where d; is encoded into symbol u; with unit average power, by a random Gaussian
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codebook with fixed information rate Rj. The primary receiver has knowledge of the
codebook of dj.

Since the secondary transmitter has non-causal knowledge of dy, it can transmit d;
to the primary receiver as a return for the access to the spectrum. The secondary
transmitter has a total power of P,. A fraction po; of it is spent in a selfless manner to
help the primary link achieve its rate requirement, and the remaining power pa2 is used
for the transmission of its own message ds.

With knowledge of the primary message and codebook and perfect channel state
information at the secondary transmitter, the interference (when decoding dy at the
secondary receiver) due to the transmission of d; from both transmitters is known, and
can be precancelled by DPC. With superposition coding in combination with DPC, the

signal from the secondary transmitter is

x2 = \/parwarui(di) + /P22 Waua(dy, da), (4.19)

where d; is encoded into symbol u; with unit average power by the same codebook at
the primary transmitter, do is encoded into an M x 1 vector wo of symbols with unit
average power by DPC, and wa; (||lwa1|| = 1) is the Nt x 1 beamforming vector and
Waa (||[Waz|| = 1) is the Nt 2 x M precoding matrix, where 1 < M < min (Ng 2, N12).
The secondary receiver has knowledge of the codebooks of d; and ds.

By the same arguments as in Section 3.1.2 and the results from [CS03] [WSS06], the

achievable rates for the primary and secondary links are

VPi||hi1|| + /P2 b 2
Ry = log, 1 4 VAR Hp21 2121 , (4.20)
1 + pao||hgy Was||?

Ry =logy [T + paa HosW o W HE,

; (4.21)

for any feasible choice of beamforming vector ws;, precoding matrix Wy and powers
p21 and paa.

The EE of the secondary transmission is defined as the ratio of the achievable rate
and the power consumption, which includes both the transmit power and the circuit

power, i.e.,

Ry

FE= ——— .
P21 + p22 + Pe

(4.22)

To maximize the EE of the secondary transmission while satisfying the primary rate

requirement R} and the secondary power constraint P», the optimization problem can
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be formulated as

max EE (4.23a)
wa1,Waa
P21,p22

) > Ry, (4.23b)

lwar || = [[Wal| =1, (4.23¢)
P21 +p22 < P, pa1 > 0,p22 > 0. (4.23d)

4.2.2. Energy-efficient Precoding and Power Allocation

It can be easily seen that the optimal ws; is maximum ratio transmission, i.e., wao; =
HZ%H’ since it only exists in (4.23b). Let K = pggngWéqz denote the transmit covari-

ance matrix, then (4.23) is equivalent to

logy [T + Hayy K H3)|

max 4.244a,
Kpan tr(K)+pa + P, ( )
s.t. hi Khy < Py, (4.24b)

tl"(K) + p21 < PQ, K = O,pzl > 0. (424C)

2
. (\/P1||h11|\+\/p21Hh21H)

where P = A1

objective function in (4.24a) are concave in K and jointly linear in K and ps;, respec-

— 1 > 0. The numerator and denominator of the

tively, i.e., the objective function is jointly pseudo-concave [Sch83]. The left-hand-side
of the constraint (4.24b) is linear in K, and the right-hand-side of (4.24b) is concave in
pa1, i.e., (4.24b) is jointly convex in K and po;. The constraint (4.24c) is jointly linear
in K and po;. Thus (4.24) is a jointly concave fractional program and can be solved by

fractional programming, e.g., Dinkelbach’s method as introduced in Section 4.1.2.

Remark 24. The special case of pa1 = 0 in (4.23) corresponds to Case 2 of the energy-
efficient MIMO underlay spectrum sharing in Section 4.1, with interference precancel-
lation by DPC instead of interference cancellation by successive decoding. It shows that
the proposed energy-efficient MIMO overlay spectrum sharing can achieve a higher EE
than the energy-efficient MIMO underlay spectrum sharing in Section 4.1.

4.2.3. Numerical Simulations

Numerical simulations are performed to evaluate the performance of the proposed MIMO
overlay spectrum sharing with energy efficiency optimization (MIMO OSS EE Opt), and
compare with that of MIMO overlay spectrum sharing with rate optimization (MIMO
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OSS Rate Opt), as proposed in Section 3.2.2, in terms of secondary EE (in bit/Hz/Joule)
or secondary rate (in bit/s/Hz) versus SNR of the secondary link (in dB). Moreover, the
performance of MIMO OSS EE Opt is compared with that of energy-efficient MIMO
underlay spectrum sharing (MIMO USS EE Opt), as proposed in Section 4.1, in terms
of secondary EE.

The primary rate requirement is set as a fraction of its instantaneous point-to-point

channel capacity without secondary transmission, i.e.,
Rf :p10g2 (1+P1Hh11‘|2) R (425)

where 0 < p <1 is the load factor of the primary link.

The system configuration is as follows. The primary transmitter has 2 antennas, and
the secondary transmitter and receiver have 2 antennas each. The primary transmit
power is fixed at 10 dB, and the secondary transmit power is varied from —20 dB to
20 dB as the SNR of the secondary link, and the circuit power consumption at the
secondary transmitter is set to 0 dB. The load factor of the primary link is varied from
25% to 100%. The simulation results are averaged over 1000 channel realizations.

As in Figure 4.7, at a certain primary link load, the secondary EE of both MIMO
0SS EE Opt and MIMO 0SS Rate Opt increase with the SNR, and are nearly the same
at SNRs under 0 dB; the secondary EE of MIMO OSS EE Opt saturates at SNRs over
0 dB, while that of MIMO OSS Rate Opt decreases with the SNR. At the load factor
of 75% and SNR of 10 dB, the EE gain of MIMO 0SS EE Opt over MIMO OSS Rate
Opt is about 0.6 bit/Hz/Joule.

As in Figure 4.8, at a certain primary link load, the secondary rate of both MIMO
0SS EE Opt and MIMO 0SS Rate Opt increase with the SNR, and are nearly the same
at SNRs under 0 dB; the secondary rate of MIMO OSS EE Opt saturates at SNRs over
0 dB, while that of MIMO OSS Rate Opt continues to increase with the SNR. At the
load factor of 75% and SNR of 10 dB, the rate loss of MIMO OSS EE Opt to MIMO
OSS Rate Opt is about 3 bits/s/Hz.

As in Figure 4.9, at a certain primary link load, the secondary power of both MIMO
0SS EE Opt and MIMO 0SS Rate Opt increase with the SNR, and are nearly the same
at SNRs under 0 dB; the secondary power of MIMO OSS EE Opt saturates at SNRs
over 0 dB, while that of MIMO OSS Rate Opt continues to increase with the SNR. At
the load factor of 75% and SNR of 10 dB, the power saving of MIMO 0SS EFE Opt over
MIMO OSS Rate Opt is about 7 dB.

As in Figure 4.10, at a certain primary link load, MIMO OSS EE Opt can achieve a
higher EE than MIMO USS EE Opt, and the EE gain becomes constant at SNRs over
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0 dB, which is about 0.1 bit/Hz/Joule at the load factor of 75% and SNR, of 10 dB.
Numerical results show that MIMO overlay spectrum sharing with EE optimization
can achieve a significantly higher EE compared with MIMO overlay spectrum sharing
with rate optimization, at certain SNRs and with certain circuit power, at the cost
of the achievable secondary rate, while saving the transmit power. In MIMO overlay
spectrum sharing with EE optimization, both the achievable secondary rate and EE
increase as the SNR increases, until a point when the growth rate of the secondary
power surpasses that of the secondary rate, and the secondary EE reaches its maximum
and stays unchanged thereafter; while the secondary EE decreases after that point in
MIMO overlay spectrum sharing with rate optimization. It is also shown that MIMO
overlay spectrum sharing with EE optimization can achieve a higher EE compared with

MIMO underlay spectrum sharing with EE optimization.
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Figure 4.7.: Secondary EE versus SNR of the secondary link: MIMO OSS EE Opt versus
MIMO OSS Rate Opt with different primary link loads.
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Figure 4.8.: Secondary rate versus SNR of the secondary link: MIMO 0SS EE Opt
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Figure 4.9.: Secondary power versus SNR of the secondary link: MIMO OSS EE Opt
versus MIMO OSS Rate Opt with different primary link loads.
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Figure 4.10.: Secondary EE versus SNR of the secondary link: MIMO OSS EE Opt
versus MIMO USS EFE Opt with different primary link loads.
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4.3. Summary

The EE of a MIMO secondary link in underlay spectrum sharing is optimized with
the primary rate requirement and the secondary power constraint. Three transmis-
sion strategies are introduced based on the primary rate requirement and the channel
conditions. Rate splitting and successive decoding are deployed at the secondary trans-
mitter and receiver, respectively, when it is feasible, and otherwise single-user decoding
is deployed at the secondary receiver. For each case, a concave fractional program is
solved by fractional programming, e.g., Dinkelbach’s method, to obtain the optimal
transmit covariance matrices. An additional line search is required for the case of in-
termediate primary rate requirement to obtain the optimal solution. Based on this,
an energy-efficient resource allocation algorithm is proposed. Numerical results show
that MIMO underlay spectrum sharing with EE optimization can achieve a significantly
higher EE compared with MIMO underlay spectrum sharing with rate optimization, at
certain SNRs and with certain circuit power, at the cost of the achievable secondary
rate, while saving the transmit power. With rate splitting at the secondary transmitter
and successive decoding at the secondary receiver if feasible, a significantly higher EE
can be achieved compared with the case when only single-user decoding is deployed at
the secondary receiver.

Moreover, the EE of a MIMO secondary link in overlay spectrum sharing is studied,
where the secondary transmitter has non-causal knowledge of the primary message and
employs DPC to obtain an interference-free secondary link. Energy-efficient precoding
and power allocation is obtained to maximize the EE of the secondary transmission while
satisfying the primary rate requirement and the secondary power constraint, through
solving a concave fractional program by fractional programming. Numerical results show
that MIMO overlay spectrum sharing with EE optimization can achieve a significantly
higher EE compared with MIMO overlay spectrum sharing with rate optimization, at
certain SNRs and with certain circuit power, at the cost of the achievable secondary rate,
while saving the transmit power. MIMO overlay spectrum sharing with EE optimization
can achieve a higher EE compared with the proposed MIMO underlay spectrum sharing
with EE optimization.
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Chapter 5.

Conclusions and Future Work

5.1. Conclusions

In this thesis, resource allocation in underlay and overlay spectrum sharing are investi-
gated.

In underlay spectrum sharing, specifically, the coexistence of a MISO primary link
and a MISO/MIMO secondary link is studied. The primary transmitter employs MRT,
and single-user decoding is deployed at the primary receiver. Three scenarios are in-
vestigated, in terms of the interference from the primary transmitter to the secondary
receiver, namely, weak interference, strong interference and very strong interference, or
equivalently three ranges of primary rate requirement. Rate splitting and successive
decoding are deployed at the secondary transmitter and receiver, respectively, when it
is feasible, and otherwise single-user decoding is deployed at the secondary receiver. For
each scenario, optimal beamforming/precoding and power allocation at the secondary
transmitter is derived, to maximize the achievable secondary rate while satisfying the
primary rate requirement and the secondary power constraint. In the case of MISO
secondary channel, the beamforming vectors are parametrized with real-valued param-
eters, as the weighted sum of two channel-related vectors, which are the projections of
the secondary channel into the space and null space of the channel from the secondary
transmitter to the primary receiver, respectively; the secondary transmitter employs full
power transmission. For the scenarios of weak and very strong interference, closed-form
solutions are obtained; for the scenario of strong interference, a grid search is required to
obtain the optimal solution. In the case of MIMO secondary channel, optimal transmit
covariance matrices are obtained by solving corresponding convex optimization prob-
lems; the secondary transmitter employs full power transmission. An additional line
search is required for the scenario of strong interference to obtain the optimal solution.
Numerical results show that rate splitting at the secondary transmitter and successive

decoding at the secondary receiver does significantly increase the achievable secondary
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rate if feasible, compared with single-user decoding at the secondary receiver.

In overlay spectrum sharing, specifically, the coexistence of a MISO primary link and
a MISO/MIMO secondary link is studied. The primary transmitter employs MRT, and
single-user decoding is deployed at the primary receiver. When the secondary trans-
mitter has non-causal knowledge of the primary message, DPC can be deployed at
the secondary transmitter to precancel the interference (when decoding the secondary
message at the secondary receiver), due to the transmission of the primary message
from both transmitters. Optimal beamforming/precoding and power allocation at the
secondary transmitter is obtained, to maximize the achievable secondary rate while sat-
isfying the primary rate requirement and the secondary power constraint. In the case of
MISO secondary channel, the beamforming vector for the primary message is MRT, and
the beamforming vector for the secondary message has the same form of parametriza-
tion with one real-valued parameter, as those in the proposed MISO underlay spectrum
sharing. The secondary transmitter employs full power transmission. A line search
is required to obtain the optimal solution. In the case of MIMO secondary channel,
the beamforming vector for the primary message is MRT, and the transmit covariance
matrix for the secondary message is obtained by a line search while solving a convex
optimization problem. The secondary transmitter employs full power transmission. Nu-
merical results show that with non-causal knowledge of the primary message and the
deployment of DPC at the secondary transmitter, overlay spectrum sharing can achieve

a significantly higher secondary rate than the proposed underlay spectrum sharing.

Alternatively, due to the high implementation complexity of DPC, linear precoding
can be deployed at the secondary transmitter. Optimal beamforming/precoding and
power allocation at the secondary transmitter is obtained, to maximize the achievable
secondary rate while satisfying the primary rate requirement and the secondary power
constraint. In the case of MISO secondary channel, the beamforming vector for the
primary message is parametrized with three real-valued parameters, as the weighted
sum of two channel-related vectors, which are the projections of the channel from the
secondary transmitter to the primary receiver in the space and null space of the sec-
ondary channel, respectively. The beamforming vector for the secondary message has
the same form of parametrization with one real-valued parameter, as that when DPC is
deployed at the secondary transmitter. The secondary transmitter employs full power
transmission. A cubic search is required to obtain the optimal solution. In the case of
MIMO secondary channel, an iterative transceiver design algorithm is proposed, where
the secondary transmitter employs single-stream transmission for its own message and

MMSE receiver is deployed at the secondary receiver. In each iteration, an optimiza-
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tion problem is solved to obtain the optimal beamforming and power allocation at the
secondary transmitter, with respect to a given secondary receiver, by the solution for
the proposed MISO overlay spectrum sharing with linear precoding at the secondary
transmitter. The iterative algorithm converges though not guaranteed to achieve the
global optimum. A good solution can be selected by several random initializations.
The secondary transmitter employs full power transmission. Numerical results show
that rate loss occurs with the deployment of linear precoding instead of DPC at the

secondary transmitter.

When the secondary transmitter does not have non-causal knowledge of the primary
message, and still wants to help with the primary transmission in return for the access
to the spectrum, it can relay the primary message in an AF or a DF way in a two-phase
transmission, while transmitting its own message. The AF cooperative spectrum sharing
between a MISO primary link and a MIMO secondary link is studied. To fulfill its rate
requirement, the primary link has the incentive to adapt the transmission strategies in
the two phases, namely, the primary transmitter employs MRT, and the primary receiver
applies MRC to the received signals in the two phases. The secondary transmitter em-
ploys an AF relaying matrix for the primary message and single-stream transmission for
its own message, and MMSE receiver is deployed at the secondary receiver in the second
phase. An iterative transceiver design algorithm is proposed, to maximize the achievable
secondary rate while satisfying the primary rate requirement and the secondary power
constraint. In each iteration, an optimization problem is solved to obtain the optimal
relaying matrix and beamforming vector, with respect to a given secondary receiver,
by a bisection search through a sequence of second-order cone programming feasibility
problems. The iterative algorithm converges though is not guaranteed to achieve the
global optimum. A good solution can be selected by several random initializations. The
secondary transmitter employs full power transmission in the second phase. For this
setup, an alternative heuristic solution is proposed. Given the secondary receiver, the
relaying matrix for the primary message is parametrized with two real-valued parame-
ters, and has the structure of the outer product of two channel-related vectors. One is
the MRC receiver for the primary signal with respect to the effective channel between
the two transmitters. And the other is parametrized with one real-valued parameter,
as the weighted sum of two channel-related vectors, which are the projections of the
channel from the secondary transmitter to the primary receiver into the space and null
space of the effective secondary channel, respectively. Moreover, given the secondary
receiver and the relaying matrix for the primary message, the beamforming vector for

the secondary message is parametrized with one real-valued parameter, as the weighted
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sum of two channel-related vectors, which are the projections of the effective secondary
channel into the space and null space of the channel from the secondary transmitter
to the primary receiver, respectively. An iterative transceiver design algorithm is pro-
posed, where in each iteration, a grid search is performed to obtain the optimal relaying
matrix and beamforming vector, with respect to a given secondary receiver. The itera-
tive algorithm converges though not guaranteed to achieve the global optimum. A good
solution can be selected by several random initializations. The secondary transmitter
employs full power transmission in the second phase. Numerical results show that with
the cooperation from the secondary link, the primary link can avoid outage effectively,
especially when the number of antennas at the secondary transceiver is large, while the

secondary link can achieve a significant rate.

The DF cooperative spectrum sharing between a MISO primary link and a MIMO
secondary link is studied, where the secondary transmitter tries to decode the primary
message in the first phase, and if successful, helps transmit the primary message besides
its own message in the second phase. To fulfill its rate requirement, the primary link has
the incentive to adapt the transmission strategies in the two phases, namely, the primary
transmitter employs multiple-stream transmission in the first phase, to facilitate the de-
coding of the primary message at the secondary transmitter, and MRT to facilitate its
own transmission in the second phase. The secondary transmitter employs DPC to ob-
tain an interference-free secondary link in the second phase. The achievable secondary
rate is maximized while satisfying the decodability condition of the primary message at
the secondary transmitter, the primary rate requirement and the primary and secondary
power constraints. A set of parameters are optimized, including relative duration of the
two phases, primary transmission strategies in the two phases and secondary transmis-
sion strategy in the second phase. Properties of the parameters are studied to reduce the
computational complexity of the optimization problem. A cubic search is required to
obtain the optimal transmission strategies. Given the relative duration of the first phase
and the power spent in the first phase by the primary transmitter, the primary transmit
covariance matrix in the first phase is obtained, by balancing between the maximization
of the received SNR at the primary receiver and that of the channel capacity from the
primary transmitter to the secondary transmitter. After that, the secondary transmit
covariance matrix in the second phase is obtained, by a line search over the power spent
for the transmission of the primary message, while solving a corresponding convex op-
timization problem. The primary transmitter employs full power transmission in the
two phases. The secondary transmitter employs full power transmission in the second

phase. The optimal choice of parameters is the one that yields the largest secondary
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rate. Numerical results show that with the cooperation from the secondary link, the
primary link can avoid outage effectively, especially when the number of antennas at the
secondary transmitter is large, while the secondary link can achieve a significant rate.

Moreover, the EE of a MIMO secondary link in underlay spectrum sharing is opti-
mized with the primary rate requirement and the secondary power constraint. Three
transmission strategies are introduced based on the primary rate requirement and the
channel conditions. Rate splitting and successive decoding are deployed at the secondary
transmitter and receiver, respectively, when it is feasible, and otherwise single-user de-
coding is deployed at the secondary receiver. For each case, the original non-convex
fractional problem is reformulated into a concave fractional program, which can be ef-
ficiently solved by fractional programming, e.g., Dinkelbach’s method, to obtain the
optimal transmit covariance matrices. An additional line search is required for the case
of intermediate primary rate requirement to obtain the optimal solution. Based on this,
an energy-efficient resource allocation algorithm is proposed. Numerical results show
that MIMO underlay spectrum sharing with EE optimization can achieve a significantly
higher EE compared with MIMO underlay spectrum sharing with rate optimization, at
certain SNRs and with certain circuit power, at the cost of the achievable secondary
rate, while saving the transmit power. With rate splitting at the secondary transmitter
and successive decoding at the secondary receiver if feasible, a significantly higher EE
can be achieved compared with the case when only single-user decoding is deployed at
the secondary receiver.

Furthermore, the EE of a MIMO secondary link in overlay spectrum sharing is max-
imized with the primary rate requirement and the secondary power constraint. The
secondary transmitter has non-causal knowledge of the primary message and employs
DPC to obtain an interference-free secondary link. The beamforming vector for the pri-
mary message is MRT, and the transmit covariance matrix for the secondary message
is obtained through solving a concave fractional program by fractional programming.
Numerical results show that MIMO overlay spectrum sharing with EE optimization can
achieve a significantly higher EE compared with MIMO overlay spectrum sharing with
rate optimization, at certain SNRs and with certain circuit power, at the cost of the
achievable secondary rate, while saving the transmit power. MIMO overlay spectrum
sharing with EE optimization can achieve a higher EE compared with the proposed

MIMO underlay spectrum sharing with EE optimization.
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5.2. Future Work

In this thesis, the system models in underlay and overlay spectrum sharing with rate
or EE optimization involve a MISO primary link, and the related results apply to the
scenarios of a MIMO primary link with a fixed receiver. Nevertheless, the extension to
the scenario of a MIMO primary link with a general receiver is interesting and chal-
lenging for future work. In the case of a MISO primary link, the primary interference
constraint or the primary rate requirement can be imposed, and both are convex con-
straints. In the case of a MIMO primary link, the primary interference constraint can
be total or peak interference constraint [SPPF09], which is convex; while the primary
rate requirement is nonconvex, which makes the optimization problem difficult to solve.

In this thesis, full channel state information is assumed in the system models, which
is difficult to obtain in practice, especially the channel from the secondary transmitter
to the primary receiver, since the primary link is usually assumed to be oblivious of the
existence of the secondary link. It is necessary to discuss about the channel acquisition,
e.g., using channel feedback or channel reciprocity/calibration in time division duplexing
mode, and investigate the scenarios with partial or imperfect channel state information.

In this thesis, the coexistence of one primary link and one secondary link is considered.
The extensions to the scenario of multiple secondary links and/or multiple primary
links and the scenario of multi-carrier transmission are potential future work. The EE

optimization of the secondary transmission in these scenarios can be further investigated.
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Appendix A.

Further Contributions

During my Ph.D. studies, I have contributed to other publications which have not been
included in this thesis. The reason for not including the corresponding contributions
is to focus on the system models of the coexistence of a MISO primary link and a
MISO/MIMO secondary link. The further contributions are listed below.

In [JL11], the coexistence of a SISO primary link and a secondary MIMO multiple
access channel is studied. The primary rate requirement is transformed into an interfer-
ence constraint profile with individual interference constraints for the secondary users.
By spatial shaping (linear precoding), an iterative algorithm is proposed to optimize the
sum capacity of the secondary MIMO multiple access channel, in which each secondary
user updates its transmit strategy while the transmit strategies of the other secondary
users are fixed. The optimal single-user transmit strategy is obtained by comparing
the achievable rate of two iterative algorithms, where transmit covariance matrix with
either rank-one or rank-larger-than-one is optimized.

In [KSL*12], the sum-rate maximization of two-user MIMO secondary interference
channel in the presence of a MIMO primary link is studied. The maximum interfer-
ence induced at the primary receiver is limited by a spectrum mask or an interference
constraint at the secondary transmitters. The Vickrey-Clarke-Groves theory is applied
to find the so-called correlated equilibrium that corresponds to the playing strategies
for the two secondary users. The regret-matching algorithm is implemented to find the
optimal playing strategies for the two secondary users. A new cost function is proposed
that allows the fast convergence of the developed solutions to the optimal or sub-optimal
point.

In [BSLT*12], the cooperative spectrum sharing of a SISO primary link and a MISO
secondary link is studied. The secondary transmitter relays the primary message in a
DF way in a two-phase transmission, while transmitting its own message. The primary

link adapts its transmission strategy and cooperates with the secondary link to fulfill
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Appendix A. Further Contributions

its rate requirement. To maximize the achievable secondary rate while satisfying the

primary rate requirement and the primary and secondary power constraints, a set of

parameters are optimized, including relative duration of the two phases, primary power

allocation in the two phases and secondary beamforming and power allocation in the

second phase. Different from [BSLT'12], where DPC is deployed at the secondary

transmitter in the secondary phase to obtain an interference-free secondary link, linear

precoding is deployed with lower complexity in [LBSJT12].

[BSLT*+12]

[JL11]

[KSL+12]

[LBSJT12]
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