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## Introduction And Motivation

MMANKIND was driven for ages by the thoughts to explore the world, that is around us. During the period often called the 'Age of Discovery', which started in the early $15^{\text {th }}$ century and continued into the early $17^{\text {th }}$ century, the Europeans engaged in intensive exploration of the world, in order to establish direct contact with other continents and discover new resources. 100 years ago, Roald Amundsen and some members of his crew (and shortly afterwards also Robert Falcon Scott) being the first humans who reached the Geographic South Pole. And even in the middle of the last century and in the following decades some individuals were driven by the force to discover new and unknown places on this earth, e.g., Herman Buhl who made the first unaccompanied ascent of an eight-thousander peak without supplemental oxygen, or Edmund Hillary and Tenzing Norgay who became the first climbers confirmed at having reached the summit of Mount Everest in the year 1953. Interestingly, by focussing on scientific research, one can easily identify similarities between these two "different worlds". The search for new materials with novel properties or the improvement of their attributes as well as the qualities of existing systems may considered to be some of the leading motives that promote scientists for their work. In other words, exploration-investigating unknown territory-can be used metaphorically relating to science, attempting to develop an initial, rough understanding of some new and exceptional phenomenon.
As one of this ground-breaking discoveries in the field of solid-state physics, one may decidedly attribute the results of Heike Kamerlingh-Onnes at the beginning of the $20^{\text {th }}$ century. He was the first who liquefied helium and opened thereby a new door to a low temperature range, which was inaccessible before [1]. Subsequently, in the year 1911 he discovered one of the most fascinating and otherwise much discussed phenomenon in physics-superconductivity-which describes a vanishing electrical resistance and expulsion of magnetic fields occurring in certain materials when cooled below a characteristic critical transition temperature $T_{c}$ [2]. Since that time researchers spend a lot of effort to increase the value of the transition temperature and furthermore to understand the mechanism behind this peculiar behavior. But it lasted more than 70 years until a new euphoria started with the report by Bednorz and Müller about high $-T_{c}$ superconductivity in a new
class of ceramics [3]. Over the past 25 years scientists have begun to discover various classes of 'high- $T_{c}$ ' superconductors, including the copper oxides and, most recently, the iron arsenides, whereas $T_{c}$ could be increased up to 155 K in the former and 55 K in the latter case, respectively.

Organic materials, in particular carbon-based materials, are well-known prototypes of electrical insulators and semiconductors. But even before the discovery of graphene, which was awarded the Nobel Prize in Physics in 2010 opening exciting perspectives for fundamental and applied research [4], many other carbon-based systems, such as nanotubes, fullerenes and graphite have played an important role in several fields, including superconductivity. In particular, the superconducting (alkali-metal doped) fullerides have attracted much attention, and rather high transition temperatures could be realized (e. g., $T_{c}$ of 18 K in $\mathrm{K}_{3} \mathrm{C}_{60}$ [5] or $T_{c}=38 \mathrm{~K}$ in $\mathrm{Cs}_{3} \mathrm{C}_{60}$ [6, 7]). Their novel and exceptional electronic properties are attributed to the delocalized $\pi$-electrons. Thus, doping of such materials with $\pi$-electron networks might bring out novel physical properties, such as superconductivity, as well in other compounds.

However, in the case of organic superconductors, no new systems with high $T_{c}$ 's similar to those of the fullerides have been discovered in the past decade. But in 2010 the field was renewed with the discovery of superconductivity in alkali-doped picene (a hydrocarbon molecule with five benzene rings condensed in an zigzag manner) with a $T_{c}$ up to 18 K in case of $K_{3}$ picene. After that, superconductivity was also reported in other alkali-metal intercalated polycyclic aromatic hydrocarbons, such as phenanthrene ( $T_{c}=5 \mathrm{~K}$ ), coronene ( $T_{c}=15 \mathrm{~K}$ ), and 1,2;8,9-dibenzopentacene ( $T_{c}=33 \mathrm{~K}$ ). Especially in the latter case, $T_{c}$ is higher than in any other organic superconductor besides the alkali-metal doped fullerides. Therefore, these small-molecule-based materials open up new avenues for research into superconductivity and it becomes more and more evident, that organic materials serve as a fascinating field for materials science and solid state physics. In this context, it is reasonable to expect that, through carrier doping, higher $T_{c}$ superconductivity can be realized in other aromatic hydrocarbon systems. Interestingly, hydrocarbons are essential to everyday life, for example, the saturated hydrocarbons known as alkanes are prime constituents of fuels and picene can be found occurring naturally in coal tar.

Anyhow, the nature and range of parameters for superconductivity in intercalated hydrocarbons are under lively debate at the moment. It is however clear that they are strongly related to two families of carbon-based superconductors. On the one hand graphite intercalation compounds, which are conventional BCS-like superconductors [8, 9] and on the other hand alkali-doped fullerenes, which are characterised by a non-trivial interplay between strong local electron-phonon and on-site Coulomb correlations [10].

The prerequisite for the understanding of physical properties of new materials is the knowledge of the electronic structure or electronic properties, both in the normal state as well as in the superconducting state. In this context, this work presents a summary of the investigations on the electronic structure of several aromatic hydrocarbon systems using electron energy-loss spectroscopy (EELS). EELS studies of other undoped and doped molecular materials in the past have provided useful insight into their electronic properties.

Furthermore, EELS allows momentum-dependent measurements of the loss function, i. e., the observation of nonvertical transitions within the band structure of a solid, the identification of dipole-forbidden excitations and the determination of the dispersion of excitons, interband transitions, or charge-carrier plasmons. Additionally, the comparison with theoretical data gives insight into the nature of observed spectral features and helps to understand the mechanism behind.

The necessary steps to reach the goal of a deeper understanding of this 'new' class of superconductors as well as possible ways of its interpretation are to be described in the subsequent chapters. In this thesis, the results are presented with regard to fundamental research. The outline of this work is as follows: Ch. 2 describes the experimental method of choice, electron energy-loss spectroscopy, and gives a short overview over the sample manufacturing and preparation. Furthermore, some basics required for the later discussion, especially from the theoretical point of view, are introduced. Ch. 3 starts with some general remarks on carbon based materials. The focus is on the selected materials, in particular the crystal structure of the investigated aromatic hydrocarbons. Moreover, some remarks about the electronic excitations are given. At the end of the chapter, we present an overview of current scientific knowledge about superconductivity in this "new" class of organic superconductors. In Ch. 4 and 5 the results of this work are presented. In detail, the first experimental part deals with the electronic properties for the undoped systems, whereas in Ch .5 we focus on the doping introduced changes in the electronic structure and their momentum dependence. A general summary trying to put everything into a more global picture is given afterwards in Ch. 6 followed by an outlook. Some additional informations, which did not fit into the previous framework, are discussed in the appendices.

## Remark

For more clarity most of the formula are given with all universal constants set to unity except for those, where it is necessary to gain information of numeric values. This is done for convenience but also in order to emphasize the main physical statements.

For data evaluation and plotting, the IgorPro software with extensions implemented by R. Schuster and R. Kraus was used. All other figures and sketches-as far as they were not taken from the reference source-were prepared using LTEX's PGF and TikZ package, respectively. Typesetting was done in $\mathrm{EATEX}_{\mathrm{E}}$ using the Kile frontend together with the scrbook class.

## Electron Energy-Loss Spectroscopy

### 2.1. Introduction

ONE precondition to understand the principles, which lead to the fascinating properties of the systems that are around us, is to be able to perform accurate measurements, regardless of how complex they are. Spectroscopy, as the study of the interaction between matter and some kind of particle or field, has played a key role in the evolution of modern physic. Moreover, scattering experiments with fast particles have become an important tool, because compared to absorption experiments they make it possible to investigate not only the energy but also the spatial dependence of the possible excitations of matter. Today, scattering experiments are the basic principle to gain our experimental knowledge about the (electronic) structure of solids and are accessible in a wide energy range between meV and GeV .

Inelastic electron scattering or electron energy-loss spectroscopy (EELS) can be seen as one of the most versatile spectroscopic methods for the study of condensed matter and has become a standard method for investigating the collective excitations of electrons, i.e. plasmons. Furthermore, it provides information on interband transitions between valence bands and conduction bands as well as on core-level excitations in order to learn more about the unoccupied density of states. In an EELS experiment, a beam of electrons is transmitted through a crystal whereby an interaction with the electronic system occurs and thus be subjected to an energy loss. This means that an energy transfer between the beam of charged particles and the system takes place. Hence, EELS at energies below 25 eV can be compared with light scattering spectroscopy whereas at higher energies it is in competition with X-ray absorption spectroscopy. In addition, EELS has the great advantage that the momentum transfer can be varied (which is not possible in optical spectroscopy) and therefore it becomes possible to measure dynamics of different types of excitations in momentum space for a wide range of samples from simple metals to complex oxides and even molecular solids.

In the following chapter we will describe on the one hand the general principle of EELS measurements in transmission (another possibility is to perform EELS in reflection to study, e.g., surface dynamics like the dispersion of surface phonons or to monitor epitaxial growth) supported by some theoretical remarks about scattering theory with electrons in general and the properties of the dielectric function. On the other hand we will give an insight into the experimental techniques like sample preparation and crystal growth, and list further details about the spectrometer itself and its performance.

### 2.2. Working Principle



Figure 2.1. $\mid$ The basic scheme for an EELS experiment in transmission. The electrons with an energy $E_{0}$ and an incoming momentum $k_{0}$ are focused on the thin sample and scattered under an angle $\theta$. The momentum transfer $\boldsymbol{q}$ which takes place during the scattering process results in an energy transfer $\omega$ in the sample. Furthermore, it is also possible to perform elastic scattering (Bragg scattering) by setting the energy loss to zero.

The basic scattering geometry of an usual electron scattering experiment is shown in Fig. 2.1. A beam of rather fast electrons, specified by a momentum $\hbar k_{0}$, is focused on a thin $(\approx 100 \mathrm{~nm})$ film of the sample under investigation. While passing through the sample a fraction of the beam electrons is inelastically scattered by an angle $\theta$ away from the initial direction. This leads to a momentum- $(\hbar \boldsymbol{q})$ and energy-transfer $(\hbar \omega)$ given by

$$
\begin{equation*}
\hbar q=\hbar k_{0}-\hbar k_{1} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\hbar \omega=E_{0}-E_{1}=\frac{\hbar^{2}\left(\boldsymbol{k}_{0}^{2}-\boldsymbol{k}_{\mathbf{1}}^{2}\right)}{2 m} \tag{2.2}
\end{equation*}
$$

### 2.2. Working Principle

and will as a consequence leave the sample in an excited state, which is characterized by the energy and momentum it acquired from the electrons in the beam.
According to Fig. 2.1 the momentum transfer $q$ can be decomposed into components parallel and perpendicular to the incoming momentum $k_{0}$

$$
\begin{equation*}
q^{2}=q_{\|}^{2}+q_{\perp}^{2} . \tag{2.3}
\end{equation*}
$$

It is important to realize that the primary energy of the electrons is rather high ( $E_{0}=172 \mathrm{keV}$ ) which leads to a large value of $k_{0} \sim 230 \AA^{-1}$ (see Eq. A.2). Comparing this to a typical extension of a Brillouin zone inside a solid which is of the order $1 \AA^{-1}$ one arrives at small scattering angles $\theta$ and therefore

$$
\begin{equation*}
q_{\perp}=k_{1} \sin \theta \cong k_{1} \theta \cong k_{0} \theta . \tag{2.4}
\end{equation*}
$$

Furthermore, the cosine theorem yields (cf. Fig. 2.1)

$$
\begin{equation*}
k_{1}^{2}=k_{0}^{2}+q^{2}-2 k_{0} q \cos \gamma \cong k_{0}^{2}-2 k_{0} q \cos \gamma . \tag{2.5}
\end{equation*}
$$

Therefore the excitation energy reads

$$
\begin{equation*}
\hbar \omega \cong \frac{\hbar^{2}\left(k_{0}^{2}-k_{1}^{2}\right)}{2 m} \cong \frac{\hbar k_{0}}{m} \cdot q \cos \gamma=\frac{\hbar k_{0}}{m} \cdot q_{\|} . \tag{2.6}
\end{equation*}
$$

For a typical energy loss in the order of magnitude of $\hbar \omega \sim 10 \mathrm{eV}$ and at experimentally observed scattering angles of $\theta \sim 0.25^{\circ}$, we obtain the important result

$$
\begin{equation*}
\frac{q_{\|}}{q_{\perp}}=\frac{m \omega}{\hbar k_{0}^{2} \theta} \sim 10^{-3} \tag{2.7}
\end{equation*}
$$

and so the momentum transfer can be regarded as lying completely within the plane which is perpendicular to the incoming electron beam. To obtain information beyond this particular plane one has to rotate the sample with respect to the beam. Another very important conclusion is that $q \sim q_{\perp}$ stays constant over a relatively large energy range (up to 70 eV ). This fact is essential for a correct evaluation of the dispersion measurements as well as the Kramers-Kronig analysis (see Sec. 2.3 ).

### 2.2.1. Possible EELS Excitations

Two basic measuring processes can be distinguished in the EELS experiment. On the one hand one is able to investigate the electronic properties of a sample by measuring the energy-loss of electrons for fixed momentum transfer, which gives access to electronic excitations within the solid. The possible excitations are shown schematically in Fig. 2.2.


Figure 2.2. | Electronic excitations accessible in EELS. Note that the left and the middle panel represent the band scheme, while the right panel depicts the solid and its valence electrons.

The left panel of Fig. 2.2 represents the excitations of core level electrons of the individual elements. These excitations appear at high energies (e.g., around 284 eV for the carbon $1 s$ level or 297 eV and 299 eV for the potassium $2 p_{1 / 2}$ and $2 p_{3 / 2}$ levels) and are of high importance, especially for the investigation of the doping level of a sample.

The interband excitations that are shown in the middle panel of Fig. 2.2 occur at energies up to a few electron volt and represent the excitation from an occupied state of the valence band of the solid to an unoccupied state of the conduction band. In case of small values of the momentum transfer (up to $0.1 \AA^{-1}$ ), these measurements are comparable with optical spectroscopy. Furthermore, also plasmon excitations, i.e., collective oscillations of the conduction electrons, can be detected (cf. Fig. 2.2. (right panel)).


Figure 2.3. $\mid$ Sketch of the momentum transfer in the sample plane perpendicular to the incomming electron beam for a special case of a square lattice. Whenever the momentum transfer $\boldsymbol{q}$ connects two points of the reciporcal lattice the Bragg condition is fulfilled and there appears a peak in the elastic scattering spectrum.

In addition to the possibility of inelastic scattering processes with non-zero energy-loss, it is also possible to perform elastic scattering (Bragg scattering) by setting the energy-

### 2.2. Working Principle

loss to zero. This allows the analysis of the lattice structure and is an important tool for investigations on single-crystals where the electronic properties may depend on the direction in the reciprocal lattice. Due to the two-dimensionality of the momentum transfer (cf. Sec.2.2) one may write

$$
\boldsymbol{q}_{\perp}=\boldsymbol{q}=\boldsymbol{q}_{0} \mathrm{e}^{\mathrm{i} \phi}
$$

and-as can be seen from Fig. 2.3-by varying either $\phi$ or $q_{0}$ it is possible to adjust $q$ within the reciprocal lattice in order to find directions fulfilling the Bragg condition which may then be taken to measure, e.g., the dispersion of a particular excitation along a well defined axis.

### 2.2.2. Scattering Theory - The EELS Cross Section

The essential quantity which is actually measured in the EELS experiment is the doubly differentiated cross section

$$
\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} \Omega \mathrm{~d} \omega^{\prime}}
$$

which gives the probability of detecting an electron in a scattering angle element $\mathrm{d} \Omega$ having lost an energy $\mathrm{d} \omega$ compared to its initial energy $E_{0}$. Quantum mechanically, the scattering process can be described by a transition from an initial state $\left|n_{0}, k_{0}\right\rangle$ (incident electron plus electrons in the solid in the ground state) to a final state $\left|n_{1}, k_{1}\right\rangle$ (outgoing electron plus excited electrons in the solid). The interaction of the scattered electrons with the charges in the sample is driven by the Coulomb potential which is given by

$$
\mathrm{H}_{i n t}=\frac{e^{2}}{q^{2}} .
$$

Due to their high kinetic energy, the incident electrons are distinguishable from electrons in the solid and only weak interactions of the electrons with the sample have to be considered. Then the differential cross-section can be written in the Born approximation [11, 12]

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} \Omega \mathrm{~d} \omega}=\sum_{n_{0}, n_{1}}\left|\left\langle n_{1}, k_{1}\right| \mathrm{H}_{i n t}\right| n_{0}, k_{1}\right\rangle\left.\right|^{2} \delta\left(E_{n_{0}}+E_{0}-E_{n_{1}}-E_{1}\right) \tag{2.8}
\end{equation*}
$$

with the initial (final) states of the incoming (outgoing) electrons

$$
\left|k_{l}\right\rangle \propto \mathrm{e}^{\mathrm{i} k_{l} r} \quad l=0,1
$$

and the corresponding ones for the sample $\left|n_{l}\right\rangle$. The initial and final states can be written as simple products

$$
\left|n_{l}, k_{l}\right\rangle=\left|n_{l}\right\rangle\left|k_{l}\right\rangle,
$$

which leads to a new equation for the differential cross-section

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} \Omega \mathrm{~d} \omega}=\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{\text {Ruth }} \cdot S(\boldsymbol{q}, \omega) \tag{2.9}
\end{equation*}
$$

where

$$
\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{\text {Ruth }}=\frac{4}{a_{0}^{2} q^{4}}
$$

is the elastic Rutherford cross-section with $a_{0}$ being the Bohr radius. The dynamic structure factor $S(\boldsymbol{q}, \omega)$ is defined by

$$
\begin{equation*}
\left.S(\boldsymbol{q}, \omega)=\frac{1}{N} \sum_{n_{0}, n_{1}} p_{n_{0}}\left|\left\langle n_{1}\right| \sum_{j} \mathrm{e}^{\mathrm{i} q r_{j}}\right| n_{0}\right\rangle\left.\right|^{2} \delta\left(E_{n_{0}}-E_{n_{1}}+\omega\right) \tag{2.10}
\end{equation*}
$$

The factor $1 / N$ has been included because the cross-section is defined per electron. The operator in the matrix elements is the Fourier transform of the electron density operator

$$
n_{q}=\sum_{j} \mathrm{e}^{-\mathrm{i} q r_{j}}
$$

To eliminate the $\delta$ function, a time-dependent operator

$$
n(q, t)=\mathrm{e}^{\mathrm{i} \mathrm{H}_{0} t} n(q) \mathrm{e}^{-\mathrm{i} \mathrm{H}_{0} t}
$$

is introduced and the $\delta$-function can be written as

$$
\delta\left(E_{n_{0}}-E_{n_{1}}+\omega\right)=\frac{1}{2 \pi} \int \mathrm{~d} t \mathrm{e}^{\mathrm{i}\left(E_{n_{0}}-E_{n_{1}}+\omega\right) t}
$$

This close relationship between the structure factor and the density-density correlation function was first derived by Van Hove [11].

With the help of the Kubo formalism of linear-response theory [13, 14] and the fluctuation-dissipation theorem $[15,16]$ one may establish a relation between the dynamical structure factor $S(\boldsymbol{q}, \omega)$ and the dielectric function $\epsilon(\boldsymbol{q}, \omega)$. This is an example of a very general principle in statistical physics, namely the fluctuation-dissipation theorem which always connects some sort of correlation function (the density-density correlation in this case) with a response function $\epsilon(\boldsymbol{q}, \omega)$

$$
\begin{equation*}
S(\boldsymbol{q}, \omega)=\frac{\boldsymbol{q}^{2}}{4 \pi e^{2}} \frac{1}{1-\mathrm{e}^{-\beta \omega}} \operatorname{Im}\left(-\frac{1}{\epsilon(\boldsymbol{q}, \omega)}\right), \tag{2.11}
\end{equation*}
$$

with $\beta=1 / k T$ ( $k$ is the Boltzmann's constant). For typical electronic excitation energies $\omega \gg 1 / T$ and neglecting the Bose factor in the previous relation we obtain the final result

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} \Omega \mathrm{~d} \omega}=\frac{\text { const. }}{q^{2}} \cdot \underbrace{\operatorname{Im}\left(-\frac{1}{\epsilon(\boldsymbol{q}, \omega)}\right)}_{\text {Loss Function }}, \tag{2.12}
\end{equation*}
$$

which relates the intensity measured in an EELS experiment to the dielectric function which provides access to the electronic structure of a sample under investigation.

### 2.3. The Dielectric Function

As one can see in Sect.2.2.2, it is the dielectric function $\epsilon(\boldsymbol{q}, \omega)$, which provides the main ingredient to the signal measured in an electron energy-loss spectroscopy experiment. Therefore, it is instructive to introduce some of its properties to get a better understanding of the subsequent discussion.

In general, the dielectric function $\epsilon(\boldsymbol{q}, \omega)$ describes the response of a system to a external perturbation. The addition of an external charge density $\rho(r, t)$ gives rise to a change in the density of the quasi-free conduction electrons within the system and screen, as a consequence, the perturbation charges. The most general form of the dielectric function is given by

$$
\begin{equation*}
\boldsymbol{E}(r, t)=\int d r^{\prime} \int d t^{\prime} \epsilon^{-1}\left(r, r^{\prime}, t-t^{\prime}\right) \cdot \boldsymbol{D}\left(r^{\prime}, t^{\prime}\right) \tag{2.13}
\end{equation*}
$$

For a homogeneous system the dielectric function depends only on the difference $r-r^{\prime}$ which modifies the above relation after a Fourier transform into

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{q}, \omega)=\epsilon^{-1}(\boldsymbol{q}, \omega) \cdot \boldsymbol{D}(\boldsymbol{q}, \omega) . \tag{2.14}
\end{equation*}
$$

Applying the jellium model one assumes that in equilibrium, the electronic and the ionic charge densities just compensate each other. Moreover, the perturbation charge is assumed to polarise only the more mobile electronic system while the ionic charges remain homogeneously distributed. The overall charge density then is the sum of $\rho_{e x t}$ and the induced charge density $\rho_{\text {ind }}$, which is produced in the electron gas:

$$
\begin{equation*}
\rho_{t o t}(\boldsymbol{q}, \omega)=\rho_{\text {ext }}(\boldsymbol{q}, \omega)+\rho_{\text {int }}(\boldsymbol{q}, \omega) . \tag{2.15}
\end{equation*}
$$

Furthermore, from the Maxwell equations it is well known that the electric field $E$ and the displacement $\boldsymbol{D}$ are caused by the total and external charges, respectively:

$$
\begin{align*}
\mathrm{i} \boldsymbol{q} \cdot \boldsymbol{D}(\boldsymbol{q}, \omega) & =\rho_{\text {ext }}(\boldsymbol{q}, \omega)  \tag{2.16}\\
\mathrm{i} \boldsymbol{q} \cdot \boldsymbol{E}(\boldsymbol{q}, \omega) & =\rho_{\text {tot }}(\boldsymbol{q}, \omega) . \tag{2.17}
\end{align*}
$$

With the help of the relations given above, Eqn. 2.14 can be expressed as

$$
\begin{equation*}
\rho_{\text {int }}(\boldsymbol{q}, \omega)=\left(\frac{1}{\epsilon(\boldsymbol{q}, \omega)}-1\right) \rho_{\text {ext }}(\boldsymbol{q}, \omega) . \tag{2.18}
\end{equation*}
$$

This result shows that if $\epsilon(\boldsymbol{q}, \omega)$ is very large it can be assumed that $\rho_{\text {int }}(\boldsymbol{q}, \omega) \simeq-\rho_{\text {ext }}(\boldsymbol{q}, \omega)$. The screening of the perturbation charges by the induced charges in the electron gas is virtually complete. The other limiting case of vanishing $\epsilon(\boldsymbol{q}, \omega)$ corresponds to an intrinsic instability of the system, i.e., there is a redistribution of charges without an external driving force. According to Eqn. 2.18, arbitrarily small perturbation charges then suffice to provoke finite density fluctuations in the system of the conduction electrons. These collective excitations of the electronic system are associated with the quasi-particle called plasmon.

Another quantity of interest is the susceptibility

$$
\begin{equation*}
\chi(\boldsymbol{q}, \omega)=\frac{\rho_{\text {int }}(\boldsymbol{q}, \omega)}{v_{\text {ext }}(\boldsymbol{q}, \omega)}, \tag{2.19}
\end{equation*}
$$

where $v_{\text {ext }}(\boldsymbol{q}, \omega)$ stands for the external potential that is created by the external charge density according to the Poisson equation. It is possible to connect the susceptibility with the dielectric function according to

$$
\begin{equation*}
\frac{1}{\epsilon(\boldsymbol{q}, \omega)}=1+v_{q} \chi(\boldsymbol{q}, \omega), \tag{2.20}
\end{equation*}
$$

where $v_{q}=1 / q^{2}$ represents the Fourier transform of the Coulomb potential.
In order to learn more about the properties of the dielectric function $\epsilon(\boldsymbol{q}, \omega)$ as well as plamonic excitations, the following paragraph describes some properties of $\epsilon(\boldsymbol{q}, \omega)$ for a simple model of interacting electrons. Notice that this represents only an introduction to some ideas that will be of relevance in the subsequent discussion of the data. For further reading of extensive treatments comprehensive reviews are available (see, e.g., Ref. 17-19). Taking realistic particle interactions into account, an exact calculation of the susceptibility or equivalently of the dielectric function is no longer possible. Therefore the following discussion presents an approximation of the jellium model, i.e., the toy-model of electrons interacting with a homogeneous positive background, whose Hamiltonian is defined by:

$$
\begin{equation*}
\mathrm{H}=\sum_{k} \omega_{k} \mathrm{c}_{k}^{\dagger} \mathrm{c}_{k}+\sum_{k}^{k \neq 0} \frac{2 \pi e^{2}}{k^{2}}\left(\rho_{k}^{\dagger} \rho_{k}-\hat{\mathrm{N}}\right)=\sum_{i} \frac{p_{i}^{2}}{2 m}+\sum_{k}^{k \neq 0} \frac{2 \pi e^{2}}{k^{2}}\left(\rho_{k}^{\dagger} \rho_{k}-\hat{\mathrm{N}}\right), \tag{2.21}
\end{equation*}
$$

with the single particle energies $\omega_{k}$, the creation (annihilation) operators $c_{k}^{\dagger}\left(c_{k}\right)$, the density operator $\rho_{k}=\sum_{i} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{i}}\right)$ and the number operator $\hat{\mathrm{N}}$. With the help of the equation of motion introduced in Ref. 20

$$
\frac{\partial^{2} \rho_{k}}{\partial t^{2}}+\omega_{p}^{2} \rho_{k}=\sum_{i}\left(\frac{\boldsymbol{k} \cdot \boldsymbol{p}_{i}}{m}-\frac{k^{2}}{2 m}\right)^{2} \mathrm{e}^{-\mathrm{i} k r_{i}}+\frac{4 \pi \mathrm{e}^{2}}{m} \sum_{q \neq k} \frac{\boldsymbol{k} \cdot \boldsymbol{q}}{q^{2}} \rho_{q-k} \rho_{k}
$$

where $\omega_{p}$ is the plasma frequency

$$
\omega_{p}=\sqrt{\frac{4 \pi N \mathrm{e}^{2}}{m}}
$$

and the approximation that the electrons only respond to the total field, which is composed of the external field and the field induced by the external field, it is possible to describe collective excitations. This approach was first formulated by Bohn and Pines and is called random-phase approximation (RPA) [21, 22]. The Coloumb interaction results in a density oscillation with the well-known "plasma" frequency, with other words the electron gas will oscillate at a characteristic frequency $\omega_{p}$ like a harmonic oscillator. The quanta of this collective modes are called plasmon. For higher momenta the collective motion of the electron gas as a whole loses its meaning and the individual properties of single electrons become more important. In the RPA, the electrons respond to the applied external field and the averaged potential of the electron gas. Any fluctuations and short range inhomogeneities are ignored. Therefore, the RPA is valid in the weak coupling regime, i. e., this assumption requires high electron densities that homogenize all local fluctuations quickly by effective dielectric screening. The critical parameter is the Wigner-Seitz radius $r_{s}$, which describes the mean distance between two electrons in the system. It is defined as

$$
r_{s}=\frac{1}{a_{0}}\left(\frac{3}{4 \pi n}\right)^{1 / 3},
$$

where $a_{0}=0.529 \AA^{-1}$ is the Bohr radius and $n$ represents the particle density. In typical metallic systems the $r_{s}$-value lies in the range of $2<r_{s}<6$. Therefore, one may expect some influences of the electron-electron interactions on the electronic properties and one has to keep in mind that RPA cannot predict the quantitatively behavior of real metals, but it works well in special cases and allows to retrieve qualitative behavior.

Finally one can obtain the generalized susceptibility in the RPA. It reads

$$
\begin{equation*}
\chi(\boldsymbol{q}, \omega)=\frac{\chi^{0}(\boldsymbol{q}, \omega)}{1-v_{q} \chi(\boldsymbol{q}, \omega)}=: \chi_{R P A}(\boldsymbol{q}, \omega) \tag{2.22}
\end{equation*}
$$



Figure 2.4. | Left panel: Graphic illustration of the determination of the zeros of the Lindhard function. The horizontal dashed line indicates the position where $\chi^{0}(\boldsymbol{q}, \omega)=$ $v_{q}^{-1}$ corresponds to the possible electronic transitions. Right panel: The $(\boldsymbol{q}, \omega)$-plane and the relation between the plasmon mode (solid line) and the single particle continuum (hatched area). In the RPA the plasmon exists only up to a critical momentum $q_{c}$ where it enters the continuum and decays into particle-hole pairs. This figure is reproduced from Ref. 24.
with the susceptibility of the non-interacting system

$$
\begin{equation*}
\chi^{0}(\boldsymbol{q}, \omega)=\frac{2}{V} \sum_{k} \frac{n_{k}^{0}-n_{k+q}^{0}}{\omega+\omega_{k}^{0}-\omega_{k-q}^{0}+\mathrm{i} \delta^{\prime}}, \tag{2.23}
\end{equation*}
$$

where the $n_{k}^{0}$ refer to the occupation number of the free system and the damping $\delta$ is introduced for the sake of normalization. Together with Eq. 2.20 the dielectric function in the RPA is given by

$$
\begin{equation*}
\epsilon_{R P A}(\boldsymbol{q}, \omega)=1-v_{q} \chi^{0}(\boldsymbol{q}, \omega)=1-v_{q} \sum_{k} \frac{n_{k}^{0}-n_{k+q}^{0}}{\omega+\omega_{k}^{0}-\omega_{k-q}^{0}+\mathrm{i} \delta^{\prime}} . \tag{2.24}
\end{equation*}
$$

This expression is also called the Lindhard function [23]. From Eq. 2.18 and Eq. 22.20 it is evident that the zeros of the dielectric function are of particular interest, because they determine the proper frequencies of the system. From Eq. 22.24 one can obtain them by applying the condition

$$
f_{q}(\omega) \equiv v_{q} \chi^{0}(\boldsymbol{q}, \omega) \stackrel{!}{=} 1
$$

The function $f_{q}(\omega)$ exhibits a dense series of poles within the single particle continuum (cf. left panel of Fig. 2.4). In the thermodynamic limit, these are congruent with the singleparticle excitations, i.e., the formation of particle-hole pairs. There is, however, another
solution, which fulfills the required condition and is outside the continuum at higher energies and therefore corresponds to a collective excitation in the electron gas. This is the so-called plasma oscillation or plasmon.

A feature of special relevance for the later discussion is the momentum dependence of the plasma frequency, i.e., the plasmon dispersion which can be derived from the Lindhard function under some assumptions [19, 23]. Finally, the plasmon dispersion can be expanded into a Taylor series at $\boldsymbol{q}=0$ given by

$$
\begin{equation*}
\omega(\boldsymbol{q})=\omega_{p}+\alpha \boldsymbol{q}^{2}+\mathcal{O}\left(\boldsymbol{q}^{4}\right) ; \quad \alpha=\frac{3}{5} \frac{E_{F}}{\omega_{p}} . \tag{2.25}
\end{equation*}
$$

Qualitatively, the excitation spectrum as sketched in Fig. 2.4 (right panel) is found and concludes the results for the relation between the single-particle and collective modes in the RPA. There is a continuum of particle-hole excitations which scales quadratically with momentum. Moreover, a general behavior that can be deduced from Eq. 2.25 is a quadratic plasmon dispersion that starts at $q$ equal zero and will certainly run into the free particle decay at a finite critical wave vector $\boldsymbol{q}_{\boldsymbol{c}}$. Interestingly, there are numerous examples in the literature that this is also realized for real materials. We will however observe and discuss partly remarkable deviations from this theoretical prediction in the Ch .4 and Ch .5 .

As the dielectric function-and also the loss function-are so-called response functions they reveal several very useful properties. First, from the fact that the response of the system is causal, one obtains the Kramers-Kronig (KK) relations

$$
\begin{align*}
\operatorname{Re}\left(\frac{1}{\epsilon(\boldsymbol{q}, \omega)}\right)-1 & =\frac{1}{\pi} \mathcal{P} \int \frac{\mathrm{~d} \omega^{\prime}}{\omega^{\prime}-\omega}\left[\operatorname{Im}\left(\frac{1}{\epsilon\left(\boldsymbol{q}, \omega^{\prime}\right)}\right)\right]  \tag{2.26}\\
\operatorname{Im}\left(\frac{1}{\epsilon(\boldsymbol{q}, \omega)}\right) & =-\frac{1}{\pi} \mathcal{P} \int \frac{\mathrm{~d} \omega^{\prime}}{\omega^{\prime}-\omega}\left[1-\operatorname{Re}\left(\frac{1}{\epsilon\left(\boldsymbol{q}, \omega^{\prime}\right)}\right)\right], \tag{2.27}
\end{align*}
$$

which are an essential tool to deduce the complete dielectric function from the signal measured in the EELS experiment ( $\mathcal{P}$ denotes the Cauchy principal value or principal part of the integra|* ${ }^{*}$. With that it is possible to derive, in principle, all optical constants like, e. g., the optical conductivity, the refractive index etc. [25]. Besides the KK equations there exist more relations, so called sum rules, that are important for the evaluation of the data as well as for the calibration of the loss function and the consistency check of our KK analysis. One of these sum rules relates the loss function and the dielectric function to the density $N$, of all valence electrons:
*The principal part of an integral that has a divergence at $c$ within the integration range $a \rightarrow b$ is defined as:

$$
\mathcal{P} \int_{a}^{b} f(x) \mathrm{d} x=\lim _{\delta \rightarrow 0}\left(\int_{a}^{c-\delta} f(x) \mathrm{d} x+\int_{c+\delta}^{b} f(x) \mathrm{d} x\right)
$$

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \omega \omega \operatorname{Im}\left(-\frac{1}{\epsilon(\boldsymbol{q}, \omega)}\right)=\int_{0}^{\infty} \mathrm{d} d \omega \omega \epsilon_{2}=\omega_{p}^{2} \cdot \frac{\pi}{2} \propto N \tag{2.28}
\end{equation*}
$$

With that, the strengths of possible transitions are not independent from each other but are balanced in a way that enhancing the weight in a particular energy range of the spectrum by, e.g., the appearance of a phase transition will reduce the intensity in another energy window to keep the above given integral at a constant value. In practice, calculations as well as experiments are of course always restricted to a finite energy window and one may evaluate partial sum-rules according to

$$
\int_{\omega_{0}}^{\omega_{1}} \mathrm{~d} \omega \omega \operatorname{Im}\left(-\frac{1}{\epsilon(\boldsymbol{q}, \omega)}\right)=\omega_{p}^{2} \cdot \frac{\pi}{2}\left(N_{e f f} / N\right)
$$

that provide access to an effective number of charge carriers $N_{e f f}$ contributing to a particular type of excitation within a given energy range.

In conclusion, for metallic systems a further sum rule can be employed [12], which allows an additional check of our analysis:

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \omega \frac{\operatorname{Im}\left(-\frac{1}{\epsilon(q, \omega)}\right)}{\omega}=\frac{\pi}{2} \tag{2.29}
\end{equation*}
$$

At the end of this section we want to mention that the RPA is a quite good approach but real materials show a number of properties that may complicate a theoretical treatment significantly. In the following we will briefly introduce some of them, which are of relevance for the later discussion. First of all, as a mean-field theory, RPA does not take into account short-range exchange and correlations between electrons. The local correlation and exchange interactions can be represented by a local field correction function $G(\boldsymbol{q}, \omega)$. Within the concept of the a priori unknown $G(\boldsymbol{q}, \omega)$ the dielectric function is given by

$$
\epsilon(\boldsymbol{q}, \omega)=1-\frac{v_{q} \chi^{0}(\boldsymbol{q}, \omega)}{1+G(\boldsymbol{q}, \omega) v_{q} \chi^{0}(\boldsymbol{q}, \omega)}
$$

Up to now we have considered a homogenous electron gas. If one has to deal with inhomogeneous electron systems one has to take into account so-called crystal local-fields effects, which were first studied by Ehrenreich, Cohen [26], Adler [27], and Wiser [28]. In real crystals it is necessary to consider variation of the field on lattice distance, because of the interaction of electrons with the crystal lattice. That means that the polarization due to an external perturbation fluctuates on the atomic scale. The periodicity within a crystalline solid leads to the condition

$$
\epsilon\left(r, r^{\prime}, t\right)=\epsilon\left(r+R, r^{\prime}+R^{\prime}, t\right)
$$

for the dielectric function with $R$ being a lattice vector. As a consequence this leads to a more complex expression for the electric field (cf. Eq. 2.14 )

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{q}+\boldsymbol{G}, \omega)=\sum_{G^{\prime}} \epsilon_{G G^{\prime}}^{-1}(\boldsymbol{q}+\boldsymbol{G}, \omega) \cdot \boldsymbol{D}\left(\boldsymbol{q}+\boldsymbol{G}^{\prime}, \omega\right), \tag{2.30}
\end{equation*}
$$

with the notation

$$
\begin{equation*}
\epsilon_{G G^{\prime}}^{-1}(\boldsymbol{q}+\boldsymbol{G})=\epsilon^{-1}\left(\boldsymbol{q}+\boldsymbol{G}, \boldsymbol{q}+\boldsymbol{G}^{\prime}, \omega\right) \tag{2.31}
\end{equation*}
$$

In Eq. 2.30 and $2.31 q$ is a wavevector within the first Brillouin zone and $G$ and $G^{\prime}$ are reciprocal lattice vectors. An intriguing consequence of Eq. 2.30 is that an external plane wave perturbation $\boldsymbol{D}\left(\boldsymbol{q}+\boldsymbol{G}^{\prime}, \omega\right)$ (or the corresponding external charge density) will induce microscopic electric fields with the same frequency $\omega$ but different and not even necessarily parallel wavevectors. The field components with $G \neq G^{\prime}$ (off-diagonal components of the dielectric matrix $\epsilon_{G G^{\prime}}$ ) that mix the various Bragg reflexes are called crystal local field effects (LFE). For small values of momentum one averages over several unit cells which results in the macroscopic response given by

$$
\epsilon(\boldsymbol{q}, \omega)=\lim _{\boldsymbol{q} \rightarrow 0} \frac{1}{\epsilon_{G=0, G^{\prime}=0}^{-1}(\boldsymbol{q}, \omega)} .
$$

In contrast, for higher values of $\boldsymbol{q}$ one cannot, in general, neglect the influence of the lattice potential and one has to take the crystal local field effects into account.

### 2.3.1. The Drude-Lorentz-Model

To obtain an impression of the loss functions dependence on $\omega$, it is intuitive to consider the famous Drude-Lorentz-model which is-even though its simplicity-extremely helpful for an easy understanding of the physical processes behind optical properties and a rough understanding of the dielectric function.

It is assumed that all excitations of the electrons can be expressed by a sum of driven harmonic oscillators satisfying the equation of motion. For one oscillator this classical oscillator ansatz for the equation of motion in an external electric field $E(x, t)$ leads to

$$
\ddot{x}+\gamma \dot{x}+\omega_{0}^{2} x=-\frac{e}{m} E(x, t),
$$

where $x$ represents the position of the electron, $\gamma$ the damping factor, $\omega_{0}$ the eigenfrequency of the oscillator, $e$ the elementary charge and $m$ the electron mass. Assuming $E(x, t)=$ $E_{0}(x) \mathrm{e}^{-\mathrm{i} \omega t}$ for the external field, the solution of the differential equation is then given by

$$
x=-\frac{e}{m} \frac{E_{0}(x)}{\omega_{0}^{2}-\omega^{2}-\mathrm{i} \gamma \omega} .
$$

Using the definition of the macroscopic polarization $P=-N e x$ (where $N$ is the particle density) combined with some electrostatics leads to the result for the dielectric function $\epsilon(\omega)$

$$
\epsilon(\omega)=1+\frac{\omega_{p}^{2}}{\omega_{0}^{2}-\omega^{2}-\mathrm{i} \gamma \omega}
$$

with the plasma frequency $\omega_{p}$ defined by

$$
\omega_{p}=\sqrt{\frac{N e^{2}}{\epsilon_{0} m}}
$$

Extending this to more than one oscillator, like one would expect in a real material, we arrive at

$$
\epsilon(\omega)=1+\sum_{i} \frac{f_{i} \omega_{p}^{2}}{\omega_{i_{0}}^{2}-\omega^{2}-\mathrm{i} \gamma_{i} \omega}
$$

Here the $f_{i}$ are the oscillator strengths that measure the transition probability in the dipole regime. As can be seen $\epsilon(\omega) \in \mathbb{C}$ and therefore it is possible to write

$$
\epsilon(\omega)=\epsilon_{1}(\omega)+\mathrm{i} \epsilon_{2}(\omega)
$$

with

$$
\begin{aligned}
& \epsilon_{1}(\omega)=1+\omega_{p}^{2} \sum_{i} \frac{f_{i}\left(\omega_{i_{0}}^{2}-\omega^{2}\right)}{\left(\omega_{i_{0}}^{2}-\omega^{2}\right)^{2}+\gamma_{i}^{2} \omega^{2}} \\
& \epsilon_{2}(\omega)=\omega_{p}^{2} \sum_{i} \frac{f_{i} \gamma_{i} \omega}{\left(\omega_{i_{0}}^{2}-\omega^{2}\right)^{2}+\gamma_{i}^{2} \omega^{2}}
\end{aligned}
$$

Finally, the loss function-the quantity measured in the EELS experiment-can be calculated

$$
\begin{equation*}
\operatorname{Im}\left(-\frac{1}{\epsilon(\omega)}\right)=\frac{\epsilon_{2}(\omega)}{\epsilon_{1}^{2}(\omega)+\epsilon_{2}^{2}(\omega)} \tag{2.32}
\end{equation*}
$$



Figure 2.5. |The loss function $\operatorname{Im}(-1 / \epsilon(\omega))$ (black line), $\epsilon_{1}$ (red line) and $\epsilon_{2}$ (blue line) of solids using the Drude-Lorentz-model. (a) Free-electron metal, (b) Insulator, (c) Semiconductor with a strong interband transition across the fundamental gap, (d) Semiconductor with transitions related to defect states in the gap.

In order to illustrate typical dielectric properties of solids, Fig. 2.5 shows a summary of the qualitative behavior of the three quantities $\epsilon_{1}(\omega), \epsilon_{2}(\omega)$ and $\operatorname{Im}(-1 / \epsilon(\omega))$ calculated for various combinations of oscillators. The used parameters are listed in Tab. 2.1.

In the special case of a metallic system the electrons are assumed to be free, i. e., $\omega_{0} \equiv 0$ which reduces the above equations for the real and imaginary part of the dielectric function to

$$
\begin{aligned}
& \epsilon_{1}(\omega)=1-\omega_{p}^{2} \sum_{i} \frac{f_{i}}{\omega^{2}+\gamma_{i}^{2}} \\
& \epsilon_{2}(\omega)=\omega_{p}^{2} \sum_{i} \frac{f_{i} \gamma_{i}}{\omega\left(\omega^{2}+\gamma_{i}^{2}\right)}
\end{aligned}
$$

Table 2.1. | Parameters (in eV) for the Drude-Lorentz dielectric functions shown in Fig. 2.5

|  | Drude |  |  | Lorentz |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\omega_{0}$ | $\gamma$ | $\omega_{p}$ | $\omega_{1_{0}}$ | $\gamma_{1}$ | $f_{1}$ | $\omega_{2_{0}}$ | $\gamma_{2}$ | $f_{2}$ | $\omega_{3}$ | $\gamma_{2}$ | $f_{3}$ |
| (a) | 0 | 0.5 | 6 | - | - | - | - | - | - | - | - | - |
| (b) | - | - | - | 3 | 0.5 | 6 | - | - | - | - | - | - |
| (c) | - | - | - | 3 | 0.5 | 6 | 2 | 0.1 | 4 | - | - | - |
| (d) | - | - | - | 3 | 0.5 | 6 | 2 | 0.1 | 4 | 1.5 | 0.1 | 3 |

and leads to dielectric functions shown in Fig. 2.5 (a). Here the damping $\gamma$ is given by the scattering of charges by phonons or impurities. Close to the zero-crossing of $\epsilon_{1}$ the loss function has a strong maximum due to collective excitations of the electrons, i.e., the plasmon.

In Fig. 2.5 (b), the dielectric function of a typical insulator is simulated by an oscillator having an energy equal to the gap energy $\omega_{g}=3 \mathrm{eV}$. Then the plasmon energy is defined by

$$
\omega_{p}=\sqrt{\omega_{g}^{2}+\frac{N e^{2}}{\epsilon_{0} m}}
$$

The most important feature for a nonmetallic system is that the peak in the loss function does not necessarily correspond to the value of the true transition at $\omega=\omega_{0}$. The exact position of the loss function peak can be evaluated according to

$$
\frac{\partial}{\partial \omega} \operatorname{Im}\left(-\frac{1}{\epsilon(\omega)}\right) \stackrel{!}{=} 0 \quad \stackrel{\gamma \rightarrow 0}{\Longleftrightarrow} \omega=\sqrt{\omega_{0}^{2}+\omega_{p}^{2}}
$$

which in this case (vanishing damping) corresponds exactly to the second zero of $\epsilon_{1}(\omega)$.
Finally, Fig. 2.5 (c) shows the simulation of the dielectric function of a typical semiconductor such as $\pi$ conjugated hydrocarbons investigated in this thesis. The two used oscillators correspond on the one hand to excitations of weakly bonded $\pi$ electrons and on the other hand to excitations of more strongly bonded $\sigma$ electrons. The interband plasmon due to the $\pi$ electrons appears, as discussed above, at higher energy than that of the $\pi$ oscillator. Furthermore, momentum-dependent measurements of such interband plasmons provide useful informations about the dispersion of bands. That means that if the valence as well as the conduction band are flat, the energy of the transition is not changed upon changing the momentum transfer. Therefore, the plasmon shows zero dispersion in momentum transfer. The situation is different if both bands are curved and hence a non-zero dispersion (positive or negative) must appear. Low doping of such systems leads to additional transitions into unoccupied levels created in the gap. Its influence on the dielectric functions is shown in Fig. 2.5 (d).

### 2.4. Experimental Details

In conclusion, the complexity of the loss function can also be seen by the fact that $\operatorname{Im}(-1 / \epsilon(q, \omega))$ is not only a superposition of two oscillators like in $\epsilon_{2}$, i. e., two neighboring transitions are decoupled in $\epsilon_{2}$ but they do interfere with each other in $\operatorname{Im}(-1 / \epsilon(q, \omega))$ in a way that depends on the values of the parameters in the Drude-Lorentz-model.

### 2.4. Experimental Details

### 2.4.1. The Spectrometer



Figure 2.6. |Schematic drawing of the electron energy-loss spectrometer. (1-Source, 2 Monochromator, 3 - Zoom lenses, 4 - Accelerator, 5 - Sample holder with cryostate, 6 Deflection plates, 7 - Decelerator, 8 - Zoom lenses, 9 - Analyser, 10 - Multiplier, 11 Preperation chamber, 12 - Sample magazine and Fast entry)

In Fig. 2.6 we show the main parts of the transmission electron energy-loss spectrometer. The electron source consists of a tungsten cathode followed by a lens system that focuses the electron beam on the entrance of the monochromator. Afterwards, the electron beam is guided by so called zoom lenses to the accelerator that increases the energy of the electrons to a value of $E_{0}=172 \mathrm{keV}$. After passing through the sample, momentum selection of the scattered particles is achieved by two pairs of deflection plates, arranged horizontally and vertically, forcing the scattered electrons back on the optical axis. After being decelerated, the electrons reach the analyzer and finally the detector, where a photo multiplier produces the signal transferred to the computer.

For an optimal investigation of the distinct types of electronic excitations-valence- as well as core-level excitations-different beam characteristics are possible. The settings required for a certain beam are stored in files containing all necessary adjustments for


Figure 2.7. The energy- and momentum resolution curves for the pure electron beam (without sample). The data (black circles - beam A used for investigation of valence band excitations; blue diamonds - beam B used for investigations of core-level excitations) fitted to Gaussians (red solid line). The obtained FWHM values are $\Delta E_{\text {beam }} \approx$ 85 meV and accordingly $\Delta E_{\text {beam }}$ в $\approx 200 \mathrm{meV}$ as well as $\Delta q \approx 0.03 \AA^{-1}$ (notice that the momentum resolution for both beams is equal).
the power supplies, deflection plates and so on. Nevertheless, each beam is tuned by a automatic procedure before a new sample is loaded for best possible performance. The characteristic data (energy and momentum resolution) for the two electron beams used throughout this thesis are plotted in Fig.2.7. They are fitted with Gaussians according to

$$
\begin{aligned}
& I(q) \propto \frac{1}{\sigma_{q}} \cdot \exp \left[-\left(\frac{q}{\sigma_{q}}\right)^{2}\right] \\
& I(E) \propto \frac{1}{\sigma_{E}} \cdot \exp \left[-\left(\frac{E}{\sigma_{E}}\right)^{2}\right]
\end{aligned}
$$

with the widths $\sigma_{q}$ and $\sigma_{E}$. The energy and momentum resolution were chosen to be 85 meV and $0.03 \AA^{-1}$ for valence band excitation and 200 meV and $0.03 \AA^{-1}$ for core-level excitations, respectively (cf. Fig. 2.7).

### 2.4.2. Sample Preparation

One of the major problems in the application of EELS to solid-state physics and material science is the preparation of the samples. From Fig. 2.6 it is obvious that the experiments are performed in a transmission geometry. Therefore samples with a thickness of only about 100 nm are needed and built up the main criterion whether or not a system can be investigated by EELS. There exist several possibilities to obtain the required thickness of the films depending on the microscopic structure of the actual compound. On the one


Figure 2.8. |The pentacene (left) as well as tetracene (right) crystals as obtained by sublimation from the gas phase.
hand thin films of single crystals can be prepared either by cutting thin slices from a macroscopic single crystal with the help of an ultramicrotome-a special device allowing precise cuts with the help of a diamond knife-or cleaving repeatedly with the help of adhesive tape, which is dissolved in organic solvents afterwards.

Previous to the thin film preparation single crystals of very good quality have to be grown by sublimation from the gas phase. In detail, the pentacene crystals used throughout this thesis were synthesized by Helmuth Berger from the EPFL in Lausanne via a directional sublimation of two or three times purified pentacene. The crystal growth was carried out at temperatures between $220^{\circ} \mathrm{C}$ and $280^{\circ} \mathrm{C}$ in closed, evacuated pyrex ampoules and a horizontal two-zone furnace was used. The growth procedure lasted about four to six weeks. The typical dimensions of the crystals are (4...10) $\mathrm{mm} \times(1 \ldots 3) \mathrm{mm} x$ ( $0.05 \ldots . .0 .25$ ) mm . In case of tetracene, single crystals were synthesized via physical transport in an inert gas stream (argon and hydrogen mixture) in the IFW Dresden, whereas the sublimation occurred at about $300^{\circ} \mathrm{C}$ in the hot zone of the furnace and the tetracene single crystals were grown at a temperature of about $150-200^{\circ} \mathrm{C}$. To obtain well defined and large crystals (dimension of $10 \mathrm{~mm} \times 7 \mathrm{~mm} \times 0.1 \mathrm{~mm}$ ) the crystal growth lasted between one and six hours. An impression of their optical appearance is provided by Fig. 2.8 . The chrysene and picene single crystals were prepared via physical vapor growth in a vertical geometry. Chrysene as well as picene were sublimed from a glass surface and the crystal growth occurred on a Al foil on top. The growth lasted 12 hours and resulted in very thin, singly-crystalline platelets with typical dimensions of about $0.5 \mathrm{~mm} \times 0.5 \mathrm{~mm} \times 100 \mathrm{~nm}$.

For the present work also large thin films of organic compounds have been produced by thermal evaporation under high vacuum onto single crystalline substrates (e.g. KBr ) kept at room temperature in a separate vacuum chamber as one can see in Fig.2.9. In detail, the whole evaporation system consists of two main parts: the prechamber and the evaporation chamber. Via a fast entry and the prechamber one has the possibility to transfer the KBr substrate (with a dimension of $5 \mathrm{~mm} \times 20 \mathrm{~mm} \times 30 \mathrm{~mm}$ ) into or out of the vacuum system without destroying the pressure in the main evaporation chamber. The


Figure 2.9. |UHV chamber which was used for the thermal evaporation of the organic thin films. In detail: 1 - Prechamber, 2 - Evaporation chamber, 3 - Fast entry for the transfer of the KBr -crystal into/out of the vacuum system, 4 - Valve between upper and lower chamber, 5 - Quartz crystal microbalance for an in situ measurement of the film thickness, 6 - Oven used for thermal evaporation.
different organic powders $\Psi^{\oplus}$ were filled into a small tube made of ceramic and installed in an oven, which one can find at the bottom of the evaporation chamber. Finally, the oven is heated up slowly until the sublimation temperature of the organic powder is reached and the evaporation starts. During the vacuum deposition the film thickness can be monitored in situ via a quartz crystal microbalance, which is fixed directly on top of the oven. With that technique we are able to influence the crystal growth and thus the crystal orientations by controlling the deposition rate, evaporation temperature and film thickness.


Figure 2.10. $\mid$ Simplified view of the preparation process of the thin films for the investigation using the EELS spectrometer. The evaporated potassium bromide ( KBr ) crystal is floated off in destilled water until the organic thin film is replaced from the substrate. Afterwards, small pieces of the film can be mounted onto standard TEM grids and transferred into the spectrometer.
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Figure 2.11. | (a) A typical snapshot of a thin film placed on a standard TEM grid (diameter of $\approx 5 \mathrm{~mm}$ ) intended for usage in the EELS spectrometer. The image shows a 1,2;8,9-dibenzopentacene sample prepared by thermal evaporation under high vacuum onto a single-crystalline KBr substrate followed by removing it from the substrate in destilled water. (b) Comparison between a one Cent coin, a used TEM grid and the whole sample holder to get a better idea of the dimension of the samples under investigation.

Subsequent to the evaporation the films have to be separated from the KBr substrate. For that purpose the films are floated off in destilled water until the organic thin film is detached from the substrate and floats at the surface of the water due to the surface tension (cf. Fig. 2.10). Afterwards, small pieces of the film are mounted onto standard electron microscopy grids (see Fig. 2.11 (a)), incorporated into an EELS sample holder (see Fig. 2.11 (b)), and transferred into the spectrometer.


Figure 2.12. | Left panel: Schematic drawing of a sample holder and the in situ doping with alkali metals evaporated from commercial getter sources. Right panel: Snapshot of the construction how it looks like in reality. At the bottom of the picture one can see the holder for the getter sources (notice that the fifth getter is in an operating state). Furthermore, one can identify the transfer rod with a sample holder on top as well as the oven in the upper part of the picture.

In addition, we are able to intercalate the samples with alkali metals (e.g., potassium) in the preparation chamber of the EELS spectrometer. In detail, the sample is moved to the preparation chamber (base pressure lower than $10^{-10} \mathrm{mbar}$ ) and exposed directly over alkali metal getter source ${ }^{7}$ (distance between getter source and sample is about 30 mm ). The getters were heated up due to their resistivity by applying a specific current, where the alkali metal was released and started to evaporate (cf. Fig. 2.12). The doping level can be influenced by changing the exposure time as well as the current through the potassium getters. Furthermore, we can heat the sample both during the intercalation process and afterwards up to several hundred degrees centigrade to control the diffusion of the alkali metal into/within the sample to achieve homogeneously doped films as well as to evaporate alkali metal atoms from the sample which are accumulated on the surface.
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# Polycyclic Aromatic Hydrocarbon Systems And Their Properties 

### 3.1. Introduction

ALl compounds investigated in the present thesis belong to the huge family of molecular crystals-in particular to the class of aromatic hydrocarbons-which only consist of fused aromatic rings and do not contain heteroatoms or carry substituents [29]. In recent years the investigation of the physical properties of organic solids has attained greatly increased importance. The wide variety of these compounds, the advantages of the relatively low cost and the possibility to modify them using the methods of synthetic organic chemistry in a practically unlimited fashion have aroused high expectations for the development of new materials. In particular their potential application in organic electronic devices has motivated many investigations in the past. These have been exploited in organic field effect transistors in view of fundamental as well as applied aspects [30-35]. Moreover, organic semiconductors are also of interest for manufacturing of organic photovoltaic cells [36-38], organic light emitting diodes [39-41] or organic spintronics [42-44].

However, within this class of materials, almost every ground state can be realized at will, spanning from insulators to semiconductors, metals, superconductors or magnets. Due to their relatively open crystal structure their electronic properties can be easily tuned by the addition of electron acceptors and donors. In some cases, this results in intriguing and unexpected physical properties. A prominent example for the latter is the formation of metallic, superconducting or insulating phases in the alkali metal doped fullerides depending on their stoichiometry $[5,10,45,46]$. More recently, further interesting phenomena were observed in alkali metal doped molecular materials such as the observation of an insulator-metal-insulator transition in alkali doped phthalocyanines [47], a transition from a Luttinger to a Fermi liquid in potassium doped carbon nanotubes [48], the formation of a Mott state in potassium intercalated pentacene [49], or a potassium induced phase
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Figure 3.1. | Left panel: Spatial distribution of the $\sigma$-type molecular orbitals formed with two $s p^{2}$-hybrid atomic orbitals as well as the $\pi$-type orbitals formed from the $p_{z}$ atomic orbital. Right panel: Schematic energy diagram for the formation of a double bond between two carbon atoms. Both atomic orbitals, the $s p^{2}$ as well as the $p_{z}$, are occupied by one electron. The splitting into bonding and antibonding orbitals depends on the strength of the overlap of the atomic orbitals.
transition in iron phthalocyanine thin films [50]. Also theoretical considerations lead to fascinating predictions such as the formation of strongly correlated metals in the family of electron doped phthalocyanines [51].
Current interest focuses in particular on solids composed of organic molecules which contain conjugated systems of $\pi$ electrons. The electron configuration of a free carbon atom in its ground state is $1 s^{2} 2 s^{2} 2 p^{2}$. An unusual property of the carbon atom is that, among other configurations, a so-called double bond between two carbon atoms can be formed due to a $s p^{2}$-hybridisation, which describes the deformation of the atomic orbitals by the interaction between the atoms of a molecule. The result are three degenerate orbitals out of one $s$ and two $p$ orbitals, which are coplanar and oriented at $120^{\circ}$ relative to one another. Chemical bonds formed by formation of an orbital overlap of two $s p^{2}$-orbitals are called $\sigma$ bonds and are localised between the bonding C atoms (see Fig. 3.1 left panel). The energy difference between the occupied binding orbitals ( $\sigma$ ) and the unoccupied anti-binding orbitals $\left(\sigma^{*}\right)$ is quite large and well beyond the visible spectral range. The fourth orbital, $p_{z}$, remains unchanged and is directed perpendicular to the plane of the $s p^{2}$ orbitals, and thus to the plane of the $C$ atoms. The overlap of neighbouring $p_{z}$ orbitals leads to an additional bond, the so called $\pi$ bond, and as a consequence to a delocalised density of electrons above and below the plane of the molecule. Because of the smaller overlap of the $p_{z}$ orbitals compared to the $s p^{2}$ orbitals the energy splitting between bonding $(\pi)$ and antibonding $\left(\pi^{*}\right)$ is much weaker and leads to semiconducting properties (cf. Fig.3.1).

If carbon atoms form larger molecules, typically with benzene rings as the basic unit, the $\pi$-bonds become delocalized and form a $\pi$-system which often has the extensions of the molecule. In case of a single benzene ring (see Fig. 3.2), which can be seen as the building block of all compounds investigated in this thesis, there are one valence electron per C atom left over in the $p_{z}$ orbital, altogether six electrons that are not involved in the $s p^{2}$ hybridisation. The total electronic wave function for these $p_{z}$ electrons can be described

### 3.2. Features Of Aromatic Hydrocarbon Molecules



Figure 3.2. The benzene molecule $\mathrm{C}_{6} \mathrm{H}_{6}$. (a) $\sigma$-type molecular orbitals formed with $s p^{2}$ hybrid atomic orbitals from the carbon atoms, (b) $\pi$-type orbitals and (c) delocalized $\pi$-system resulting from two indistinguishable $\pi$-orbital configurations.
as a linear combination of the $p_{z}$ orbitals of the six C atoms. This linear combination spreads the wave function over all C atoms in the benzene hexagon. Thus, there are not enough electrons to form double bonds on all the carbon atoms, but the "extra" electrons strengthen all bonds on the ring equally and contribute to the stability of the planar structure. The resulting molecular orbital has $\pi$ character. The gap between occupied and empty states in these $\pi$-systems becomes smaller with increasing delocalization, leading to absorption and fluorescence in or near the visible spectral range ${ }^{\beta}$

### 3.2. Features Of Aromatic Hydrocarbon Molecules

All compounds which are under investigation in this thesis are hydrocarbon molecules with structures that include fused benzene rings, which are also responsible for the electronic properties. The arrangement of the benzene rings represents the main and obvious difference especially in the two main classes of aromatic hydrocarbon molecules (cf. Tab.3.1). In one-dimensional extended linear hydrocarbons, [ $n$ ]acene (such as tetracene and pentacene) consists of a linear fusion of $n$ benzene rings, while $[n]$ phenacene (such as chrysene and picene) are built up of benzene rings in a zigzag or armchair manner. [ $n$ ]phenacene molecules have a lower reactivity than [ $n$ ]acene and show high stability even
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E_{n}=\frac{n^{2} h^{2}}{2 m_{e} I^{2}} \quad n=1,2,3, \ldots
$$

Transition between the energy level $n=1$ and $n=2$ have the energy

$$
h v=\Delta=\frac{h^{2}(2 n+1)}{2 m_{e} I^{2}} .
$$

With the typical C-C distance in benzene of about 140 pm this crude model results in absorption bands around $\lambda=200 \mathrm{~nm}$ for a excitation of the $\pi$ electrons of benzene, which agrees fairly well with the observed absorption wavelength [52].

Table 3.1. The first representatives of the class of [ $n$ ]acene (consists of a linear fusion of $n$ benzene rings) and [ $n$ ]phenacene (consists of a zigzag fusion of $n$ benzene rings) and their structural as well as chemical formula ( $n$ indicates the number of benzene rings and the rule for the chemical formula is $\mathrm{C}_{4 n+2} \mathrm{H}_{2 n+4}$ ).

| $n$ | Acene |  | Phenacene | Formula |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Benzene |  |  | $\mathrm{C}_{6} \mathrm{H}_{6}$ |  |
| 2 | Naphthalene |  |  | $\mathrm{C}_{10} \mathrm{H}_{8}$ |  |
| 3 | Anthracene |  |  |  |  |
| 4 | Tetracene | Phenanthrene |  |  | $\mathrm{C}_{14} \mathrm{H}_{10}$ |
| 5 | Pentacene | Chrysene |  | $\mathrm{C}_{18} \mathrm{H}_{12}$ |  |

against $\mathrm{O}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$. This argument can be supported on the one hand experimentally by the synthesis of longer molecules in case of the phenacenes ([11]phenacene has been synthesized [53], while [9]acene has been the largest acene obtained up to date [54]) and on the other hand by theoretical elaborations [55].

Phenacenes such as picene have attracted less attention than acenes, such as pentacene, for the use in organic electronic devices, because only a few efficient synthetic methods are currently available for [ $n$ ]phenacenes, which also results in a much higher price for such materials. Another very important fact, which one has to have in mind during the work with the phenacene systems is that a huge number of them are suspected to be carcinogenic, teratogenic and mutagenic [56, 57].

Before discussing the crystal structure in detail, the question arises how a large number of those hydrocarbon molecules assembles to form a solid. From a quantum-mechanical point of view this is of course due to the interaction of the above mentioned $\pi$-electron system which can be understood at a rather phenomenological level by the Lennard-Jonespotential [58, 59]

$$
V(r)=\frac{a}{r^{12}}-\frac{b}{r^{6}}
$$

where $r$ indicates the distance between two neighboring constituents. The constants $a$ and $b$ depend on the kind of interacting atoms and are closely related to the range of interaction. Therein the attractive $1 / r^{6}$ part arises from induced dipole-dipole interactions between the molecules situated at different lattice sites and the repulsive $1 / r^{12}$ contribution, coming from the inner electrons and the atomic nuclei, boils down to Pauli's exclusion principle, hindering the molecules from getting too close to each other. This effect becomes important only at very small distances and increases very rapidly with further decreasing distance. The superposition of the repulsion and the attraction yields the equilibrium distance $r_{0}$ between the molecules, as one can see in Fig.3.3. The reason for this type of bond formation is the closed shell structure of the molecular units in molecular solids. In


Figure 3.3. |The repulsive potential combined with the van der Waals attraction gives the overall, resulting potential (Lennard-Jones potential). The interaction energy has its minimum at the equilibrium distance $r_{0}$.
general the dipole-dipole mediated interactions are weaker than the covalent bonds in a 'normal' solid and therefore the electronic properties of a molecular solid are often very similar to those of the individual molecular building blocks.

As an alternative to the Lennard-Jones-potential, one can also carry out calculations using an exponential repulsive potential which leads to the so called Buckingham potential [60] given by

$$
V(r)=C \cdot \mathrm{e}^{-\alpha r}-\frac{b}{r^{6}}
$$

### 3.2.1. Crystal Structure Of Nonpolar Molecules

In a crystal of nonpolar molecules with relatively weak dispersive forces and strong short-range repulsion, one can assume that the molecules within the crystal will attempt to pack in a manner where they reach the densest possible packing with the least possible repulsion. The arrangement of the molecules will be determined by atom-atom potentials. Therefore, the lattice energy is minimized when the number of van der Waals atom-atom contacts is as large as possible. A useful parameter for judging the efficiency of a molecule for using space in a solid state arrangement is the packing coefficient $K$ introduced by Kitaigorodskii [75]. The values of $K$ for aromatic hydrocarbons lie between 0.68 (benzene) and 0.80 (perylene) [76] (For a comparison: the packing coefficient of ice, which is bound through dipolar forces and hydrogene bonding, is about 0.38 [77]).
Planar hydrocarbon molecules crystallize in a layered structure in which the molecular packing in each layer is affected by two important intermolecular interactions: $\mathrm{C}-\mathrm{H}$ interactions between adjacent molecules, and the $\mathrm{C}-\mathrm{C}$ interactions between molecules in neigboring layers. There are different packing forms possible, whereby the simplest one is
 Кпиеги！！


| ［七L＇ $2 /$ ］ | ［69］ | － | ［89］ | ［L9］ | ［99］ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 乙 | 乙 | － | $乙$ | 乙 | Ø | Z |
| 989 | ELS | － | 0IL | S0L | GLIL | ${ }_{\varepsilon} V_{0} / \Lambda$ |
| 89＇78 | $64^{\circ} 98$ | － | $0 \cdot 06$ | $0 \cdot 06$ | $0 \cdot 06$ | －／し |
| 89 $9^{\circ} \mathrm{C8}$ | てI「てく | － | 8．0LI | G．06 | で9LI | －／$/ 8$ |
| $\angle 6^{\circ} 94$ | EL＇LL | － | 006 | 006 | $0 \cdot 06$ | －10 |
| 0عc．${ }^{\text {I }}$ | 0L0 ${ }^{\circ} \mathrm{L}$ | － | 670．01 | SLC．EL | と0でGZ | V／0 |
| SLLL | $\angle E 8^{\circ} \angle$ | － | 069T | モGI．9 | 96İ9 | $\forall / q$ |
| 997＊9 | 990．9 | － | 760．9L | 087＊ | 988＊8 | $\mathrm{V} / 0$ |
| Id | Ld | － | $p /{ }^{\mathrm{I}} \mathrm{Cd}$ | ${ }^{\text {Ľ }}$ Z | J/ZI | dnosя әэeds |
| บ！u！̣p！̣ | บ！̣u！p！̣ | － | د！̣u！̣pouou | د！̣u！̣pouou | د！̣u！̣jouour |  |
| ${ }^{\text {¹ }} \mathrm{H}^{\text {z2 }}$ | ${ }^{21} \mathrm{H}^{85}$ | ${ }^{81} \mathrm{H}^{0 \varepsilon}$ ว | ${ }^{85} \mathrm{H}^{\text {®2 }}$ | ${ }^{\text {¹ }} \mathrm{H}^{\text {z2J }}$ | ${ }^{21} \mathrm{H}^{85}$ |  |
| әиәэセұиәд | әиәЈъщәц |  |  | әนəว！̣」 |  <br> әиәऽКхчว |  |





Figure 3.4. |The so-called herringbone structure using the example of picene (left panel). All aromatic hydrocarbons investigated in this thesis crystallize in this typical arrangement of the single molecules. In the right panel the crystal structure ( $\gamma$-structure) of solid coronene is shown, where the herringbone arrangement is flattened.
the herringbone type, in which the $\mathrm{C}-\mathrm{H}$ interactions between nearest-neighbor molecules dominate to produce a non-parallel arrangement [78]. All acenes as well as phenacenes belong to this group (see left panel of Fig. 3.4). When the $\mathrm{C}-\mathrm{C}$ or $\pi-\pi$ interaction between out-of-plane p orbitals of neighboring molecules increases, the herringbone arrangement is flattened and the distance between the molecules in the non-parallel form increases. This is the so-called $\gamma$-structure, which is realised in solid coronene (cf. 3.4 right panel). Furthermore, there are two other packing forms described in literature. A further increase in the $\mathrm{C}-\mathrm{C}$ interaction produces the $\beta$-structure (layer like structure) and finally a structure in which units of two molecules form a herringbone arrangement called the "sandwiched" herringbone structure like in pyrene [78, 79].

An overview about the crystallographic data of all investigated hydrocarbons is given in Tab. 3.2. Except for chrysene, the essential ingredient of the structures is a monoclinic (in case of picene and coronene) or triclinic (in case of tetracene and pentacene) lattice containing two non-equivalent molecules per unit cell which refers to the impossibility to reproduce molecule 2 from molecule 1 just by translations along the fundamental lattice vectors. This behavior is quite common not only for hydrocarbons [80-82] but also for other organic solids such as PTCDA [83].

In addition, the tendency to form different polymorphs, i.e., the ability of a solid material to exist in more than one form or crystal structure, is often observed in molecular solids. Depending on different process parameters such as temperature, pressure, and sample preparation, the molecular packing produces slight modifications in the crystal structure. For instance, in case of pentacene the existence of a large polymorph variety is reported several times in literature [73, 74, 84-88].

In case of investigations of single crystals or partially oriented evaporated samples one has to keep in mind, that within the EELS experiment all measurements were done in the momentum space. This fact is essential, especially by comparing EELS measurements with
other optical measurements. Employing the crystallographic data shown in Tab. 3.2 it is possible to calculate the reciprocal lattice, using the well known formulae [89]

$$
\begin{aligned}
\boldsymbol{a}^{*} & =2 \pi \frac{\boldsymbol{b} \times \boldsymbol{c}}{\boldsymbol{a} \cdot(\boldsymbol{b} \times \boldsymbol{c})} \\
\boldsymbol{b}^{*} & =2 \pi \frac{\boldsymbol{c} \times \boldsymbol{a}}{\boldsymbol{a} \cdot(\boldsymbol{b} \times \boldsymbol{c})} \\
c^{*} & =2 \pi \frac{\boldsymbol{a} \times \boldsymbol{b}}{\boldsymbol{a} \cdot(\boldsymbol{b} \times \boldsymbol{c})}, \quad \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c} \in \mathbb{R}
\end{aligned}
$$

whereby $\boldsymbol{a} \cdot(\boldsymbol{b} \times \boldsymbol{c})$ is the volume of the unit cell.

### 3.2.2. Electronic Properties: Optical Absorption And Excitons

All semiconductors are characterised by a so-called band gap, whose definition, as the energy required for creating an electronic transition, is not unique in a semiconductor. Conventionally two cases are distinguished often termed transport gap and optical gap (see Fig. 3.5 left panel) where the former one describes the energy ( $E_{G a p}$ ) required to create unbound electron hole pairs and therefore enables electrical conductivity by transferring an electron from the valence band to the conduction band. Furthermore, it is possible to creat bound electron hole pairs, i.e., excitons, which are attracted to each other by the electrostatic Coulomb force and are responsible for the absorption in the energy range $E_{O p t} \leq E \leq E_{\text {Gap }}$ [90]. In general one can conclude that the lowest electronic excitations in organic molecular solids usually are excitons due the weak Van der Waals interaction between the molecules, which is responsible for the molecular arrangement in the crystal [91, 92].
Figure 3.5 (right panel) shows the comparison of the onset energy of the first absorption band ( p -band), which originates from the energy difference between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), between [ $n$ ]acenes and [ $n$ ]phenacenes as a function of the number of benzene rings. On the one hand one can clearly identify a remarkably shift to longer wavelengths (lower energies) when the number of benzene rings increases for acenes [94,95]. This implies that linearly annulated molecules with more benzene rings have smaller HOMO-LUMO gaps. In contrast, the first absorption band of [ $n$ ]phenacenes changes only slowly with increasing the number of rings, and the HOMO-LUMO gap is located in the UV region. The remaining question-what is the origin of the differences between the two series of compounds-can be answered based on theoretical calculations [93] as well as geometrical considerations. Less delocalization in zig-zag structures in the direction parallel to the long axis leads to a more stable compound compared to the linearly annelated systems and therefore supports the stability of phenacene molecules as mentioned above [96, 97]. In case of the acenes the linear molecular structure allows a delocalization of the HOMO and LUMO over the entire molecule which leads to the different excitation offsets. Furthermore, according to Clar's sextet rule also the degree of aromaticity is most important for the characterization of the


Figure 3.5. | Left panel: Schematic view of a semiconductor band-structure. The transport gap $E_{G a p}$ corresponds to the energy required for a transition between valence band and conduction band whereas the optical gap $E_{O p t}$ is needed for creating an exciton. The short lines indicate the exciton ground state (solid) and higher excitonic levels (dashed) and $E_{B}$ is the binding energy of the exciton. Right panel: Onset energy in optical absorption of phenacenes and acenes depending on the length of the chain. This figure is reproduced from Ref. 93.
properties [98]. Clar proposed that the chemical reactivities and other properties could be understood best in terms of localization of the aromatic sextets present in the molecule [99]. For a more detailed discussion and additional explanations about aromaticity and Clar's sextet rule see Appendix B.

### 3.3. Superconductivity In Carbon-Based Materials

### 3.3.1. A Short Overview

Carbon based superconductors have a long history dating back to the year 1965, when superconductivity was discovered in potassium intercalated graphite with transition temperatures of $T_{c}<1 \mathrm{~K}$ [100]. Graphite (see Fig.3.6(a)) can become superconducting when alkali-metal atoms are intercalated into the gaps between the single graphene sheets. Subsequently, the transition temperature was increased up to 5 K by changing the alkalimetal as well as synthesis parameter like pressure [101-104]. 40 years later, intercalated graphite came back into the focus of researcher due to the discovery of superconductivity in calcium doped graphite with a remarkably high $T_{c}$ for a carbon based superconductor of 11.5 K [105]. Another class of organic superconductors are the charge-transfer salts where superconductivity was discoverd for the first time in 1980 in the so-called Bechgaard salts (TMTSF-compounds) with a $T_{c}$ around $1 \mathrm{~K}[106,107]$. This was followed by the group of the quasi two-dimensional charge transfer systems, which have as their organic basic structural unit the donor molecule bisethylenedithio-tetrathiafulvalene (BEDT-TTF) and reach a critical temperature of $T_{c}=1.5 \mathrm{~K}$ at normal pressure [108]. With a moderate applied


Figure 3.6. |Carbon network materials: (a) graphite, (b) $\mathrm{C}_{60}$ and (c) diamond. (Crystal structures were plotted via Crystal Impact Diamond 3.1f using the cif-files based on published crystal strutures in Ref. 110-112).
pressure, $T_{c}$ can be increased to 8 K [109], the highest transition temperature among the organic superconductors at that time.

However, the discovery of a superconducting phase in the alkali metal doped fullerides (cf. Fig 3.6 (b)) in 1991 represented a breakthrough in the field of superconductivity. In particular the superconducting fullerides have attracted a lot of attention, and rather high $T_{c}$ 's in, e.g., $\mathrm{K}_{3} \mathrm{C}_{60}\left(T_{c}=18 \mathrm{~K}\right)[5], \mathrm{Cs}_{2} \mathrm{RbC}_{60}\left(T_{c}=33 \mathrm{~K}\right)[113]$ or $\mathrm{Cs}_{3} \mathrm{C}_{60}\left(T_{c}=38 \mathrm{~K}\right)[6,7]$ have been reported. In the past years, more than 20 superconducting fullerene compounds were discovered and also the highest $T_{c}$ of 40 K in a carbon-based material was found in an alkali doped $\mathrm{C}_{60}\left(\mathrm{Cs}_{3} \mathrm{C}_{60}\right.$ under 15 kbar [114]). Furthermore, it was shown that the superconducting transition temperature in alkaline-metal-doped fullerene increases with the unit-cell volume [115], which had been believed to be an evidence for the BCS mechanism $\|$ of $\mathrm{C}_{60}$ solid superconductivity. A fully developed theory of superconductivity in this compounds is still lacking, but it has been widely accepted that strong electronic correlations and the Jahn-Teller electron-phonon coupling [118, 119] produce local electronpairings and the occurrence of superconductivity can be understood within the framework of the conventional BCS theory**,

Finally, also the last allotrope of carbon discussed in this overview, diamond (see Fig. 3.6 (c)), which is a wide-gap semiconductor, shows superconductivity with a $T_{c}$ of 4 K when carbon atoms are substituted by boron atoms [122]. Heavy boron doping leads to an increase of the transition temperature up to around 11 K in thin films grown by various chemical vapor deposition techniques [123]. Thus, one can conclude that all of the carbon networks (zero-dimensional $\mathrm{C}_{60}$, two-dimensional graphite and three-dimensional diamond) can be modified in one or the other way with the result of the appearance of a superconducting phase. Interestingly, the procedures for inducing superconductivity
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are significantly different and depend on the covalent bond form ( $s p^{2}$ for graphite, $s p^{3}$ for diamond, and a mixture of $s p^{2}$ and $s p^{3}$ in case of fullerene). Superconductivity in materials with an $s p^{2}$ structure is produced by intercalation of metal atoms, and in those with an $s p^{3}$ character by substitution of the carbon atoms by other elements. Generally, one can determine that the observed transition temperatures in organic systems are substantially lower than those in inorganic superconductors such as cuprates (e.g., $\mathrm{HgBa}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{3} \mathrm{O}_{x}$ with max. $T_{c} \approx 133 \mathrm{~K}$ at ambient pressure [124] and a $T_{c}$ up to 153 K at 150 kbar [125]) or iron-pnictides (e.g., $\mathrm{SmFeAsO}_{1-x} \mathrm{~F}_{x}$ with a $T_{c}=55 \mathrm{~K}[126,127]$ ). This fact can be understood if one considers, that the electronic band width, which gives the basic energy scale, usually is an order of magnitude smaller in the organic systems compared with inorganic materials. On the other hand, the discovery of unsuspected superconductivity of the well known magnesiumdiboride $\left(\mathrm{MgB}_{2}\right)$ in 2001 with a $T_{c}=39 \mathrm{~K}$ [128] may indicate the possibility of higher- $T_{c}$ superconductors still in common and known materials like carbon based materials which provide an important and rich research stage for superconductivity.

### 3.3.2. The "New" Class Of Hydrocarbon Superconductors

In the case of organic superconductors, no new systems with high $T_{c}{ }^{\prime}$ 's similar to those of the fullerides have been discovered in the past decade. But in 2010, the field was renewed with the discovery of superconductivity in alkali-metal doped picene with a $T_{c}$ up to 18 K by doping with potassium [129]. This discovery is the starting point for the development of a new class of aromatic hydrocarbon superconductors, comprising molecular crystals doped with alkali or alkaline earth metals. These crystals consist of polycyclic aromatic hydrocarbons, i.e., planar molecules formed by a number of juxtaposed hexagonal benzene rings. Interestingly, it is therefore more reminiscent of a small fragment of a single sheet of graphite, rather than a three-dimensional $\mathrm{C}_{60}$ molecule. This planarity is imposed on picene by the overlap of $\pi$-electrons throughout the molecule.

Pristine solid picene (see Sec.3.2.1 and Tab. 3.2 for details of the crystal structure) is a semiconductor with a transport gap of about $4 \mathrm{eV}[130,131]$ and a white colour (cf.3.7). Mitsuhashi et al. made their superconducting samples by reacting alkali-metal vapour with solid picene. In detail, the alkali metals were intercalated into crystals of picene by annealing nominal compositions of picene and alkali metals in glass tubes at 440 K and an initial pressure of $1 \cdot 10^{-6}$ mbar for several days ( $7-21$ days). After this procedure a significant color change to black was observed, which was also the case in our experiments. Because of the weak interactions between the single molecules in a picene crystal, it is possible for the alkali-metal atoms to enter the lattice by increasing the spacing between the molecules. The exact positions of the alkali metal atoms are still undetermined experimentally but within the framework of density functional theory calculations a prediction of a plausible crystalline structure for doped picene has been released in some publications [132-134] with the result that the potassium atoms (and also the other alkali metal atoms) are arranged in the intralayer region as shown in the right panel of Fig. 3.7. Figure 3.8 shows the magnetization $M$ (expressed as $M / H$, where $H$ is the applied magnetic field (here 20 Oe )) as a function of temperature $T$ for $\mathrm{K}_{3.3}$ picene for zero field (ZFC)


Figure 3.7. Left panel: Physical appearance and colour of pristine picene and potassium doped picene. (Photos are taken from [129, 135]) Right panel: Crystal structure after doping, here especially the case of $\mathrm{K}_{3}$ picene. This figure is based on a crystal structure of potassium-doped picene with an exact stoichiometry of $K_{3}$ picene theoretically determined within density functional theory by de Andres et al. [133].
and field cooling (FC) measurements. As one can see from the plot, the magnetization decreases below 20 K and from the inflection point of the spectra a transition temperature of 18 K was determined. Furthermore, also doped samples with different compositions of potassium were prepared. The results can be summarised as follows: a temperatureindependent behaviour of the susceptibility is observed for $x \leq 2.5$, which indicates Pauli paramagnetism. At $2.6 \leq x \leq 3.3$ the susceptibility drops suddenly at 7 or 18 K (depending on the preparation process) with decreasing temperature and finally above an $x$-value of 3.3 a Curie-like behaviour is observed. Notice that in this thesis the $x$-values represent the nominal mole rations, e. g., a sample with a molar ratio of $3: 1$ for potassium and picene is represented as $\mathrm{K}_{3}$ picene. Additionally, measurements of the susceptibility at different magnetic fields show that the superconducting phase is not completely destroyed by the application of weak $H$, as one can see in the superconducting phase diagram in Fig. 3.8., showing that $\mathrm{K}_{3.3}$ picene is a type-II superconductor with a lower critical magnetic field $H_{c 1}$ of 380 Oe.

In the end, the group of Mitsuhashi and co-workers presented in their publication also results of rubidium $(\mathrm{Rb})$ and calcium $(\mathrm{Ca})$ intercalated picene, and showed that at a nominal compositions of $\mathrm{Rb}_{3.1}$ picene as well as $\mathrm{Ca}_{1.5}$ picene a superconducting phase transition at 7 K can be observed. This supports the idea that a three electron transfer to each picene molecule can lead to superconductivity.

After this unexpected discoveries in intercalated picene crystals superconductivity was also reported in other alkali-metal-intercalated polycyclic aromatic hydrocarbons. First of all Wang et al. observed supercondcutivity with $T_{c}=5 \mathrm{~K}$ in potassium and rubidium doped phenanthrene ( $\mathrm{A}_{3}$ phenanthrene, where A can be either K or Rb ) [136]. Furthermore, also in strontium $(\mathrm{Sr})$ and barium ( Ba ) doped phenanthrene a superconducting phase


Figure 3.8. |Left panel: Magnetization $M$ (expressed as $M / H$, where $H$ is the applied magnetic field) as a function of temperature $T$, for $K_{3.3}$ picene for zero field cooling (ZFC) and field cooling (FC) measurements. From the inflection point of the plots, the $T_{c}$ was determined to be 18 K . Right panel: Superconducting phase diagram for the 18 K superconductor determined from the $M / H$ versus $T$ plots. SC denotes the superconducting phase. Images were taken from Ref. 129.
was observed with a critical temperature of $T_{c}=5.6 \mathrm{~K}$ and 5.4 K for $\mathrm{Sr}_{1.5}$ phenanthrene and $\mathrm{Ba}_{1.5}$ phenanthrene, respectively [137]. At the end, the successful syntheses of La- and Sm -doped phenanthrene powder samples and the discovered superconductivity at $T_{c}$ around 6 K in them are reported [138].
Subsequently, these observations are followed by the discovery of a superconducting transition in $\mathrm{K}_{3}$ coronene at a $T_{c}$ of 15 K [139], whereas the coronene molecule is made out of six benzene rings which are arranged in a circle as depicted in Tab.3.2. (In contrast to the other materials under investigation coronene belongs to the group of circulenes [140] which are closed rings consisting of benzenes. Other members of this group are e.g. corannulene [141] or kekulene [142, 143].) The superconducting coronene samples were produced by a long-time annealing procedure of coronene crystals and potassium at 570 K related to which was reported in case of picene. Additionally, for potassium contents $x \leq 2.5$ the samples show Pauli-like paramagnetism, which indicates metallic behaviour.

Most recently, Xue et al. reported the observation of superconductivity at 33 K in K-doped 1,2:8,9-dibenzopentacene [144], which is higher than any $T_{c}$ reported previously in any other organic superconductor besides the alkali-metal doped $\mathrm{C}_{60}$. Dibenzopentacene is a molecule formed by seven benzene rings as depicted in Tab.3.2. It looks like a pentacene molecule with one snapped off benzene ring on both ends. Unfortunately, up to now, no details of the crystal structure are published. The samples were prepared in a similar way as the picene superconductors by direct heating of potassium metal with dibenzopentacene in an evacuated tube at $570-620 \mathrm{~K}$ for $7-20$ days. To improve the homogeneity of the products, a second post-annealing procedure sometimes was performed. All obtained products are uniformly dark black in color, which is totally different compared with the orange/red color of pure dibenzopentacene. Superconductivity was observed for the samples with compositions of $\mathrm{K}_{x}$ dibenzopentacene with $3 \leq x \leq 3.5$.

All these experimental observations and the increased attention on this class of materials ask for theoretical consideration which are necessary to get an idea for the explanation of superconductivity and further to clarify what makes this hydrocarbon supercondcutors so special compared to similar organic semiconductors, e.g., the difference between picene and pentacene. A first-principle electronic structure calculation was performed by Kosugi et al. in the density functional theory (DFT) with the local-density approximation (LDA) for both pristine and doped solid picene [132, 145]. To understand solid aromatic molecules, such as picene, compared to other families of $\pi$-electron-based superconductors, it is important to consider the nature of the orbitals accepting the electrons introduced by intercalation-with other words-the main character of the conduction band. First of all a comparison with $\mathrm{C}_{60}$ is very instructive. The highly symmetrical nature of $\mathrm{C}_{60}$ makes the electron-accepting orbital triply degenerate (three orbitals with the same energy). In picene, degeneracy is impossible at first view because the symmetry of the molecule is too low. Therefore, it is very surprising that Kosugi and colleagues' calculations show that the conduction band comprises four bands very close in energy suggesting a high density of states mainly derived from the LUMO and LUMO+1 (see Fig.3.9). This, as a consequence, creates an accidental or pseudo degeneracy. It may can be seen as a possible link to the electronic structure of the fullerides. This results were moreover verified by additional calculations by Rubio and co-workers [130].

The existence of low-lying, unoccupied $\pi$-electronic states in picene allows the molecule to accept electrons from the alkali metals, thus generating the charge carriers required for superconductivity. This is quite the same mechanism of charge-carrier generation as is found in the metal-doped graphite and $\mathrm{C}_{60}$ compounds as described in the previous section. Obviously, the number of metal atoms per picene molecule controls the number of electrons donated to the hydrocarbon, and thus determines how many electrons fill the lowest-energy orbitals to become possible charge carriers. Taking into account the electronic structure of picene, it seems reasonable that, up to four electrons could be accepted by the molecule's empty orbitals, which are pseudo-degenerate and lowest in energy. If three electrons are transferred from three $K$ atoms to picene in $K_{3}$ picene, the LUMO +1 level is half occupied. In most theories of superconductivity the density of states at the Fermi level sensitively controls $T_{c}$. The expected weak overlap between the outer orbitals of the molecules in the picene materials should lead to a high density of electronic states at the Fermi level, which might in part explain why the observed transition temperatures are relatively high.

Motivated by the first theoretical calculations and the innovative experimental results further publications, both theoretical [134, 147-155] and experimental [156-158], about picene und additional about phenanthrene [159-163] were released.

With the discovery of superconductivity in solid coronene upon potassium doping, calculations of the electronic structure for this compound are necessary for a fundamental understanding of the mechanism behind the superconductivity in this new class of aromatic superconductors, and further to answer the question whether other aromatic compounds can become superconducting as well. Interestingly, resent ab initio calculations show that

### 3.3. Superconductivity In Carbon-Based Materials



Figure 3.9. |Comparison of the highest occupied molecular orbitals (HOMOs) and the lowest unoccupied molecular orbitals (LUMOs) of picene and fullerene, where the red balls represent electrons. (a) The LUMO of $\mathrm{C}_{60}$ is triply degenerate: it consists of three orbitals of equal energy. Doping with alkali-metals donate electrons to the molecule's LUMO, and generate as a consequence the necessary charge carriers for metallic conduction. (b) In picene, LUMO and LUMO+1 (the second lowest unoccupied molecular orbital) are almost equivalent in energy, creating a pseudo-degeneracy. Superconducting charge carriers are also generated in picene by accepting electrons from alkali-metals intercalated into the system. The degeneracy (or pseudo degeneracy) of the LUMOs in both compounds is crucial for generating a high density of electronic states at the Fermi level of these solids, which influences the transition temperature. Scheme is reproduced from Ref. 146.
even in the case of undoped solid coronene the conduction band, with a width of 0.4 eV , comprises four bands, which basically originate from the two LUMOs [164]. Reflecting the higher symmetry of a coronene molecule compared to picene the four bands are doublydegenerated. For potassium doped coronene the problem of the missing experimental knowledge about the crystal structure remains. Anyway, Kosugi et al. calculated-within a theoretical structure optimization of $K_{3}$ coronene-the electronic band structure which is significantly more dispersive than the undoped one, where the LUMO-derived band group is fused with the upper band group, resulting in a much wider band group. In the end, the reported Fermi surface consists of multiple sheets, as in doped picene but with the different topology of the surface.

# Results Part I: EELS On Pristine Aromatic Hydrocarbon Systems 

TUNING the electronic structure and carrier density by intercalation is crucial to modern day semiconductor technology. In general, the carrier density plays a pivotal role for the materials properties, because intercalation can induce, e.g., a charge transfer, a shift of the Fermi energy and in general wide-ranging changes in the electronic properties of the system. After the discovery of superconductivity in some polyaromatic hydrocarbons it is necessary to clarify the physical principle, which is responsible for their superconductivity state and their rather high transition temperatures. The foundation for the understanding of superconductivity in this "new" organic superconductors is the investigation of the physical properties of the corresponding molecular materials in the undoped state. With this knowledge we are later able to ascribe changes in the spectra directly to the introduced charge carriers, i.e., the doping procedure, and explain how and to which extent doping influences the electronic structure. Therefore, the aim of this chapter is to give an overview over the ground state properties of the investigated hydrocarbon systems and-in addition-compare acenes and phenacenes to get first evidence, what may explain their different behavior upon alkali metal doping. Moreover, the comparison with theoretical data helps to explain the nature of the observed excitations as well as the structure of the HOMO and LUMO.

### 4.1. Beam Damage Effects

Before we start to present our results on EELS measurements on several selected polycyclic hydrocarbon systems, a first important experimental result is the high sensitivity of all of the employed films to the electron exposure. Obviously the energy introduced into the sample by the electron beam causes tremendous changes. Figure 4.1 (left panel) reveals
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Figure 4.1. Left panel: The variations of the Bragg spectra induced by the electron beam, shown for picene thin films with a pronounced texture. The black spectrum shows the Bragg diffraction profile after an exposure time of $\approx 5 \mathrm{~min}$ and the same spectrum is plotted after more than 20 hours of measuring (red spectrum). Right panel: The aging behavior of the loss-function for a typical picene thin film for a momentum transfer of $q=0.1 \AA^{-1}$. The circle emphasises the modifications in the lowest lying electronic transition discussed in detail in the text.
a loss of intensity or rather vanishing of single peaks in the Bragg spectra, and further a broadening of the Bragg reflections for long measuring times. This observations can be seen as a direct evidence for an increase of the amorphous background and a destroyed periodic arrangement of the building blocks, indicated by the suppressed Bragg peaks. Moreover, also the electronic structure, i. e., the loss function suffers a strong mutation as depicted in Fig. 4.1. (right panel) where, as an example, the loss function of picene is shown. Also in case of the loss spectra a clear broadening of the individual features as well as the decrease in intensity is observable. These modifications occur over the whole spectrum and so the volume plasmon (not shown in Fig.4.1) is affected as well as the lower lying electronic transition. Interestingly, the effect seems to be most pronounced for the small excitations right above the excitation onset (cf. circle in Fig.4.1] and Fig.4.2), so-called excitons.

Furthermore, the manipulator in our EELS spectrometer is equipped with a helium flow-cryostat and a temperature controller, allowing measurements in a temperature regime of $\mathrm{T} \approx 20 \ldots 400 \mathrm{~K}$. A comparison of the effect of aging between samples measured at room temperature and samples measured at 20 K , as depicted in Fig. 4.2 exemplary for the case of chrysene, signals a suppression of the damaging effect by measuring at low temperatures. In detail, as shown in the left panel of Fig.4.2, a clear decrease in intensity and broadening can be observed after 18 hours measuring at room temperature. Especially, the fine structure of the excitonic excitations in the range between 3 and 4.5 eV can not be identified after this exposure time. In contrast to that, the changes in the electronic structure are much weaker in case of cooling down the sample to 20 K . Slight changes


Figure 4.2. | Comparison of the effect of aging between measurements at 300 K and 20 K exemplary for the case of chrysene measured with a momentum transfer of $q=0.1 \AA^{-1}$.
are observable likewise, but even after 18 hours the pronounced fine structure right after the excitation onset can be distinguished, which gives rise to the assumption that the lifetime of the organic thin films can be extended when the measurements are performed at low temperatures. Additionally, similar aging effects were observed for all hydrocarbon systems under investigation in this thesis.

Unfortunately, the processes leading to these effects are unknown. A possible reason might be the creation of radicals by the electron beam which afterwards react with each other or with residual impurities within the vacuum chamber. Another possibility is the cracking of bonds between the different benzene rings within one hydrocarbon molecule. This expectation might be the reason for the much stronger aging effect that is observable for the excitonic structures, which are individual for every single molecule. Small changes, i.e., breaking of single bonds, influence them in a stronger way like the features at higher energies. The important message, which we learn from this observations is that the samples have to be checked repeatedly for any sign of degradation because otherwise no reliable data about the electronic structure would be obtained and a clear determination between doping introduced and degeneration changes is not possible. Therefore the experimental data presented in the following were measured several times and their reliability is ensured as they were shown to be reproducible for different samples and different measuring routines.

### 4.2. Electronic Properties Of Pristine Picene Thin Films

After the discovery of superconductivity in alkali metal-doped picene with transition temperatures up to 18 K first of all the investigation of the physical properties of undoped picene is required in order to develop an understanding of the normal-state properties and


Figure 4.3. | Electron diffraction profiles of solid picene for the two different orientated films. The values in parentheses give the corresponding Miller indices and their positions are in fair agreement with the structural data described in Ref. 67.
further to create a foundation for the discussion of the doping induced changes discussed in detail in Ch.5.

For our investigations using EELS, we prepared picene films with a thickness of about 100 nm by thermal evaporation (cf. Ch. 2 Sec. 2.4 .2 ). Two deposition rates, 0.2 and $4 \mathrm{~nm} / \mathrm{min}$, were chosen to obtain films with different preferred crystal orientations. Prior to the EELS measurements the films were characterized in situ using electron diffraction. All the observed diffraction peaks were consistent with the crystal structure of picene as given in Tab. 3.2 in Sec.3.2.1. Moreover, the diffraction spectra shown in Fig. 4.3 revealed a pronounced texture: films grown with a deposition rate of $0.2 \mathrm{~nm} / \mathrm{min}$ showed a strong preference for crystallites having their $a^{*}, b^{*}$-plane parallel to the film surface, whereas films grown with $4 \mathrm{~nm} / \mathrm{min}$ showed a considerable number of crystallites having their $c^{*}$-axis on the film surface.

We start the presentation with the photoemission profiles of picene as shown in Fig. 4.4 (left panel), which is compared with the theoretical density of states (DOS), calculated within the accurate GW approximation of manybody perturbation theory by the group of A. Rubid ${ }^{\dagger}$ (For more details about the photoemisson measurements and the theoretical calculations see Appendix C). The structures closest to the chemical potential (Binding Energy $[\mathrm{BE}]=0 \mathrm{eV}$ ) arise from the $\pi$-derived highest occupied molecular orbital (HOMO) of picene followed by deeper-lying electronic states (HOMO-1, HOMO-2, etc.). Upon solid formation, these orbitals form bands with a relatively small bandwidth of about 0.5 eV since the interaction between the molecules in solid picene is essentially van der Waals like.
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Figure 4.4. | Left panel: Valence band photoemission data of solid picene near the chemical potential. The inset shows the full spectrum including the secondary electron cutoff. Right panel: C 1s excitation data of solid picene measured using EELS. The inset shows a much larger energy range. In the case of the $\mathrm{C} 1 s$ comparison, the theoretical data have been shifted such that the first peaks coincide.

The calculations based on DFT using LDA follow the results of Ref. 145, but there is a major modification of the shape of the DOS if many-body correlation effects embedded in the GW approximation are taken into account. Quasiparticle corrections change the positions and intensities of the main peaks. The final result is in excellent agreement with the measured PES data. Below about $6-7 \mathrm{eV}$ BE, we find that the $\sigma$-derived states additionally contribute to the photoemission spectrum. The spectral sharpness of the photoemission structures confirms that upon solid formation the molecular electronic states of picene remain relatively unchanged. Closest to the chemical potential, the photoemission data reveal three maxima in the electronic DOS at $2.7,3.35$, and 4.15 eV , corresponding to the highest eight valence bands. This observation demonstrates that the first occupied electronic levels of Picene are quite close in energy. The onset of the occupied electronic DOS is at about 2 eV below the chemical potential (or Fermi energy), which indicates quite a large band gap of solid picene. The ionization potential of solid picene is determined using the data in Fig. 4.4 is 6.4 eV , i. e., picene is rather stable against oxidation as mentioned in Sec.3.2.2. The work function of picene is thus 4.4 eV .

In the right panel of Fig. 4.4 the C 1 s core excitation spectra of picene measured with EELS are depicted. Due to dipole selection rules, these data represent transitions into empty C $2 p$-derived levels. In other words, core level EELS is able to probe the projected unoccupied electronic DOS of carbon-based materials. We thus compare the experimental EELS with the unoccupied DOS calculated in the GW approximation. Analogous to other $\pi$ electronic systems, the features below 291 eV are caused by excitations into $\pi^{*}$-derived electronic states. The step-like structure at about 291 eV corresponds to the onset of


Figure 4.5. | Loss function of solid picene measured with a small momentum transfer of $0.1 \AA^{-1}$ for a wide energy range (left panel) and in an energy range between $0-10 \mathrm{eV}$ (right panel). The experimental data represent excitations with predominant $a^{*}, b^{*}$ polarization (red squares) and with a strong contribution of excitations polarized along the $c^{*}$-axis (black circles). Furthermore, a comparison with the theoretical loss function, calculated within the RPA, for the three fundamental directions [100], [010] and [001] is shown in the lower part.
transitions into $\sigma^{*}$-derived unoccupied levels. The $\mathrm{C} 1 s$ core excitation spectrum of picene shows a very sharp and dominating excitation feature right after the excitation onset at 284.3 eV , due to excitonic interactions with the core hole [165-167]. This excitation feature is characterized by a fine structure with maxima at $284.75,284.85,285.15$, and 285.35 eV . These peaks are in very good agreement with the theoretical data if GW corrections are taken into account. From this analysis, we can unambiguously assign those structures to several unoccupied levels that are very close in energy.

When doped with electrons, these states become occupied, and this quasi-degeneracy was proposed to cause a high DOS at the Fermi level in superconducting $K_{3}$ picene, a situation that resembles that in fullerides and would be favourable for a relatively high transition temperature into the superconducting state. Moreover, this quasi-degeneracy of the conduction bands is also helpful in reducing the impact of electron correlation effects, i.e., to realize a metallic ground state similar to $K_{3} C_{60}$ [10], which is a necessary prerequisite for superconductivity.

After this discussion of the occupied and unoccupied DOS we present in Fig. 4.5 the loss function of solid picene, which provides insight into the electronic excitations of this compound. The experimental data presented in Fig. 4.5 are taken with a small momentum transfer $q$ of $0.1 \AA^{-1}$, which represents the so-called optical limit. Taking into account the anisotropic molecular and crystal structure of picene, it is reasonable to expect an anisotropic loss function as well. For a momentum transfer $q$ parallel to the $a^{*}, b^{*}$ plane as well as to the $c^{*}$-axis the loss function of picene is dominated by a broad structure at about 23 eV (cf. Fig. 4.5), which is attributed to the volume plasmon, a collective excitation of all valence electrons ( $\pi+\sigma$ plasmon). With increasing thickness of the films there is an


Figure 4.6. | The loss function spectra for $q=0.1 \AA^{-1}$ along the two main crystallographic directions, $a^{*}$ and $b^{*}$, measured in a picene single crystal. For a better comparison the theoretical spectra were slightly shifted to higher energies.
enlarged possibility for multiple scattering within the sample leading to additional peaks at integer values of the plasmon frequency. This explains the shoulders around 46 eV in Fig. 4.5 (left panel). However, the well-structured loss function below 10 eV with clear maxima at about $4.6,5.8,6.4$, and 7.3 eV in the experimental spectra is a signature of the energetically sharp and well-defined molecular electronic levels of picene, which remain relatively unchanged going to the solid state. The theoretical results for the loss function, calculated in the framework of the RPA [12, 26], match the experimental measurements very well and provide fundamental insights which help to interpret the spectra. The fact that the observed maxima with high intensity are close in energy is also in good agreement with the well-structured data shown in Fig. 4.4 for the electronic DOS, and we ascribe the excitation maxima in Fig. 4.5 to excitations between the energetically close-lying first occupied and unoccupied electronic states of picene. With respect to the experimental spectra, the theoretical results show a slight underestimation of the peak positions due to the fact that the band gap opening due to GW corrections and excitonic effects-both absent in the calculations-do not exactly compensate for each other. From the analysis of the theoretical spectra we find that in the spectrum with $q$ parallel to the [001]-axis the first main structure at about 5 eV is located in the continuum of single-particle excitations and is due to interband transitions (seen as peaks in the imaginary part of $\epsilon$ ). Instead, the second peak at about 6.1 eV occurs in correspondence to a zero of the real part of $\epsilon$, where also the imaginary part is small. Therefore, this structure can be assigned to a plasmon, related to collective excitations with $\pi$ character.

In addition to the polycrystalline samples discussed above we also prepared single crystals of picene via physical vapor growth in a vertical geometry over 12 hours under normal pressure. The resulting crystals are very tiny and the profit is very limited. In spite of it all we were able to collect some measurable single crystals of picene. The corresponding elastic scattering profiles for the two main crystallographic directions, $a^{*}$ and $b^{*}$, are shown as inset in Fig.4.6. Indeed the observed diffraction peaks were
consistent with the reported crystal structure of picene and further these spectra show that our samples are single crystalline and within this very simple manufacturing process of rather high quality.

The comparison with the calculated loss spectra for the $a^{*}$ and $b^{*}$, as shown in Fig. 4.6, implies a very good agreement between theory and experiment. The main features are well reproduced by the calculations and can be assigned to interband transitions. Additional to the polycrystalline films, which are a mixture of different crystallite directions, the single crystal spectra show a slight anisotropy between the two directions. The differences between theory and experiment, i.e., the redshift of the theoretical spectra in the peak positions, can be explained as a consequence of the fact that the LDA band-gap underestimation is larger than the electron-hole binding energy (for a better comparison the difference is compensated in Fig. 4.6 by a $x$-offset of 0.5 eV of the calculated spectra). Unfortunately, we were not able to measure the spectra with $q$ oriented along the $c^{*}$-direction, due to the orientation of the single crystals and the properties of the manipulator.

### 4.2.1. Kramers-Kronig Analysis Of Undoped Picene

As mentioned in Sec. 2.3. further informations about the electronic properties of a system can be gained by performing a Kramers-Kronig analysis, which provides us with other typical optical parameters like the real and imaginary part of the dielectric function or the optical conductivity. To be able to perform such a KKA, the raw data have to be corrected by reasonable subtraction of the elastic line and multiple scattering effects. This was done under consideration according to the following procedure. A constant background was subtracted from the whole spectrum which accounts for the noise of the photo multiplier. This was done simply to reduce the signal to zero below the onset of the lowest lying structure in the loss function spectra which is motivated by vanishing absorption between the valence band and the exciton ground state (cf. Sec 4.2.2). To reduce the influence of multiple scattering (represented by the shoulder around 46 eV in the spectra) these structures were removed from the raw data by assuming a $\omega^{-3}$ behavior of the loss function which is typical for a Lorentz oscillator in the limit $\omega \longrightarrow \infty$ [168]. Subsequently, a KKA was performed under the side condition of the strictly valid sum rule (see Eq. 2.28 ). An evaluation of this sum rule for the loss function and the dielectric function after our KKA results in a very good agreement of the two values with an error of less than $1.2 \%$. Additionally, from the comparison with the value of the plasma frequency calculated from the number of valence electrons $N$ (with $N=204$ electrons per unit cell indicates the electron density in the case of picene) we obtain a value of about 3-3.5 for the background dielectric function $\epsilon_{\infty}$, which is in a very good agreement with the calculated value of $\epsilon_{1}(E=0)$.

### 4.2.2. Exciton Character In Picene Molecular Solids

Zooming into the energy region around the excitation onset reveals an onset in the experimental spectra, i.e., an optical gap, of 3.15 eV . This onset also represents a lower limit for the band gap (or transport energy gap) of solid picene. While the fundamental band gap is severely underestimated by the 2.39 eV LDA result (see also [145]), the GW band structure displays a direct quasiparticle gap of 4.08 eV (at the Z point of the Brillouin zone) [130]. The excitation onset of picene is followed by a pronounced fine structure as depicted in Fig. 4.7. One can identify five well separated features at 3.25, 3.41, 3.61, 3.77, and 3.93 eV . Compared to EELS measurements of solid picene at room temperature (cf. Fig. 4.5), these low-energy structures are significantly better resolved and well defined upon cooling down to 20 K .


Figure 4.7. | Loss function of solid picene measured with a momentum transfer of $q=0.1 \AA^{-1}$ at 20 K . The two emphasized areas indicate the energy ranges of former observed peaks in the optical-absorption spectrum of picene in solution as reported in Refs. 169 and 170. In addition, the transport energy gap $E_{\text {Gap }}$ of solid picene is indicated.

In general, the lowest electronic excitations in organic molecular solids usually are excitons, i.e., bound electron-hole pairs [81, 91, 92, 171, 172]. This is one of the consequences of the weak van der Waals interaction between the molecules, which is responsible for the molecular arrangement in the crystal. The decision criterion that has to be considered to analyze the excitonic character and binding energy of an excitation is the energy of the excitation with respect to the so-called transport energy gap, which represents the energy needed to create an unbound, independent electron-hole pair. This transport energy gap of picene has been estimated to about 4.05 eV [131]. Consequently, the five excitation features in solid picene that are observed below 4 eV as depicted in Fig. 4.7 are excitons, and the exciton binding energy of the lowest-lying exciton is as large as about 0.85 eV . The results of the GW-calculations also imply that in picene one should expect an exciton BE larger


Figure 4.8. |Schematic view of a Frenkel- (left), Wannier- (middle), and Charge-TransferExciton (right), whereby the ball with a plus or a minus sign symbolizes a hole or a electron, respectively. The Frenkel state is very localized and therefore also more tightly bound whereas in case of a Wannier exciton the electron distribution is spread over a wide area (indicated by the large circle) of the lattice. Depending on the exact conditions it is also possible to generate an intermediate state that is typically spread over one or two adjacent lattice molecules, often termed charge-transfer (CT) exciton.
than that in its close relative pentacene, where it is less than 0.5 eV and where a smaller band gap $(2.3 \mathrm{eV})$ has also been reported [173-176].

In addition, the electronic excitation spectrum of individual picene molecules has been studied in the past using optical-absorption measurements [169, 170]. In Fig.4.7, we have highlighted the energy areas in which these optical data show corresponding excitation structures. Intriguingly, these studies reveal five excitations below 4 eV , however no excitation feature has been observed so far in the energy window around 3.61 eV . In general, electronic excitations in solution and in the condensed phase can be observed at different energies due to different screening effects related to the polarization of the surrounding. An assignment of the excitation at 3.61 eV to one of the features observed for picene molecules in solution would thus require a downshift of this excitation feature of about 200 meV or more going to the condensed phase. However, we do not observe such a large shift for the lowest-lying excitations; in their case, the difference between solution and solid-state data is smaller than 40 meV . As a consequence, an assignment of the excitation feature at 3.61 eV to a molecular electronic transition also seen in the optical absorption of picene molecules in solution would require an anisotropy of the dielectric screening of more than a factor of 5 , taking into account the different polarization of the excitations [169]. Such a large anisotropy, however, is very unlikely for a molecular crystal made out of aromatic hydrocarbons. For instance, in the case of pentacene ellipsometry investigations of single crystals revealed a maximal anisotropy of the dielectric constant along the crystal axes of less than 1.8 [177]. We therefore assign the exciton at 3.61 eV to a solid-state induced electronic excitation, a conclusion that is further supported by the momentum dependence of this excitation, as discussed below.

The most likely candidate for such an excitation is a charge transfer transition, where in the final state the electron and hole sit on adjacent picene molecules (cf.4.8). This is

### 4.2. Electronic Properties Of Pristine Picene Thin Films



Figure 4.9. $\mid$ Momentum dependence of the EELS spectra of solid picene. The measurements were carried out at $\mathrm{T}=20 \mathrm{~K}$.
reminiscent of the low energy excitations of pentacene, where also such charge transfer excitations have been discussed $[173,175,178]$. Within a simple point charge approach, one can estimate the binding energy $E_{B}$ of such a charge transfer exciton using

$$
E_{B} \sim \frac{1}{4 \pi \epsilon_{0} \epsilon_{r}} \frac{e^{2}}{\langle r\rangle},
$$

where $\langle r\rangle$ denotes the mean distance between two adjacent molecules which participate in the charge transfer excitation, and $\epsilon_{r}$ is the static dielectric constant ( $\epsilon_{r} \sim 3.5$ for picene). The distance of the two adjacent molecules in the $a, b$-plane of solid picene is about $5.3 \AA$, which leads to an estimate for $E_{B}$ of about 0.7 eV . In other words, in picene it is reasonable to assume charge transfer excitons at similar energies as intra-molecular excitons, also called Frenkel excitons. Moreover, the presence of both types of excitons at similar energies can lead to a sizable interaction of these excitation species and result in excitons with a mixed character, a situation that has been discussed in the past also for other organic molecular solids (for a detailed discussion see Sec.4.4) [179-181].

In order to obtain a more detailed picture of the excitons in picene we have measured the loss function with increasing momentum transfer $q$. As shown in Fig. 4.9. all identified excitons in picene with the exception of the feature at 3.61 eV do not change in energy within a momentum range up to $0.6 \AA^{-1}$, which covers almost the entire first Brillouin zone parallel to the $a^{*}, b^{*}$ crystal directions. Consequently, in the framework of an exciton band structure description this yields a vanishing group velocity ( $\sim \frac{\partial E(k)}{\partial k}$ ) for these excitations, i. e., they can be regarded as rather localized. For the excitation at 3.61 eV a very small negative dispersion of about 30 meV can observed in Fig.4.9. In consideration of the assignment of this excitation to a charge transfer exciton (see above), this finite dispersion
would corroborate the different character of this excitation, we however emphasize that the size of the dispersion is close to the experimental resolution.

Interestingly, we can also identify a substantial intensity variation, especially for the three excitons lowest in energy. Moreover, while the intensity of the first two excitons at 3.25 and 3.41 eV decreases with increasing momentum transfer $q$, the opposite is the case for the exciton observed at 3.61 eV . In case of localized excitations, i.e., those with negligible dispersion, their character can be analyzed in terms of a multipole expansion, whereas upon increasing momentum transfer dipole (or optically) allowed excitations loose intensity and dipole forbidden excitions (e.g., quadrupole transitions) will increase in intensity [182-185].

In detail, the matrix element $M$ for EELS is proportional to $\langle f| \exp (\mathrm{i} q r)|i\rangle$ which can be expanded to

$$
M \propto \sum_{n} \frac{\mathrm{i}^{n}}{n!}(q\langle r\rangle)^{n}\langle f|\left(\frac{r}{\langle r\rangle}\right)^{n}|i\rangle .
$$

Hereby, the introduction of a mean radius $\langle r\rangle$ allows one to separate the characteristic dimensionless $q\langle r\rangle$ dependence of the matrix element from the (now also dimensionless) constant excitation probability $\langle f|(r /\langle r\rangle)^{n}|i\rangle$. In the case of excitations with a specific multipole character, e.g., dipole excitations, the latter has a finite value only for the corresponding $n$ (e.g., $n=1$ ). The mean radius $\langle r\rangle$ gives a measure for the extension of the electron-hole wave function $\Psi_{e-h}(r)$ in the excited state, which represents the probability amplitude to find the electron at a certain distance $\langle r\rangle$ assuming that the hole is fixed. Therefore, the momentum dependence of the excitation intensity $I_{n}\left(\propto|M|^{2}\right)$ of an excitation with a specific multipole character can be written as

$$
I_{n} \propto \frac{n!^{-2}(q\langle r\rangle)^{2 n}}{N}, \quad N=\sum_{n} \frac{(q\langle r\rangle)^{2 n}}{n!^{2}}
$$

N is the sum over the intensities of all excited (final) multipole contributions and represents a normalization factor which guarantees the oscillator strength sum rule. In the left panel of Fig. 4.10 we show the intensities $I_{n}$ as a function of $q\langle r\rangle$ for $n=1$ (dipole excitation) and $n=2$ (quadrupol excitation).

Thus, the two singlet excitons with lowest excitation energy in solid picene are of predominant dipole character, while the following exciton at 3.61 eV is characterized by a significant dipole forbidden contribution. Furthermore, the momentum value $q_{\max }$, where a dipole forbidden excitation reaches its intensity maximum can be used to estimate the mean radius of the wave function of this excitation: $\langle r\rangle \sim 2 / q_{\max }$ [183, 185]. In Fig. 4.10 (right panel) we present a comparison of the intensity variation of the excitons at 3.25 and 3.61 eV . Again, the decreasing intensity for the lowest lying exciton clearly signals its predominant dipole allowed character in good agreement to the fact that this feature was also observed in optical absorption measurements of picene molecules in solution [169, 170]. In contrast, the intensity of the 3.61 eV exciton reaches its intensity maximum at finite


Figure 4.10. | Left panel: Intensity of a pure dipole or quadrupole excitation in EELS as a function of the reduced parameter $q\langle r\rangle$. Right panel: Momentum dependence of the spectral weight of the two excitonic excitations at 3.25 eV (red diamonds) and 3.61 eV (black circles) as observed in the loss function of solid picene. The data around $0.75 \AA^{-1}$ and $1.05 \AA^{-1}$ could not be determined accurately enough because of considerably enhanced multiple scattering in this region due to [100] and [010] Bragg reflections. The data are normalized to the $q$ dependent intensity variation at 10 eV excitation energy in order to take into account the overall momentum dependence of the scattering cross section.
momentum (about $0.7 \AA^{-1}$ ) as would be theoretically expected for, e.g., a quadrupole excitation [185]. This underlines a significant dipole forbidden part and now gives a (very rough) estimate of the radius of this exciton of about $3 \AA$. Here, one should keep in mind that our data also suggest a mixed character of the excitons in solid picene (see discussion above), which limits a quantitative analysis of the exciton extension. Nevertheless, the observed momentum maximum is in reasonable agreement to our interpretation of the exciton at 3.61 eV having charge transfer character.

### 4.3. Electronic Properties Of Pristine Coronene Thin Films

After picene also coronene was found to become superconducting upon potassium intercalation. It is therefore obvious to investigate the electronic structure also for coronene-first of all in the undoped phase. The starting point of the investigation of the undoped coronene films is very similar to picene. In Fig. 4.11 we present the carbon $1 s$ core-level excitation of pristine coronene. The comparison with the $\mathrm{C} 1 s$ excitation of picene displays that the principle shape of the spectrum is very similar. We can clearly identify a sharp and strong feature in the range between 284 and 286 eV as well as a broad excitation at $\sim 294 \mathrm{eV}$, which can be discussed in a similar way as in the case of picene (see Sec.4.2). Moreover, the spectrum shows additional small features at 286.1, 286.9, 288.6, and 290.2 eV . Because of the higher symmetry of the coronene molecules, compared to picene, we expect a degeneracy of the higher molecular orbitals which can be directly seen by the well-separated features


Figure 4.11. | Left panel: C $1 s$ core-level excitations of pristine coronene in comparison with pristine picene. Right panel: Zoom at the dominant C $1 s$ excitation right after the excitation onset at 284.4 eV for undoped coronene measured with higher energy resolution ( 85 meV ). The inset shows the C 1 s core-level spectrum for an undoped coronene film grown on $\mathrm{SiO}_{2}$ and measured using x-ray photoemission spectroscopy (XPS).
above 286 eV . Such a well-pronounced structure representing higher lying molecular orbitals is very similar to what was observed for fullerene [186-189]. When we focus on the dominating excitation feature right after the excitation onset, as shown in the right panel of Fig. 4.11, we can identify a characteristic fine structure with maxima at 284.75, 284.85, 285.15 , and 285.35 eV . These features can be identified with maxima in the unoccupied density of states, since the C 1 s levels of the different C atoms in coronene are virtually equivalent as revealed by x-ray photoemission spectra (see Fig. 4.11 and Ref. 190). The peak width of the $\mathrm{C} 1 s$ photoemission line is smaller than 1 eV as seen in the inset of Fig. 4.11 (Note that the energy resolution for the XPS measurements is $\approx 0.35 \mathrm{eV}$ ). The broadening of the spectral linewidth is a result of lifetime effects, very similar to what was observed for $C_{60}$, where all carbon atoms are symmetrically equivalent [191].) The observation of four peaks in Fig. 4.11 (right panel) is in very good agreement with first-principles band structure calculations for undoped coronene, which found four close-lying conduction bands (arising from the doubly degenerate LUMO with $\mathrm{e}_{1 g}$ symmetry as well as the doubly degenerate LUMO +1 with $\mathrm{e}_{2 u}$ symmetry) in this energy region [164].

Furthermore, we show in Fig. 4.12 (a) a comparison of the loss functions measured of a polycrystalline film as well as of a single crystal of coronene in an energy range of $0-10 \mathrm{eV}$. These data are taken with a small momentum transfer $q$ of $0.1 \AA^{-1}$. For undoped coronene, we can clearly identify two main maxima at about 4.3 and 6.9 eV . The single crystalline samples were a priori characterized by elastic scattering and the electron diffraction profiles, as shown in Fig. 4.12 (d), reveal the very good quality of the crystals. The loss spectra of the single crystal show in addition that there is no significant polarization dependence. The overall shape of the spectra and peak positions are the same for measurements with $q$ parallel to the $a^{*}$ - and to the $b^{*}$-direction. Moreover,

### 4.3. Electronic Properties Of Pristine Coronene Thin Films



Figure 4.12. | (a),(b) Loss function of a polycrystalline as well as a single crystalline sample of pristine coronene. In case of the single crystal the measurements were performed along the two main crystallographic axes $a^{*}$ and $b^{*}$. (c) Calculated loss function for $q$ along [100]-, [010]-, and [001]-direction. (d) Electron diffraction profiles of solid coronene for momentum transfers parallel to $a^{*}$ - and $b^{*}$-direction revealing the very good quality of the employed thin films. The values in parentheses give the corresponding Miller indices and their positions are in fair agreement with the structural data described in Tab. 3.2.

LDA calculations including GW correction were evaluated [151] and display a very good agreement with our measurements (cf. Fig.4.12(c)). From the calculations we can assign the first main feature to interband transitions while the second one is a localized plasmon. In addition, zooming into the energy region around the excitation onset in the experimental spectra reveals an optical gap of 2.8 eV (see Fig.4.12(b)). This onset also represents a lower limit for the band gap of solid coronene. The excitation onset of coronene is followed by five additional well-separated features at $3,3.3,3.5,3.7$, and 3.95 eV indicated with arrows in Fig. 4.12 (b). The main features of our spectrum are in good agreement with previous EEL measurements in the gas phase [192, 193] and optical absorption data [194, 195]. Unfortunately, different values for the transport energy gap from 3.29 eV up to 3.54 and 3.62 eV were published in previous publications [190, 196, 197]. Consequently, only the lowest excitation that is observed can safely be attributed to a singlet exciton.

### 4.4. Comparison Between The Electronic Structure Of Selected Acenes And Phenacene

The close structural relationship between acenes and phenacenes implies that a comparison of the electronic structure can help to deepen the knowledge about these aromatic hydrocarbons and might be a way to answer the question what makes picene so special compared to pentacene. Therefore, we compared the loss function of chrysene (four benzene rings connected in a zig-zag manner) to the one of tetracene (linear arrangement of four benzene rings) as well as the one of picene (five benzene rings connected in a zig-zag manner) to the one pentacene (linear arrangement of five benzene rings) single crystals. All measurements have been done for a small momentum transfer of $0.1 \AA^{-1}$ parallel to the two main crystallographic axes, $a^{*}$ and $b^{*}$. Figure 4.13 reveals the significant difference in regard to the relative spectral weight of the low energy excitations of these four hydrocarbons. First of all, the clear difference of the size of the optical gap is in good agreement with previous publications [93-96].

For chrysene and picene (see upper panel in Fig.4.13) we observe a broad peak around 4.5 eV as well as a pronounced fine structure right after the excitation onset. The main features in our spectra, except for some small intensity variations, are in very good agreement with previous optical absorption data [198]. Often, the low energy electronic excitations in molecular solids are excitons, as discussed in the previous section. This is also true for the two phenacenes studied here since their excitation onset is significantly below the transport energy gap which has been estimated to be about 4.2 eV for chrysene and 4 eV for picene [131, 154]. The eqiuvalent is true for tetracene and pentacene with transport gaps of about 3.3 and 2.2 eV , respectively [176, 199, 200]. For many molecular crystals it is not unusual that the lowest singlet excitations are split into Davydov components, which arise from the interaction of the excitation dipoles of the symmetrically inequivalent molecules in the crystal unit cell [201]. These Davydov components frequently have a particular polarization dependence. In general, this can be also seen in our data and results in the two different energy positions of the first peak for $q$ polarized along $a^{*}$ and $b^{*}$. The spectra for chrysene and picene however-as shown in Fig.4.13-are isotropic in terms of the energy positions, and only some small intensity variations were seen, going from the $a^{*}$ to the $b^{*}$ directions. Thus, our data do not reveal different Davydov components. This might be related to the rather small spectral weight of the lowest lying excitations in these materials, which could also imply a rather small Davydov splitting [91, 201].

Going to the linear acene crystals (lower panels in Fig.4.13), these observations change substantially. The low energy excitations occur at much lower energies, their spectral weight is much larger, and their fine structure is significantly different. From older systematic studies of the optical absorption spectra of acenes and phenacenes as a function of the molecule lengths it is known that the energy position of these excitations in acenes quite strongly shifts to lower energies upon increasing the length of the molecules, while it remains quite constant in the case of the phenacenes [93]. This is related to the molecular structure and symmetry, which allows a delocalization of the HOMO and the LUMO


Figure 4.13. | Loss function of chrysene and tetracene (left panel) as well as picene and pentacene (right panel) single crystals for momentum transfers parallel to the two main directions in reciprocal space, $a^{*}$ and $b^{*}$. The absolute value of the momentum transfer is $0.1 \AA^{-1}$ for all measurements.
of acenes over the entire molecules, while for their counterparts these orbitals remain localized at particular sites of the molecule [93, 202]. This difference in the molecular orbital structures most likely is also responsible for the different excitation probabilities (intensities), since this is directly related to the overlap of these orbitals. In view of the different excitation intensities it is also tempting to attribute the clearly observed Davydov splitting for tetracene (with Davydov components at about 2.38 and 2.45 eV ) and pentacene (with Davydov components at about 1.84 and 1.98 eV ) to the larger excitation dipoles for acenes. However, it has been shown recently that neither the Davydov splitting nor the exciton dispersion in acene crystals can be explained on the basis of molecular excitations only, but they can only be understood when an admixture of charge transfer (CT) excitations to the molecular (Frenkel) excitons is taken into account [203]. Finally, it is interesting to note that at energies of 4.5 and 5 eV the spectra of the four materials show qualitative similarities, in contrast to lower energies. In all four cases, there is a clear spectral structure in this energy range, which in addition is characterized by a similar anisotropy of the energy position.

To get a deeper insight into the contribution of CT excitons to the acene spectra we show in Fig. 4.14 a comparison of the excitation spectra for tetracene and pentacene with the momentum vector parallel to the corresponding $a^{*}$ axis. These spectra have been shifted in energy such that the first excitation features coincide and they were normalized to the same peak height of the first feature. The excitation spectrum of tetracene consists of the main peak followed by equidistant vibrational satellites as has been also observed in previous optical studies of crystals and films [198, 206]. Moreover, this vibrational progression is also seen in optical absorption data of tetracene in solution [204], i. e., for individual molecules, and the energy distance between the satellites of about 170 meV corresponds


Figure 4.14. | Comparison of the exciton structure of tetracene and pentacene measured with $q$ parallel to the $a^{*}$-axis. The energy positions of the main excitation and vibrational satellites in the optical absorption spectra of tetracene and pentacene in solution [204,205] are indicated by vertical bars.
well to $C-C$ stretching vibrations observed using Raman scattering [207]. Thus, at least on a qualitative level the tetracene excitation spectrum can be rationalized by molecular (Frenkel) excitons that couple to molecular vibrations. The equivalent picture may now be expected for pentacene, since the corresponding vibrations as well as their impact on electronic levels should be very similar for the two molecules. Figure 4.14 however does not support this expectation. Instead, the pentacene spectrum is characterized by a satellite feature at about 270 meV above the main excitation. This energy distance a far too large to represent a vibrational satellite, and consequently the excitation 270 meV above the main feature must be of different origin.

In the light of the discussion above and recent reports in the literature we attribute the second excitation feature in the pentacene spectrum as seen in Fig. 4.14 to CT excitations in the crystal. In general, this assignment is in agreement with electro-absorption data where a CT excitation was reported at about 2.12 eV [208]. Also, calculations of the electronic polarization in pentacene crystals and the energy of CT states have indicated that such CT states have a binding energy of about 0.7 eV , which is of the same magnitude as the molecular Frenkel excitons [209]. Given this close excitation energy of Frenkel and CT states, they have to interact, i.e., excitation spectroscopy will probe mixed Frenkel-CT states. Indeed, recent advanced calculations of the singlet excitation spectra of acene crystals [203] and other $\pi$-conjugated molecular crystals [210,211] as well as experimental studies [212] demonstrated that the exact spectral shape can only be understood with the inclusion of CT excitons and their coupling to the molecular Frenkel states. Interestingly, these calculations also predict that the contribution of the CT excitations to the lowest exciton feature quite significantly varies as a function of the length of the acene molecule. For tetracene a $27 \%$ contribution was reported, while for pentacene this contribution


Figure 4.15. $\mid$ Momentum dependence of the EELS spectra of solid (polycrystalline) chrysene (left panel) and picene (right panel). The measurements were carried out at $\mathrm{T}=20 \mathrm{~K}$. The grey lines are intended as a guide to the eye.
is-with $48 \%$-much larger. Such a difference must then also affect the higher lying part of the excitation spectrum, since a mixture/hybridization of Frenkel and CT states will result in two mixed states (of bonding and anti-bonding character). The resulting mixed character of these states naturally governs the spectral weight of the corresponding excitation taking into account that (most likely) the transition dipole of molecular Frenkel excitations is much large than that of the CT transitions. Thus, in a mixed system the higher lying (former pure CT) excitation gains in intensity with increasing degree of mixture due to the Frenkel contribution in its wave function. This now harbors the explanation of the difference of the excitation spectra of tetracene and pentacene as revealed in Fig. 4.14 The interaction in tetracene is not large enough to modify the higher lying part of the spectrum visibly as compared to pure molecular excitations (as seen in solution), while in pentacene a "new" excitation feature shows up at about 270 meV above the lowest singlet exciton, and we attribute this to the anti-bonding part of the mixed Frenkel-CT system. Since both parts of the exciton wave function couple to the vibrations of the molecules, the total spectral shape of the electronic excitation spectrum becomes a complex mixture of satellites of electronic as well as vibronic origin, and a detailed analysis requires sophisticated, state-of-the art modelling, which is beyond the scope of this thesis.

It is interesting to note that calculations based upon DFT predicted that the energetically lowest singlet excitons in pentacene have a predominant charge transfer character [173, 175, 213, 214], in good correspondence to what we have discussed above. Moreover, these DFT calculations also predict a dependence of the exciton wave function and its charge-transfer character on the length of the acene molecules [175]. However, the exact spectral shape as measured has not been reproduced by such calculations.

To get more information about these two classes of hydrocarbons we also measured the loss function with increasing momentum transfer $q$. As shown in Fig. 4.15, all identified excitons in chrysene and picene do not change in energy within a momentum range up to $0.5 \AA^{-1}$. Consequently, in the framework of an exciton band-structure description this


Figure 4.16. | Loss function of single crystalline tetracene (panel a and b) and pentacene (panel c and d) as a function of momentum transfer parallel to the reciprocal lattice direction $a^{*}$ as well as $b^{*}$. The gray dashed lines are intended as a guide to the eye.
yields a vanishing group velocity, with other words the excitons can be regarded as being rather localized. There are however also differences in the momentum dependence of the excitation spectra between chrysene and picene. While in the latter, one of the low lying excitations increases in spectral weight with increasing momentum transfer, which has been taken as evidence for the additional contribution of a charge transfer exciton to the spectra (see Sec. 4.2.2), this is not the case for chrysene.

Moreover, the observation of localized excitonic states in chrysene and picene is in significant contrast to what was seen for tetracene and pentacene. As depicted in Fig. 4.16 the data clearly demonstrated a strong momentum dependence of the excitons, i. e., our data provide the exciton band structure. Focussing on, e.g., pentacene, for a momentum transfer parallel to $a^{*}$ (Fig. 4.16 (c)) we can observe a clear upshift of the exciton with increasing $q$. This upshift is accompanied by a decreasing spectral weight. The data for $q \| b^{*}$ are more complex due to the presence of both Davydov split exciton components. At lower momentum transfers (up to $0.2 \AA^{-1}$, Fig. 4.16 (d)), the lowest energy component disperses to larger energies while the second exciton does not show a significant change. Going to larger momenta the upper Davydov component disperses negatively reaching the initial energy of the lower component $\left(q=0.08 \AA^{-1}\right)$ at about $0.8 \AA^{-1}$. Very similar data are observed for tetracene (Fig.4.16 (a) and (b)).

### 4.5. Electronic Properties Of Pristine 1,2:8,9-dibenzopentacene

In general, our data outline that excitons in single crystalline acenes can move coherently through the crystal giving rise to a well defined dispersion. For momentum transfers parallel to $b^{*}$, the lower Davydov component behaves analogous to the other directions, whereas the upper component seems to have a mirror-like dispersion relation. The latter is expected within a picture that relies on local excitons and their predominant nearest neighbor interaction, since the hopping matrix elements between the two different molecules in the unit cell, which thereby are mainly responsible for the exciton movement, are the same as for the Davydov splitting but enter the exciton dispersion with opposite sign. In conclusion, we emphasize that it is impossible to describe the exciton dispersion using a tight-binding approach based upon nearest neighbor interactions only, which based essentially on the description of local excitons [178, 215]. As discussed above even the dispersion of the singlet excitons and the observed Davydov splitting can only be understood when an admixture of charge transfer excitations to the lowest Frenkeltype excitons is taken into account [203]. On the basis of vibrational effects only the observed changes upon momentum variation would imply an extremely strong momentum dependence of the electron-vibration coupling, which seems rather unlikely in view of the local (intra-molecular) nature of the relevant vibrations.

At the end of the discussion in this section one can summarize that despite the fact that the molecular structure is relatively similar between acenes and phenacenes, and further, the spatial arrangement in a herringbone structure is the same in all four systems, the differences in the low energy structure are remarkable. Besides the different gap sizes as well as the evolution of the gap with increasing length of the molecule, totally different excitonic structures in both structures can be observed. These fundamental varieties in the electronic properties might be a first evidence for the differences in the physical properties observed upon alkali-metal doping. Notice that until now no superconductivity upon intercalation was observed in chrysene, but the electronic structure both of undoped and of $K$ doped (as discussed later) is very similar to the one of picene and we can speculate that chrysene is a promising candidate for another aromatic hydrocarbon superconductor with a transition temperature between phenanthrene and picene. Furthermore, the discussion suggests that there is a kind of universal molecular length dependence of the importance of CT states in the excitation spectra for both the acenes as well as the phenacenes, since only for the longer representatives, picene and pentacene, the CT excitations modify the spectra visibly.

### 4.5. Electronic Properties Of Pristine 1,2:8,9-dibenzopentacene

1,2;8,9-dibenzopentacene represents the candidate of the "new" organic superconductors with the highest $T_{c}$ of 33 K when doped with potassium. Interestingly, the molecular structure is very similar to that of pentacene. Both are characterized by a linear arrangement of five benzene rings, which share their edges, whereas in case of 1,2;8,9-dibenzopentacene two additional benzene rings are attached in a kinked manner. Nevertheless, the observation of superconductivity in case of dibenzopentacene is in contrast to the report of


Figure 4.17. | Valence band photoemission profiles referenced to the vacuum level (left panel) and loss function spectra measured with EELS (right panel) of 1,2;8,9dibenzopentacene and pentacene. The inset depicts the relevant energy parameters in such a measurement, and the given energy scale represents the ionization potentials of the respective features. In the right panel the data are normalized to the same peak height to ease comparison. The inset shows the data in a wide energy range whereby the two spectra are normalized in the high energy region between $9.5-10 \mathrm{eV}$.
a Mott insulating state for pentacene upon potassium doping [49]. Therefore the investigation of the physical properties in the undoped state is a precondition to develop a thorough understanding of the underlying electronic degrees of freedom and those states that upon doping receive the charge carriers that form the Cooper pairs responsible for superconductivity.

We start the presentation of the results with a comparison of the valence band photoemission spectra of the two investigated materials in Fig.4.17, whereas the data of pentacene agree well with previously published results [176, 216-218]. Notice that in Fig.4.17, the photoemission data are referenced to the vacuum level, i. e., the energy scale in Fig. 4.17 represents the ionization potential of the corresponding excitations. From the left panel of Fig. 4.17 it becomes clear that the low lying occupied electronic states of the two hydrocarbons pentacene and dibenzopentacene are very similar. Both spectra are characterized by a single feature centered at about 5.65 eV , which in both cases is well separated from the other states following at higher energies. The onset of both curves represents the ionization potential of the respective material, and we find values of 5.25 and 5.3 eV for dibenzopentacene and pentacene, respectively. The virtually identical ionization energies are qualitatively reproduced by our calculations (on individual molecules), which give values for the ionization potentials of dibenzopentacene and pentacene of 6.18 eV and 6.21 eV . The somewhat larger values from the calculation of single molecules compared to the measured ones of thin films can be rationalized taking into account screening effects by neighboring molecules in the condensed phase [91]. Moreover, the calculated electron


Figure 4.18. | Calculated orbital energies as well as graphical representation of the HOMO and LUMO orbital layouts of pentacene and 1,2;8,9-dibenzopentacene.
affinities for the two molecules also are almost the same, 1.67 eV for dibenzopentacene and 1.64 eV for pentacene. Going to the higher energy features in Fig. 4.17 (left panel), we observe a difference in the energy position of the photoemission maxima, i.e., at these energies the different molecular structures have consequences for the electronic states. For pentacene, further maxima are observed at about $7.35,8.2$, and 8.7 eV , while they appear at $6.9,7.9$, and 8.7 eV for dibenzopentacene.

To get a deeper insight into the electronic structure also DFT calculations on individual, free molecules were performed by T. Hahn by using the NRLMOL (Naval Research Laboratory Molecular Orbital Library) program [219-223]. The electronic and optical properties for geometry optimized molecules has been calculated. The symmetry of initial and final state is of decisive character for the calculation of the possible spectral transitions. The corresponding dipole matrix element is obtained for any possible transition and the intensity of every transition is weighted with the value of this dipole matrix element. This offers a direct mapping of the spectral signals to the electronic structure of the molecule. In order to reach qualitative understanding of our experimental data a Gaussian broadening of about 0.25 meV to the theoretical spectra was applied.

Interestingly, the calculations reproduce the trend that in dibenzopentacene the higher occupied electronic levels lie closer in energy to the HOMO. This is depicted in Fig.4.18. where the energies of the molecular orbitals as obtained in our calculations are presented. Note that there are more occupied states in dibenzopentacene than in pentacene in the energy range up to 4 eV , i.e., the relative intensity of the HOMO is smaller, as also seen in the photoemission data. The close similarity of the electronic states in the vicinity of the Fermi level as indicated by the data discussed above is further demonstrated in Fig.4.18, where we additionally present the real space view of the HOMO and the LUMO

[^7]of the two molecules. In dibenzopentacene, both orbitals have a very small density on the outer two benzene rings, and moreover, their distribution otherwise is hard to distinguish from that of the corresponding orbital of pentacene. In other words, the character of the HOMO and LUMO is maintained going from pentacene to 1,2;8,9-dibenzopentacene and the interaction within the $\pi$ states in dibenzopentacene is such that the two outer rings do hardly support the delocalization of the molecule's HOMO and LUMO orbital. This is in good agreement to the evolution of the wave function in other hydrocarbons [202] (see also discussion in previous chapter).

The close electronic similarity of dibenzopentacene and pentacene concerning the states around the energy gap is further substantiated considering the electronic excitation spectra. In the right panel of Fig. 4.17 we show a comparison of the measured loss functions of the two materials at low energies. Dibenzopentacene is characterized by an optical gap of about 2 eV which is followed by three rather weak electronic excitations at about 2.28, 2.43 , and 2.62 eV . The main features of our spectrum are in good agreement with previous optical absorption measurements in solution [224-226]. However, both spectra show a very similar spectral shape at low excitation energies with a first, dominant feature that is followed by satellites. For pentacene and other acenes, such spectra have been interpreted in terms of a low lying singlet exciton of a mixed Frenkel-CT character, which is followed by a progression of vibrational satellites as well as contributions from further mixed excitons [178, 203, 227].

Due to the close similarity of the excitation spectra, we assume that qualitatively the same is true for dibenzopentacene. This is supported by previous optical absorption data of thin films of dibenzopentacene, which indicate a Davydov splitting of about 100 meV , very close to that of 115 meV for pentacene [226]. Unfortunately, the crystal structure of dibenzopentacene is unknown, which renders it impossible to consider the distance and mutual orientation of different molecules in the unit cell in more detail, in order to quantitatively describe the excitation spectra.

Furthermore, the onset of the excitation spectra differs by about 0.3 eV , which also is in good agreement to previous optical data of thin films as well as measurements in solution [226]. At first glance, this could signal a somewhat larger energy gap for dibenzopentacene. From our calculations of individual molecules we would infer an energy gap that is slightly smaller for dibenzopentacene (by about 0.06 eV ). On the other hand, electronic excitations in molecular crystals are excitons with a significant binding energy, which could also be somewhat different for the two materials due to different crystal arrangements or distances that control the screening of Coulomb interactions in the material. Consequently, the spectral onset in the electronic excitation data as shown in Fig. 4.17 (right panel) represents a lower limit for the energy gap of dibenzopentacene and pentacene but further investigations are necessary, in particular an accurate experimental determination of the energy gap of dibenzopentacene. The close similarity of the low energy excitation spectra of the two materials is a direct consequence of the fact that both the HOMO and LUMO wave functions are very similar (see Fig. 4.18). This is corroborated by our theoretical analysis of the excitation spectra, which yield an assignment of the
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lowest singlet excitation to an almost pure HOMO-LUMO transition with negligible contributions from other, higher energy transitions.
At higher energies (above 3 eV ) the excitations of dibenzopentacene and pentacene are different as also shown in Fig.4.17, as one would expect since the two additional benzene rings in dibenzopentacene must have consequences for the electronic excitations in general. The presence of more $\pi$ states also explains the generally larger intensity of the electronic excitations in dibenzopentacene at energies between 3 and 7 eV . Interestingly, the energy distance between the lowest excitation and the following one in energy is about 0.4 eV smaller for dibenzopentacene, which is in good correspondence to the results from our photoemission studies and calculations, which signal a smaller distance of the electronic states in dibenzopentacene. This-in turn-also results in a downshift of the respective excitations.
Finally, we are left with the surprising contrast that although dibenzopentacene and pentacene are characterized by very similar electronic degrees of freedom, their behaviour upon doping with potassium seems to be radically different as mentioned at the beginning of this section [49, 144]. This indicates that also in the new potassium doped hydrocarbon superconductors electronic correlations are not negligible and have to be considered to fully understand their electronic behaviour. Molecular crystals in general are materials with rather narrow energy bands, which is a direct result of the relatively weak interaction between the individual molecules in the crystal. The band width in many cases is comparable to the repulsion of two charge carriers brought onto a molecule, i.e., molecular crystals can be regarded to be correlated materials [51, 171, 228]. Metallic and insulating phases are indeed known from the alkali-metal-intercalated $\mathrm{C}_{60}$ materials, where small changes in the crystal structure induce a metal insulator transition to a Mott ground state [229-232]. For aromatic hydrocarbons such as picene and coronene crystals, it was also been discussed that electronic correlation effects play an important role and that these crystals when doped with three potassium atoms per molecule are close to a metalinsulator transition into a Mott insulating phase [134, 149, 233]. It remains to be seen, what the exact role of these electronic correlations is for hydrocarbon crystals, and further work is necessary to gain deeper insight into their importance in different crystals.

# Results Part II: EELS On Potassium Doped Aromatic Hydrocarbon Systems 

AFTER the detailed description of the ground state of several selected aromatic hydrocarbon systems in the previous chapter, further investigations are required in order to develop a deeper understanding of the superconducting state, especially superconductivity only occurs when alkali metals (e.g., potassium) are intercalated in the systems. Therefore, it is necessary to study the doping introduced changes in the electronic structure. Apart from the introduction of charge carriers, the addition of potassium can also lead to stable phases with particular stoichiometries. A very important prerequisite for detailed studies as well as the understanding of physical properties is the knowledge about such phases and their existence and stability regions. For instance, the physical properties and the conclusive analysis of experimental data of alkali metal doped fullerenes have demonstrated to be strongly dependent on the existing phases and their characterization [10, 234-238].

### 5.1. Evidence For Phase Formation In K Intercalated 1,2;8,9-dibenzopentacene

The amount of potassium in our doped dibenzopentacene films was determined using core level excitation spectra. In Fig. 5.1 (left panel) we show $\mathrm{C} 1 s$ and $\mathrm{K} 2 p$ core level excitations of undoped and potassium doped dibenzopentacene. These data can be used to analyze the doping induced changes of the potassium doped films. All spectra were normalized at the step-like structure in the region between 291 eV and 293 eV , i.e., to the $\sigma^{*}$ derived intensity, which is proportional to the number of carbon atoms. For the undoped case,
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Figure 5.1.|Left panel: $\mathrm{C} 1 s$ and $\mathrm{K} 2 p$ core level excitations of $\mathrm{K}_{x}(1,2 ; 8,9-$ dibenzopentacene) for $x=0,1,2,3$. Right panel: Comparison between the K $2 p$ core level excitations of 1,2;8,9-dibenzopentacene and $C_{60}$ for different doping stages.
we can clearly identify a sharp and strong feature in the range between 283 and 286 eV , which can be assigned to transitions into $\pi^{*}$ states representing the unoccupied electronic states. The step-like structure above 291 eV corresponds to the onset of transitions into $\sigma^{*}$-derived unoccupied levels. By doping the sample with potassium, the spectrum is still dominated by a sharp excitation feature right after the excitation onset at 283 eV and, in addition, by K $2 p$ core excitations, which can be observed at 297.2 and 299.8 eV , and which can be seen as a first evidence of the successful doping of the sample. Importantly, a reduction of the spectral weight of the first $\mathrm{C} 1 s$ excitation feature is observed in the left panel of Fig. 5.1 upon doping, which can be seen as a further signal of successfully doping because it represents the filling of the conduction band. The stoichiometry analysis can be substantiated by comparing the $\mathrm{K} 2 p$ and C 1 s core excitation intensities in comparison to other doped molecular films with well known stoichiometry, such as $\mathrm{K}_{4} \mathrm{C}_{60}$ or $\mathrm{K}_{6} \mathrm{C}_{6} \underbrace{\text { #7 }}$ (cf. right panel of Fig.5.1) [46]. The results shown in the Fig. 5.1]indicate three different doping levels with $\mathrm{K}_{1} \mathrm{C}_{30} \mathrm{H}_{18}, \mathrm{~K}_{2} \mathrm{C}_{30} \mathrm{H}_{18}$ and $\mathrm{K}_{3} \mathrm{C}_{30} \mathrm{H}_{18}$ composition, which are discussed in more detail in the following.

Initial potassium addition to dibenzopentacene causes major changes in the electronic excitation spectrum as revealed in Fig. 5.2 (left panel), where we show a comparison of the spectra in an energy range of $0-10 \mathrm{eV}$ for different doping steps. These data are taken with a small momentum transfer $q$ of $0.1 \AA^{-1}$. During potassium addition, the dibenzopentacene films have been kept at room temperature.

For undoped dibenzopentacene, we can clearly identify maxima at about 5, 5.9, 6.6, and 7.3 eV as well as a broad shoulder at about 3.75 eV , which are due to excitations between the occupied and unoccupied electronic levels (see Sec.4.5). Upon initial doping, the
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Figure 5.2. |Left panel: Evolution of the loss function of dibenzopentacene in the range of $0-10 \mathrm{eV}$ upon potassium doping measured with a momentum transfer of $q=0.1 \AA^{-1}$. All spectra were normalized in the high energy region between 9-10 eV. (K content increases from bottom to top). The inset shows a simulation of the 2 min doped spectra as a superposition of $55 \%$ of the undoped spectra and $45 \%$ of the 4 min doped spectra. Right panel: Comparison of the loss function for different achieved doped phases.
spectral features become broader. The low energy structures representative of undoped dibenzopentacene decrease in intensity while three new peaks become visible at 1.76, 2.93, and 3.7 eV . The latter steadily increase with doping until a particular doping level (labelled with 4 min K doped in Fig. 5.2 ) is reached. Most importantly, all spectra in the series as shown in the left panel of Fig. 5.2 can be simulated by a corresponding superposition of the spectra of undoped and 4 minutes doped dibenzopentacene. This is demonstrated in the inset in Fig. 5.2, where we show a comparison of the spectrum of a 2 min doped film and a superposition of the two spectra of undoped and 4 min doped dibenzopentacene weighted by 0.55 and 0.45 , respectively. In addition, further potassium addition causes qualitative changes of the spectral shape, in particular the appearance of a new feature at at 0.65 eV (see right panel of Fig. 5.2). Consequently, these two facts strongly indicate the formation of a potassium doped dibenzopentacene phase, and our core level measurements signal that we reached a doping level of $x=1$. Interestingly, this $\mathrm{K}_{1}$ dibenzopentacene is stable up to $100^{\circ} \mathrm{C}$, i. e., heating up the sample to this temperature did not induce visible changes in the valence band as well as in the core level spectra. Increasing to $150^{\circ} \mathrm{C}$ however resulted in a loss of potassium from the films indicated by a reduction of the excitation feature at 1.76 eV . In regard of the electronic ground state of the phase with $\mathrm{K}_{1}$ dibenzopentacene composition, the data in Fig. 5.2 indicate an energy gap of about 0.9 eV , i.e., this $\mathrm{K}_{1}$-phase is insulating.

Starting from the above discussed phase ( $\mathrm{K}_{1}$ dibenzopentacene) and adding further potassium while the films are kept at room temperature leads to a second doped phase, which is characterized by the additional peak in the electronic excitation spectrum at 0.65 eV , and which, according to our core level analysis, has a stoichiometry of $\mathrm{K}_{2}$ dibenzopentacene. Moreover, adding more potassium at this stage leads to the formation
of a potassium overlayer on our films as signalled by the appearance of the charge carrier plasmon excitation of metallic potassium at 3.75 eV . This indicates that there is no further diffusion of potassium into a film with $\mathrm{K}_{2}$ dibenzopentacene composition at room temperature. Intriguingly, keeping the films at room temperature in our ultra high vacuum chamber results in a loss of potassium after several minutes as signalled by a loss of the spectral weight around 0.65 eV , i. e., potassium diffuses out of the film. Cooling a $\mathrm{K}_{2}$ dibenzopentacene film down to 20 K , however, allows to keep the composition stable for at least 15 hours. Again spectra with intermediate composition can be well simulated by the superposition of the spectra of $K_{1}$ dibenzopentacene $+K_{2}$ dibenzopentacene.

To summarize at this point, we prepared two potassium doped phases of dibenzopentacene, $\mathrm{K}_{1}$ dibenzopentacene and $\mathrm{K}_{2}$ dibenzopentacene, which can be obtained by potassium addition at room temperature under UHV conditions and which are well distinguished by corresponding features in the electronic excitation spectra. The temperature stabilty of these two phases is rather different since the former can be heated to about $100^{\circ} \mathrm{C}$ without noticeable changes while the latter is only stable at very low temperatures ( 20 K ).

However, the observation of superconductivity was reported for samples with even higher doping levels, between $x=3$ and 3.5. In order to realize such high doping levels, we had to change our doping procedure. In detail, we heated up the films during potassium addition (which lasted 15 minutes) to temperatures of $60-80^{\circ} \mathrm{C}$, and we annealed the films after each doping step at $80^{\circ} \mathrm{C}$ for about 15 minutes. Finally, at least three doping and annealing cycles were necessary to identify clear changes in the electronic excitation spectra as revealed in Fig. 5.2 (right panel). The feature typical for $\mathrm{K}_{2}$ dibenzopentacene at 0.65 eV disappears and instead a shoulder centered at 0.85 eV shows up. Furthermore, there are slight changes in the double peak structure at 2.93 and 3.7 eV . Our measurements of the C 1 s and $\mathrm{K} 2 p$ core level excitations display a doping level of $\mathrm{x} \approx 3$ (cf. Fig.5.1). The necessary annealing during and after potassium addition clearly signals, that potassium diffusion into the dibenzopentacene films requires much higher activation energies at higher doping levels. Interestingly, the observation of superconductivity in samples with about three potassium atoms per dibenzopentacene molecule [144] was made after long time annealing of the doped samples which also indicates hindered potassium diffusion at room temperature.
Similar to what we observed for the $K_{1}$ dibenzopentacene phase, our films with a $K_{3}$ dibenzopentacene composition also are stable at $100^{\circ} \mathrm{C}$ for more than 15 hours. Further, higher temperatures $\left(150^{\circ} \mathrm{C}\right)$ again result in a loss of potassium from the films, and we observe spectral changes towards the spectral shape of $K_{1}$ dibenzopentacene. Consequently, this implies a potassium binding energy that is rather similar for these two potassium doped dibenzopentacene phases.

Finally, the excitation spectra for the $\mathrm{K}_{2}$ - and the $\mathrm{K}_{3}$-phase do not show clear evidence for an energy gap in contrast to what is observed for $\mathrm{K}_{1}$ dibenzopentacene. Also, measurements with higher momentum transfer do not show the opening of a band gap. This could be taken as evidence for a metallic ground state of these phases, in agreement with the observation of a superconducting phase at higher doping levels [144]. However, the


Figure 5.3. |Provisional phase diagram of $\mathrm{K}_{x}(1,2 ; 8,9$-dibenzopentacene) for $x$ up to 3. In mixed phase regions, the corresponding phases are denoted by their $x$ value, V stands for potassium vapour.
presence of the elastic line in our spectra does not allow the determination of the true ground state, whether metallic or insulating. In general, the doping induced excitation at about 1.76 eV could be interpreted as a transition from the now filled LUMO of dibenzopentacene to the LUMO+1 level. The lowest energy feature around 0.65 eV then could be interpreted as a charge carrier plasmon of the metallic phases. On the other hand, recent photoemission investigations of potassium doped picene and coronene, two other recently reported superconductors, were not able to identify any metallic doped phase, which might be related to the importance of electron-electron correlation effects [240]. Given these facts, further work is required in order to unambiguously demonstrate well defined and well characterized metallic phases of doped hydrocarbon molecular solids. As a consequence we can summarize the doping induced changes in valence band as well as core level excitations, and the temperature dependence of the measured spectra in a provisional phase diagram as depicted in Fig. 5.3. This schematic diagram also includes a solid solution of potassium in the dibenzopentacene films denoted $\alpha$, which would form first upon doping. We note that all our experiments have been carried out at a pressure of about $10^{-10} \mathrm{mbar}$, and that the temperatures as given in Fig. 5.3 do not represent the atmospheric pressure behavior. Furthermore, film growth and doping by deposition from the vapour phase is characterized by the interplay between thermodynamics and kinetics,
which can be nicely seen by the annealing steps that are necessary to achieve a doping level of $K_{3}$ dibenzopentacene.

Hence, the previous discussions signal that the phase stability in dibenzopentacene is rather complicated, it is obvious that informations on phases and electronic structure of such compounds are strongly needed. Unfortunately, we were not able to perform similar experiments for the other hydrocarbons investigated in this thesis, e.g., picene or coronene. The reason for this is the different sublimation temperature of such systems under UHV conditions. For shorter molecules, such as picene, annealing results directly in a loss of material, which influences the findings especially the stoichiometry and therefore the core level excitations. In case of picene, coronene etc. we doped the system until no significant changes were observed in the spectra and a saturated and fully intercalated phase was attained. Furthermore, superconductivity was only observed in all four compounds (phenanthrene, picene, coronene, and 1,2;8,9-dibenzopentacene) after a doping level of about 3 was reached. The following discussion describes the main difference between the undoped and the $\mathrm{K}_{3}$-phase, which provides evident arguments to elucidate the nature of the superconducting state.

### 5.2. Electronic Structure Of Potassium Doped Picene

We start our discussion of the changes, which occur upon potassium addition, with an analysis of the elastic scattering spectra. In the left panel of Fig. 5.4 we show representative electron diffraction profiles of undoped and potassium doped picene films. An analysis of the diffraction peaks of undoped picene with calculated positions based on the known crystal parameters reveals that our films consist mostly of crystallites with their $a^{*}, b^{*}$-plane parallel to the film surface (see also Sec. 4.2 ). The diffraction profile can be well reproduced with the x-ray diffraction pattern of pristine picene from Ref. 129 indicated by black ticks below the curve (note that the x-ray diffraction pattern represents all three directions in contrast to our $a^{*}, b^{*}$-textured films). Upon potassium doping the diffraction profile drastically changes. The diffraction peaks at about $1.25,1.48,2.05$, and $2.52 \AA^{-1}$ disappear, instead some new peaks around $1.18,1.63$, and $2.31 \AA^{-1}$ are observed. This observation is in very good agreement with the published x-ray diffraction pattern for $K_{2.9}$ picene. In our studies, further doping does not change the elastic scattering profile substantially, which indicates that our preparation procedure a doped phase with a stoichiometry close to $\mathrm{K}_{3}$ picene. The addition of more potassium results in the formation of a metallic K overlayer on our films.

To be able to further analyze the doping induced changes, we additionally measured the $\mathrm{C} 1 s$ and $\mathrm{K} 2 p$ core excitation edges. These data, as mentioned in the previous section, can be used to determine the stoichiometry of the potassium doped picene films. Figure 5.4 (right panel) shows the C 1 s and $\mathrm{K} 2 p$ core excitations for potassium doped picene in comparison to those of pure picene. Both spectra were normalized in the region between 291 and 293 eV . For the undoped case, we can clearly identify a sharp and strong feature in the range between $284-286 \mathrm{eV}$, and some additional broad features at 289 and 293 eV . Again


Figure 5.4. |Left panel: Comparison of the elastic diffraction profiles of solid picene for the undoped (black/upper curve) and potassium doped (red/lower curve) case. The ticks below the curves indicate the positions of the x-ray diffraction peaks as reported in Ref. 129. Right panel: C $1 s$ and $\mathrm{K} 2 p$ core level excitations of undoped and potassium doped picene.
below $\sim 290 \mathrm{eV}$ the structures can be assigned to transitions into $\pi^{*}$ states representing the unoccupied electronic states. The fine structure of the low lying, predominant feature was discussed in Sec.4.2. Above 290 eV the spectral weight is dominated by $\mathrm{C} 1 s-\sigma^{*}$ transitions. Also in the case of potassium doped picene the data still reveal some fine structure, which demonstrates the molecular derived nature of the electronic states. Again, the spectrum is dominated by a sharp excitation feature right after the excitation onset at 284 eV and, in addition, by K $2 p$ core excitations, which can be observed at 297.2 and 299.8 eV . The step-like structure at about 287 eV , which can be clearly seen in the undoped case, is not observed. Importantly, a clear reduction of the spectral weight of the first C1s excitation feature by a factor of about 0.62 is observed in Fig. 5.4 upon doping. Taking into account the four conduction bands that contribute to this intensity in the undoped case, this reduction is a clear signal for the successful doping and it can be used to analyze the doping (filling) level of the conduction bands. We thus arrive at a filling of these four levels by three electrons, which is in a very good agreement to our stoichiometry analysis of $\mathrm{K}_{3}$ picene (cf. below) and the fact that each potassium provides its outer s-electron for the doping process.

A similar stoichiometry analysis by comparing the $\mathrm{K} 2 p$ and $\mathrm{C} 1 s$ core excitation intensities with other doped molecular films with known stoichiometry, as described in Sec. 5.1, indicates a doping level of $K_{2.8}$ picene, which again is in very good agreement to the other results discussed above.

Doping of picene also causes major changes in the electronic excitation spectrum as revealed in Fig. 5.5 (upper part), where we show a comparison of the loss functions in an energy range of $0-10 \mathrm{eV}$ taken with a small momentum transfer $q$ of $0.1 \AA^{-1}$. For undoped picene, as discussed in the previous chapter, we can clearly identify maxima at about 3.3, $4.6,6.4$, and 7.3 eV , which are due to excitations between the occupied and unoccupied


Figure 5.5. | Comparison of the loss function in the range of $0-10 \mathrm{eV}$ for undoped (black squares) and K intercalated picene (blue diamonds for the sample with predominant $a^{*} b^{*}$ orientation and red circles for the film with a hugh amount of molecules oriented along the $c^{*}$ axis). Furthermore, a comparison with the theoretical loss function, calculated within the RPA, for the three fundamental directions [100], [010] and [001] is shown in the lower part [151].
electronic levels. Upon doping, the spectral features become broader, and a downshift of the major excitations can be observed. We assign this downshift to a relaxation of the molecular structure of picene as a consequence of the filling of antibonding $\pi^{*}$ levels. The reason for the spectral broadening is unclear at present. We can only speculate that it might be connected to a reduced life time of the electronic excitation in the metallic state and / or to the formation of a doped sample with very small grain sizes. In addition, for the doped films a new structure at about 1.5 eV is observed in the former gap of picene in case of samples with predominantly $a^{*}, b^{*}$ orientation, whereas in case of films with a considerable number of crystallites having their $c^{*}$-axis on the film surface, a well separated two peak structure with maxima at 1.5 and 2.15 eV can be identified. Furthermore, A. Rubio and coworkers calculated the loss function for doped picene based on DFT in the local-density approximation. A precondition for the calculation is the knowledge of the accurate positions of the intercalated atoms. Unfortunately, the crystal structure of potassium-intercalated picene is not fully known experimentally until now. Therefore, they used the crystal structure calculated previously, in which potassium atoms are in intralayer positions [145]. Surprisingly, the calculated effects of potassium doping on the EELS spectra of picene are in a very good agreement with our measured spectra. Apart from the broadening of all the sharp spectral features and the downshift due to the reduction of the gap between bands deriving from HOMO and LUMO states of picene, in all polarization directions appears a new peak at low energy. This peak, which is linked to metallicity in $\mathrm{K}_{3}$ picene, is a signature of a plasmon excitation, as it can be inferred from a zero crossing of the real part of the dielectric function at the energy of the peak. With the


Figure 5.6. $\mid$ Loss function $(\operatorname{Im}(-1 / \epsilon))$, real part $\left(\epsilon_{1}\right)$ and imaginary part $\left(\epsilon_{2}\right)$ of the dielectric function of $K$ doped picene. The momentum transfer is $q=0.1 \AA^{-1}$. Note that in contrast to Fig.5.5. the loss function is corrected for the contribution of the direct beam.
knowledge of the calculations we can determine that the admixture of crystallites with their $a^{*}$ - as well as $b^{*}$-axes parallel to the sample surface to films with predominant $c^{*}$ orientation is not negligible, as seen as an excitation feature at the same energy for both samples. Hence, the following discussion focusses only on predominantly excitations with a polarization in the $a^{*}, b^{*}$ crystal plane.
To obtain deeper insight into these variations, we have analyzed the measured loss function, $\operatorname{Im}(-1 / \epsilon)$, of doped picene using a KKA, similar to the procedure described in Sec.4.2.1. In contrast to the analysis of the spectra of undoped picene the elimination of contributions of the direct beam have been done by fitting the plasmon peak with a model function [241]. The results of this analysis are shown in a wide energy range in Fig.5.6. The loss function (upper panel) is dominated by a broad maximum in the range between $20-25 \mathrm{eV}$ which can be assigned to the $\pi+\sigma$ plasmon, a collective excitation of all valence electrons in the system. Moreover, the maxima between $25-30 \mathrm{eV}$ correspond to the K 3 s absorption edge. Various interband excitations at $2-20 \mathrm{eV}$ can be observed as maxima in the imaginary part of the dielectric function, $\epsilon_{2}$ (lower panel). Most interestingly, the new low energy excitation at about 1.5 eV in the loss function is not represented by a maximum in $\epsilon_{2}$, but by a zero crossing near 1.4 eV in the real part of the dielectric function, $\epsilon_{1}$. Therefore, this spectral feature represents a collective excitation (density oscillation), and we assign it to the charge carrier plasmon of doped picene.
As mentioned above the consistency of our KKA can be tested by an evaluation of the sum rules for the loss function and the dielectric function after our KKA (see Eq. 2.28 ),
which results in a very good agreement of the two values with an error of less than $1.5 \%$. Furthermore, these values are also in good correspondence to what is expected from a calculation of the electron density of doped picene, whereby we find a deviation of $7 \%$ only (with $N=258$ electrons per unit cell is the electron density in the case of $\mathrm{K}_{3}$ picene). For metallic systems a further sum rule, independent of the plasma frequency, can be employed (cf. Eq.2.29), which allows an additional check of our analysis. Here, after our KKA we arrive at a value of 1.55 , very close to the expectation of $\pi / 2$.

To elucidate all the observations further, we show in Fig. 5.7 the optical conductivity $\sigma$ of doped picene. The optical conductivity is directly proportional to the matrix element weighted joint density of states of the corresponding excitation. As revealed by Fig. 5.7. $\sigma$ consists of a free electron contribution at low energies due to intraband transitions in the conduction bands and some additional interband contributions. To obtain a more detailed picture and to separate intraband and interband contributions, we have fitted the optical conductivity in the range between $0-30 \mathrm{eV}$ using a simple Drude-Lorentz model introduced in Sec.2.3.1

$$
\begin{equation*}
\epsilon(\omega)=1-\frac{\omega_{D}^{2}}{\omega^{2}+i \gamma_{D} \omega}+\sum_{j} \frac{f_{j}}{\omega_{j_{o}}^{2}-\omega^{2}-i \gamma_{j} \omega} . \tag{5.1}
\end{equation*}
$$

The Drude (charge carrier) part ( $\omega_{D}, \gamma_{D}$ ) describes the free electron contribution and the Lorentz oscillators ( $f_{j}, \gamma_{j}$ and $\omega_{j_{0}}$ ) represent the interband transitions. The resulting fit parameters are given in Table 5.1 and the fit is shown in Fig.5.7. This Figure demonstrates that our model description of the data is very good. We note, that the result of our fit also describes the real part of the dielectric function very well, which demonstrates the consistency of our description.

Table 5.1. | Parameters derived from a Drude-Lorentz fit of the optical conductivity of K doped picene (as shown in Fig.5.7) using Formula 5.1 for $\mathrm{K}_{3}$ picene. The Drude part is given by the plasma energy $\omega_{D}$ and the width of the plasma (damping) $\gamma_{D}$, while $f_{j}$, $\gamma_{j}$ and $\omega_{j_{o}}$ are the oscillator strength, the width and the energy position of the Lorentz oscillators.

| i | $\omega_{j_{o}}(\mathrm{eV})$ | $\gamma_{j}(\mathrm{eV})$ | $f_{j}(\mathrm{eV})$ | $\gamma_{D}(\mathrm{eV})$ | $\omega_{D}(\mathrm{eV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.05 | 0.15 | 0.31 | 1.14 | 4.22 |
| 2 | 3.22 | 1.83 | 5.74 |  |  |
| 3 | 4.77 | 1.44 | 3.79 |  |  |
| 4 | 6.01 | 2.16 | 4.34 |  |  |
| 5 | 9.53 | 4.94 | 10.62 |  |  |
| 6 | 14.75 | 6.85 | 10.49 |  |  |
| 7 | 24.53 | 16.39 | 13.09 |  |  |



Figure 5.7. $\mid$ Optical conductivity $\sigma=\omega \epsilon_{0} \epsilon_{2}$ of $K$ doped picene for a momentum transfer of $q=0.1 \AA^{-1}$ (black circles) derived by a KKA of the loss function. Additionally, the result of a Drude-Lorentz fit is shown (red line). The inset shows the optical conductivity in a larger range up to 40 eV .

We arrive at an unscreened plasma frequency $\omega_{D}$ of about 4.2 eV , which now can be compared to the expectation value for this plasma frequency taking into account the six conduction electrons per unit cell (2 picene molecules per unit cell) in $K_{3}$ picene:

$$
\hbar \omega_{D}=\sqrt{\frac{n e^{2}}{\epsilon_{0} m_{0}}}=3.52 \mathrm{eV}
$$

This value is somewhat lower than what we have derived using our fit procedure. This might be related to an effective mass of the charge carriers in doped picene, which is reduced as compared to the free electron value, $m_{0}$. For related (undoped) organic crystals such as rubrene [242], PTCDA [243, 244] or pentacene [245] an effective mass also lower than $m_{0}$ has been deduced.

Finally, the difference between the (unscreened) plasma frequency as obtained in our fit and the observed (screened) value that can be read off the loss function (about 1.5 eV ) or the zero crossing of the real part of the dielectric function (about 1.4 eV ), can be described by a background dielectric constant $\epsilon_{\infty}$, which effectively describes the screening of the plasma oscillations due to all higher lying electronic excitation of the system. This results in:

$$
\epsilon_{\infty} \sim\left(\frac{4.22}{1.45}\right)^{2} \sim 8.5
$$

Surprisingly, this value is significantly larger than the static dielectric constant of undoped picene, where we derived a value of 3-3.5 (see Sec.4.2.1). In other words, the screening


Figure 5.8. | Left panel: The momentum dependence of the EELS spectra of $K$ intercalated picene ( $q$ is increasing from top to bottom spectra). Right panel: Plasmon dispersion in $K$ doped picene with a bandwidth of $\approx 390 \mathrm{meV}$ in the considered momentum range. The gray curve represents the fit with a polynomial function.
ability of doped picene seems to be much larger than that of the parent compound, whereas such a dramatic change in the background dielectric constant is for instance not observed going from undoped to doped $\mathrm{C}_{60}$ [246-248]. It is tempting to relate this increased screening ability to the appearance of superconductivity, since the pairing of charge carriers has to overcome their mutual Coulomb repulsion, but this issue certainly needs further investigations from both, experiment and theory to be settled.

In order to obtain a more detailed picture of the charge transfer plasmon in K doped picene we measured the loss function with increasing momentum transfer $q$. As one can see in Fig. 5.8 (left panel) the doping introduced charge carrier plasmon clearly disperses to lower energies with increasing $q$. For the purpose of further quantifying the behavior of the 1.5 eV plasmon we present in Fig. 5.8 (right panel) the evolution of the peak position in the range between $0.1-0.6 \AA^{-1}$. Due to the strong beam damage effects in these organic solids (cf. Sec.4.1) and the low cross section for higher momentum transfers, data for a momentum transfer above $0.6 \AA^{-1}$ are not included in Fig. 5.8. It can be seen that the plasmon dispersion in $\mathrm{K}_{3}$ picene is obviously negative with a bandwidth of at least 390 meV . This is in contrast to what one would expect for an "ordinary" metallic plasmon, where the dispersion should be positive and quadratic [18, 249, 250]. In order to investigate the long-wavelength limit of the plasmon dispersion in potassium intercalated picene in more detail, we fitted the dispersion curve using a polynomial function

$$
\omega(q)=\omega_{p}+\mathrm{A} q^{2}+\mathrm{B} q^{4} .
$$

The parameter $A$ then represents the plasmon behavior for small momenta, i.e., long wavelengths. This fit provides us with the following results (see also Fig. 5.8 left panel): $\hbar \omega_{p}=(1.495 \pm 0.006) \mathrm{eV}, \mathrm{A}=(-2.296 \pm 0.093) \mathrm{eV}^{2}$ and $\mathrm{B}=(3.146 \pm 0.247) \mathrm{eV} \AA^{4}$. This result is
in a very good agreement with the value estimated from the Drude-Lorentz fit of $\sigma$ and further only less than $15 \%$ higher than the value provided by the calculation of the plasma frequency based on the six conductions electrons. In conclusion, the long-wavelength limit of the plasmon dispersion can be well rationalized within an RPA-like description of simple metals. However, the negative slope of the dispersion cannot be justified within the framework of a simple metal. Deviations from the expectation of a quadratic plasmon dispersion have already been reported in the past. Already the heavier alkali metals show vanishing or even negative plasmon dispersions, which has initiated a lot of theoretical work [251]. Over the years different reasons for these observations have been discussed including local field effects, interband transitions and the anisotropy of the effective mass. This emphasizes that the dispersion of the charge-carrier plasmon can be a very complex parameter. Previously, the plasmon dispersion in quasi-one-dimensional metallic systems has been investigated theoretically and experimentally for a few compounds. Within RPA it has been predicted that the plasmon dispersion in one-dimensional metals can be substantially modified by local field effects, i.e., the inhomogeneous character of the electron gas. The influence of local field effects can even cause a negative plasmon dispersion based on a tight-binding description of the electronic bands [252].

At the end of this section we want to present the results of DFT based calculations on potassium intercalated picene for different values of the momentum transfer [151]. In Fig. 5.9 we show the evolution of the loss spectra upon increasing $q$ for the three main crystallographic directions as received from the calculations. In all spectra a broadening of the plasmon peak with increasing $q$ can be observed, whereas only for $q$ along the $a^{*}$ - and $b^{*}$-direction a small negative dispersion can be identified. In order to better understand the nature of the low-energy plasmon and to get further insight into the peculiar plasmon dispersion, the spectra were evaluated separating three different contributions (cf. Fig. 5.9 (d)): (i) only electronic transitions involving the three metallic $\pi^{*}$ bands are taking into account (blue lines), (ii) taking into account also interband transitions (red lines), and (iii) including local field effects (black lines). Comparing the results calculated with and without interband contributions one can find, that for $q$ in the $a^{*} b^{*}$-plane, the prominent peak is related only to transitions among occupied $\pi^{*}$ bands, so that the plasmon peak in the loss spectra is due to collective oscillations of the conduction electrons. On the contrary, for $q$ along the $c^{*}$ axis, interband transitions give a remarkable contribution as well.

The free-electron contribution due to intraband transitions of the six conduction electrons would give rise to a "bare plasmon", which have been simulated by considering only transitions between metallic bands. The bare plasmon frequency has a strong negative dispersion along each direction, which is in contrast to the positive dispersion of a plasmon in the homogeneous electron gas. Such a behavior has been discussed also in literature on the basis of a tight-binding model [253]. This effect is contrasted by interband transitions through screening effects. Including the contribution of interband transitions at frequencies higher than $\omega_{p}$ reduces the negative dispersion of the bare plasmon (can be seen by comparing the blue and red lines in Fig.5.9(d)). Finally, local field effects are


Figure 5.9. | Calculated loss function of $K_{3}$ picene for a momentum transfer $q$ along the $a^{*}, b^{*}$, and $c^{*}$ axes, respectively [151].
responsible for mixing among intraband and higher energy interband $\pi \rightarrow \pi^{*}$ transitions. LFE become more important as the momentum transfer increases, since in real space this implies probing induced charge densities on a shorter scale, where charge inhomogeneities become more relevant. Therefore, LFE further reduce the negative plasmon dispersion, infered by comparing the blue and black lines in Fig. 5.9 (d). On a quantitative level, the effect of interband transitions and crystal local fields on the plasmon dispersion depend on the polarization properties of the molecules. For $q$ along $c^{*}$, the molecules are highly polarizable, so that the corrections to the bare plasmon are large and the negative dispersion is completely suppressed. On the contrary, for $q$ along the $a^{*}$-axis, the effect is weaker (the molecules are less polarizable) and the negative dispersion of the bare plasmon is only reduced, but still visible, as we can see also in the experimental spectra in Fig.5.8.

### 5.3. Electronic Structure Of Potassium Doped Coronene

### 5.3. Electronic Structure Of Potassium Doped Coronene

In this section we discuss the effect of potassium doping on the electronic structure of coronene. In the left panel of Fig. 5.10 we show a comparison of the C 1 s and $\mathrm{K} 2 p$ core-level excitations of undoped and potassium-doped coronene. The observed influences due to potassium doping are very similar to what was observed for K intercalated picene discussed in Sec.5.2. Both spectra are dominated by a well pronounced feature in the range between 284 and 286 eV , whereby the spectral weight is reduced upon doping. Additionally, in case of potassium-doped coronene also the $\mathrm{K} 2 p$ core excitations are observable at 297.2 and 300 eV . In particular, the spectral shape of the $\mathrm{K} 2 p$ core excitations is clearly different from the much broader and less structured $\mathrm{K} 2 p$ core excitation spectrum of a pure potassium multilayer [254]. Both facts, the reduction of the $\mathrm{C} 1 s$ excitation feature as well as the observation of the $\mathrm{K} 2 p$ core excitations, signal a successful doping of the sample. Furthermore, we observe a clear broadening of the first $\mathrm{C} 1 s$ feature which might arise from a change of the binding energy of the C 1 s core levels because of the introduced potassium atoms as well as lifetime effects in the metallic doped coronene. Moreover, upon charging the coronene molecules will most likely undergo a Jahn-Teller distortion [255], which leads to a splitting of the electronic molecular levels and thus to a spectral broadening in our data. Also, band structure calculations of $\mathrm{K}_{3}$ coronene (cf. Ref. 139) predict shifts of the conduction bands as compared to pristine coronene which would result in a broadening as seen in Fig. 5.10. Additionally, also a mixing of different phases, which we cannot exclude, can result in a broadening of the C 1 s signal. The results shown in the left panel of Fig. 5.10 indicate a doping level of $\mathrm{K}_{2.8}$ coronene.


Figure 5.10. | Left panel: C $1 s$ and $\mathrm{K} 2 p$ core-level excitations of undoped (black circles) and potassium-doped (red open squares) coronene. Right panel: Evolution of the loss function of coronene in the range of $0-10 \mathrm{eV}$ upon potassium doping. All spectra were normalized in the high-energy region between 9 and 10 eV .

Moreover, intercalation of coronene thin films with potassium also influences the electronic structure as one can see in Fig. 5.10 (right panel), where we present a comparison of


Figure 5.11. $\mid$ Loss function $(\operatorname{Im}(-1 / \epsilon))$, real part $\left(\epsilon_{1}\right)$ and imaginary part $\left(\epsilon_{2}\right)$ of the dielectric function of $K$ doped coronene. The momentum transfer is $q=0.1 \AA^{-1}$.
the loss functions for different doping steps measured with a momentum transfer of $q=0.1 \AA^{-1}$. Again for undoped coronene we can clearly identify two main maxima at about 4.3 eV and 6.9 eV , and some additional features right after the excitation onset as discussed in Ch .4 Upon doping, the spectral features become broader, and a downshift of the second, major excitation can be observed. We assign this downshift to a relaxation of the molecular structure of coronene as a consequence of the filling of antibonding $\pi^{*}$ levels. Furthermore, a decrease of intensity of the feature at 4.3 eV upon potassium intercalation is visible. In addition, for the doped films new structures at 1.15, 1.9, 2.55, 3.3 , and 3.75 eV are observed in the former gap of coronene. Taking into account the structural relaxation upon doping and the fact that the doped molecules are susceptible to a Jahn-Teller distortion [255], one would expect additional excitations in this energy region similar to what has been observed previously for other doped $\pi$-conjugated material [256, 257]. These then arise from excitations between the split former HOMO and LUMO of coronene and excitations from the former LUMO to LUMO+1, which become possible as soon as the LUMO is occupied. A direct assignment of the observed features however requires further investigations.

In order to obtain deeper insight into potassium-introduced variations, we have analyzed the measured loss function of doped coronene using a KKA. This analysis has been carried out for a metallic ground state since the observation of superconductivity as well as band structure calculations signal such a ground state for the stoichiometry of $\mathrm{K}_{3}$ coronene. Furthermore, the evolution of the loss function in Fig. 5.10 (right panel) indicates a filling of the former energy gap. In Fig. 5.11 we present the results of this analysis in an energy

### 5.3. Electronic Structure Of Potassium Doped Coronene



Figure 5.12. $\mid$ Optical conductivity $\sigma=\omega \epsilon_{0} \epsilon_{2}$ of $K$ doped coronene for a momentum transfer of $q=0.1 \AA^{-1}$ (black circles) derived by a KKA of the loss function. Additionally, the result of a Drude-Lorentz fit is shown (red line).
range between 0 and 40 eV . The loss function (see Fig. 5.11 upper panel) is dominated by a broad maximum in the range between 20 and 27 eV which can be assigned to the $\pi+\sigma$ plasmon. Various interband excitations at $2-20 \mathrm{eV}$ can be observed as maxima in the imaginary part of the dielectric function, $\epsilon_{2}$ (lower panel). Most interestingly, $\epsilon_{2}$ shows in the energy range between 0 and 6 eV only four maxima in contrast to the five features in the loss function. The zero crossing near 1.8 eV in the real part of the dielectric function (middle panel), as well as the absence of a peak at the same energy in the imaginary part of the dielectric function and accordingly the optical conductivity $\sigma$ (see Fig. 5.12), leads to the conclusion that the second spectral feature at 1.9 eV represents a collective excitation, and we assign it to the charge carrier plasmon of doped coronene. For the test of the consistency of our KKA we checked again the sum rules which resulted in a very good agreement of the two values for the loss function and for the dielectric function and further agree with the value that is expected from a calculation of the electron density of doped coronene. Moreover, a further sum rule which is only valid for metallic systems and independent of the plasma frequency (cf. Eq. 2.29 ) can be employed. In case of doped coronene we arrive at a value of 1.562 , which is even very close to the expectation of $\pi / 2$.

In order to obtain access to further information we show in Fig. 5.12 the optical conductivity of potassium-doped coronene, whereas we can derive the dc conductivity of $\mathrm{K}_{2.8}$ coronene of about $6300 \Omega^{-1} \mathrm{~cm}^{-1}$ from the value of $\sigma$ at $\omega=0$. Additionally, we fitted the optical conductivity using a simple Drude-Lorentz model and the resulting fit parameters are given in Tab. 5.2 and are also shown in Fig. 5.12 as a red line. We note that the result of our fit also describes $\epsilon_{1}$ very well, which demonstrates the consistency of our description. We arrive at an unscreened plasma frequency $\omega_{D}$ of about 4.35 eV .

Table 5.2. | Parameters derived from a Drude-Lorentz fit of the optical conductivity of $K$ doped coronene (as shown in Fig. 5.12, using formula 5.1 The Drude part is given by the plasma energy $\omega_{D}$ and the width of the plasma (damping) $\gamma_{D}$, while $f_{j}, \gamma_{j}$ and $\omega_{j_{o}}$ are the oscillator strength, the width and the energy position of the Lorentz oscillators.

| i | $\omega_{j_{0}}(\mathrm{eV})$ | $\gamma_{j}(\mathrm{eV})$ | $f_{j}(\mathrm{eV})$ | $\gamma_{D}(\mathrm{eV})$ | $\omega_{D}(\mathrm{eV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.47 | 1.01 | 3.12 | 0.40 | 4.35 |
| 2 | 2.25 | 0.65 | 2.55 |  |  |
| 3 | 2.90 | 0.34 | 2.22 |  |  |
| 4 | 3.57 | 0.22 | 1.06 |  |  |
| 5 | 4.52 | 0.77 | 3.67 |  |  |
| 6 | 5.48 | 1.83 | 5.26 |  |  |
| 7 | 9.15 | 2.75 | 7.00 |  |  |
| 8 | 10.64 | 2.84 | 6.76 |  |  |

Furthermore, we can compare this value with the plasma frequency which we expect if we take the additional six conduction electrons per unit cell (2 coronene molecules per unit cell) in $\mathrm{K}_{3}$ coronene into account. We arrive at a value of 3.42 eV which is somewhat lower than what we derived using our fit procedure. This might again be related to an effective mass of the charge carriers in doped coronene. Finally, a comparison of the unscreened and screened plasma frequencies can be used to derived the averaged screening $\epsilon_{\infty}$ of the charge carrier plasmon. This gives a value of $\epsilon_{\infty} \sim(4.35 / 1.8)^{2} \sim 5.8$. We note however that this is a very rough approximation for $\mathrm{K}_{3}$ coronene, since there are close lying interband excitations in the corresponding energy region.

### 5.4. Further Candidates For Hydrocarbon Superconductors

After the discovery of superconductivity with rather high transition temperatures in different, potassium doped aromatic hydrocarbons the search for further candidates of this "new class" of superconductors is the normal way of the research routine. Chrysene displays a close relative of the two superconductors phenanthrene and picene and is also made of benzene rings which are arranged in a zigzag manner. A comparison with the electronic structure of undoped as well as potassium doped chrysene with the spectra of picene might promote some interesting results which support the prediction of superconductivity in chrysene.

The comparison of the C1s core level excitation of pristine chrysene with pristine picene show, as depicted in Fig. 5.13 , that the principle shape of the dominant and strong excitation in the range between 284 and 286 eV are very similar. The C 1 s core-level excitation in chrysene is characterized by a fine structure with four maxima around 284.7, $284.8,285.1$, and 285.4 eV , very similar to picene and coronene (cf. Sec. 4.2 and Sec. 4.3 ). In


Figure 5.13. | Left panel: C $1 s$ and $\mathrm{K} 2 p$ core level excitations of undoped and potassium doped chrysene. Right panel: C $1 s$ excitation data of solid chrysene and picene.
case of picene and coronene, as mentioned in the previous discussion, this fine structure is in very good agreement with first-principle band structure calculations which find four close-lying conduction bands in this region. Furthermore, similar theoretical calculations have been performed for phenanthrene and resulted in four conduction bands near the Fermi level, which are very close in energy and show a strong molecular character with weak overlap related to the LUMO and LUMO+1 [159]. Unfortunately, similar theoretical investigations are absent for chrysene, but because of the analogy in crystal structure compared to phenanthrene and picene it is reasonable to assume a very similar band structure for chrysene and we assign the structures observed for chrysene in Fig. 5.13 (right panel) also to four unoccupied levels that are very close in energy. Furthermore, in Fig. 5.13 (left panel) we present the comparison of the $\mathrm{C} 1 s$ and $\mathrm{K} 2 p$ core excitation edges for pure and $K$ intercalated chrysene with highest archived doping level. A similar interpretation of the spectra as in the previous sections results in an intensity reduction of the first C 1 s excitation feature of about $30 \%$, i.e., the doping has resulted in about 2.4 electrons per chrysene molecule. Additionally, the stoichiometry analysis based on a comparison of the $\mathrm{K} 2 p$ and C 1 s core excitation intensities of doped chrysene with that one of $K_{6} \mathrm{C}_{60}$ signals a doping level of $\mathrm{K}_{2.7}$ chrysene. This value is slightly larger than our estimate via the C 1 s intensity variation above. Since the previous approach is quite sensitive to the background due to higher lying excitations, we consider the doping level of $K_{2.7}$ chrysene as representative.

In common with doped picene also the electronic excitation spectrum of chrysene changes substantially upon potassium doping. In the left panel of Fig. 5.14 we present the evolution of the loss function up to 10 eV excitation energy as a function of potassium addition. These data are taken with a small momentum transfer $q$ of $0.1 \AA^{-1}$. In the former gap of chrysene new spectral features gradually show up at about 1.3, 2.8, and 3.4 eV with increasing doping level, while the other structures broaden and lose intensity. Also, a downshift of the major excitations can be observed. We assign this downshift


Figure 5.14. |Left panel: Evolution of the loss function of chrysene in the range of $0-$ 10 eV upon potassium doping measured with a momentum transfer of $q=0.1 \AA^{-1}$. All spectra were normalized in the high-energy region between 9 and 10 eV . The inset shows a comparison of the spectra of undoped and highest doped chrysene ( $\mathrm{K}_{2.7}$ chrysene). Right panel: Optical conductivity of K-doped chrysene derived by a KKA of the measured loss function. Additionally, the result of a Drude-Lorentz fit is shown as red line.
to a relaxation of the molecular structure of chrysene and the concomitant shift of the electronic molecular orbitals as a consequence of the filling of antibonding $\pi^{*}$ levels. The spectrum for $\mathrm{K}_{2.7}$ chrysene represents saturation doping under the conditions applied in our experiment, and in the inset of Fig. 5.14 (left panel) we depict a comparison of the spectra for undoped and highest doped chrysene. Moreover, the data in Fig. 5.14 suggest a smooth transition from undoped chrysene to a doped phase without indication of intermediate phases which could have different electronic excitation spectra. This is in contrast to the observations of 1,2;8,9-dibenzopentacene describe in Sec. 5.1 or other doped molecular crystals, where the electronic excitations clearly change in a multi-step manner according to the formation of various doped phases with particular potassium content [258-260]. Consequently, in the following we will concentrate on the potassium doped chrysene sample with highest doping level and analyze its properties in further detail.

To obtain deeper insight into the doping induced variations, we have analyzed the measured loss function of $K_{2.7}$ chrysene using again a KKA. The results of the KKA provide us the possibility to get additional information about the nature of the observed spectral features. In analogy to the results in the previous chapter, the new low energy excitation at about 1.3 eV in the loss function is not represented by a maximum in $\epsilon_{2}$, but by a zero crossing in the real part of the dielectric function. Therefore, this spectral feature represents a collective charge carrier excitation, and we assign it to the charge carrier plasmon of doped chrysene. To elucidate all the observations further, we show in Fig. 5.14 (right panel) the optical conductivity $\sigma$ of doped chrysene. Even in case of doped chrysene the optical conductivity consists of a free electron contribution at low energies due to

### 5.4. Further Candidates For Hydrocarbon Superconductors

Table 5.3. | Parameters derived from a Drude-Lorentz fit of the optical conductivity. The Drude part is given by the plasma energy $\omega_{D}$ and the width of the plasma (damping) $\gamma_{D}$, while $f_{j}, \gamma_{j}$ and $\omega_{j_{0}}$ are the oscillator strength, the width and the energy position of the Lorentz oscillators.

| i | $\omega_{j_{0}}(\mathrm{eV})$ | $\gamma_{j}(\mathrm{eV})$ | $f_{j}(\mathrm{eV})$ | $\gamma_{D}(\mathrm{eV})$ | $\omega_{D}(\mathrm{eV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.53 | 0.99 | 3.52 | 0.62 | 3.79 |
| 2 | 3.02 | 0.35 | 2.55 |  |  |
| 3 | 3.86 | 0.74 | 2.08 |  |  |
| 4 | 4.30 | 1.18 | 3.63 |  |  |
| 5 | 5.34 | 1.30 | 3.76 |  |  |
| 6 | 6.34 | 0.93 | 2.49 |  |  |
| 7 | 9.82 | 5.69 | 12.11 |  |  |

intraband transitions in the conduction bands and some additional interband contributions. Following the evaluation procedure used in case of picene and coronene and further to get the right energy positions of the single oscillators as well as the width and the strength we fitted the optical conductivity using a Drude-Lorentz model. The resulting fit parameters are given in Table 5.3 and are also shown in Fig. 5.14 (right panel) as a red line. We arrive at an unscreened plasma frequency $\omega_{D}$ of about 3.79 eV . A comparison of the unscreened and screened (measured) plasma frequencies can be used to derive the averaged screening background dielectric constant and results $\epsilon_{\infty} \sim(3.79 / 1.3)^{2} \sim 8.5$.

This value is significantly larger than the static dielectric constant of undoped chrysene, where we derived a value of 3-3.1, and which is in very good agreement with reported values [261, 262]. In other words, the screening ability of doped chrysene seems to be larger than that of the parent compound. A similar behavior was observed in potassium doped picene and coronene.

At the end of the discussion we show in Fig. 5.15 (left panel) the evolution of the loss function of K doped chrysene with increasing $q$ in an energy range between 0 and 10 eV . With increasing momentum transfer the spectra somewhat broaden in the entire energy range. While all visible features above 1.5 eV do not show a change in their energy position, we observe a significant downshift for the charge carrier plasmon. In the right panel of Fig.5.15, we present the evolution of the plasmon dispersion in the range $0.1-0.6 \AA^{-1}$. This dispersion is negative with a bandwidth of at least 250 meV . Our observation is in close analogy with the observed negative plasmon dispersion of the charge carrier plasmon in doped picene (cf. Fig. 5.15 blue squares). However, the bandwidth of the plasmon dispersion in picene in this momentum transfer range is $\approx 150 \mathrm{meV}$ larger. Such a negative plasmon dispersion is in contrast to the traditional picture of metals based on the homogeneous electron gas, but the situation in molecular crystals can be considerably different, as e.g., reported for alkali-doped $\mathrm{C}_{60}$ compounds [246]. Furthermore, the calculations presented in Sec. 5.2 show, that this finding is the result


Figure 5.15. |Left panel: Momentum dependence of the EELS spectra of doped $\mathrm{K}_{2.7}$ chrysene. Right panel: Plasmon dispersion for K doped chrysene in comparison to $K$ doped picene up to a momentum transfer $q$ of $0.6 \AA^{-1}$,
of the competition between metallicity and electronic localization on the molecular units. Since the electrons are mainly confined to the individual molecules, conduction electrons alone give rise to the negative dispersion, which is reduced by molecular polarization and crystal local-field effects.

In conclusion, due to the analogy between the observed changes in the electronic structure upon potassium doping between chrysene and picene and further the similarity in the crystal structure, as mentioned at the beginning of this section, one can speculate that chrysene is a promising candidate for another aromatic hydrocarbon superconductor with a transition temperature between that of phenanthrene and that of picene. This issue certainly needs further investigations from both, experiment and theory to be settled.

## Summary And Outlook

THE main aim of this work was to give insight into the electronic properties of several selected aromatic hydrocarbon system in the condensed phase, in particular for 3 systems, which recently were found to be superconducting, if intercalated with alkali metals. Therefore, the electronic structure, both in the undoped as well as in the potassium doped state, of picene, coronene, and 1,2;8,9-dibenzopentacene have been extensively investigated using electron energy-loss spectroscopy as the main experimental method. Additionally, also photoemission spectroscopy experiments have been performed to investigate the occupied electronic density of states close to the chemical potential. In order to learn more about the electronic structure we compared the results we obtained from EELS and photoemission spectroscopy with theoretical calculations based on DFT using LDA.

In detail, in case of picene our data reveals a high density of unoccupied states close to the Fermi energy. The loss function measured at small momentum transfer values is in a very good agreement with theoretical calculations and we assigned the observed excitations to different interband transitions as well as to plasmons. Furthermore, our EELS studies at low temperatures and as a function of momentum transfer enabled us to elucidate the low-energy singlet excitations in solid picene. The electronic excitation spectrum consists of five excitons below the transport energy gap. While only one of these excitons is seen in the condensed phase, and we attribute it to a charge-transfer excitation involving neighboring molecules in the crystal. Moreover, this solid-state specific exciton is also distinguished by a significant dipole forbidden character, as revealed by our momentum-dependent investigations.

The electronic excitation spectrum changes substantially upon doping. In particular, a new low energy feature is observed at about 1.5 eV in the former optical gap, which is assigned to the charge carrier plasmon of doped picene (whereas electron diffraction

[^10]and core level excitation data signal the formation of a doped phase with a stoichiometry close to $K_{3}$ picene, which is reported to become superconductive). Interestingly, this charge carrier plasmon disperses negatively upon increasing momentum transfer, which deviates significantly from the traditional picture of metals based on the homogeneous electron gas. The comparison with calculations of the loss function of potassium intercalated picene shows how this finding is the result of the competition between metallicity and electronic localization on the molecular units.

For a further understanding how potassium influences such hydrocarbon systems, we studied additionally the electronic properties of coronene and chrysene, whereby the latter displays a close relative to phenanthrene and picene. For both systems the doping introduced changes are in a comparable range such as observed for picene. The pristine materials show a fine structure in the C 1 s signal, which can be seen as an evidence for four energetically close lying conduction bands near the Fermi level. This observation seems to be uniform in all hydrocarbons built up-in one or another way-in such a zigzag manner. In case of chrysene a doping level of $x=2.7$ could be archived, whereas in case of coronene the stoichiometry analysis indicates a doping level of about $x=2.8$. The changes in the excitation spectra can be summarized with the appearance of one prominent low energy excitation at 1.3 eV , in case of chrysene, and several new features, which show up upon potassium intercalation, in case of coronene. Interestingly, carrying out a Kramer-Kronig analysis of the measured loss spectra lead to a significant increase of the background dielectric screening for the doped systems as compared to the parent compound. This might be related to the appearance of superconductivity in doped picene and coronene, and one can argue that chrysene is a promising candidate for another aromatic hydrocarbon superconductor.

In this context, we further investigated the influence of potassium doping on thin films of 1,2;8,9-dibenzopentacene-the hydrocarbon superconductor with the highest $T_{c}$. The doping induced changes in the valence band as well as in core level excitations, and the temperature dependence of the measured spectra clearly indicate the formation of phases with $\mathrm{K}_{1}$ dibenzopentacene, $\mathrm{K}_{2}$ dibenzopentacene, and $\mathrm{K}_{3}$ dibenzopentacene composition. These different phases are characterized by the appearance of several new peaks in the excitation spectra. Our data suggest that $K_{1}$ dibenzopentacene has an insulating ground state with an energy gap of about 0.9 eV , while $\mathrm{K}_{2}$ dibenzopentacene and $\mathrm{K}_{3}$ dibenzopentacene might well be metallic, because of the absence of an energy gap in the electronic excitation spectra. Interestingly, a comparison of the photoemission as well as EELS spectra of undoped 1,2;8,9-dibenzopentacene with pentacene reveals that the electronic states close to the Fermi level and the electronic excitation spectra of the two materials are extremely similar, which is due to the fact, that the additional two benzene rings in 1,2;8,9-dibenzopentacene virtually do not contribute to the delocalized $\pi$ molecular orbitals close to the Fermi level. The wave functions of the HOMO and LUMO of 1,2;8,9dibenzopentacene are essentially restricted to the inner-pentacene-like-part of the molecule and maintain their character compared to pentacene. This results in almostidentical ionization potentials and electron affinities for the two materials. This close
electronic similarity is in contrast to the behavior upon potassium doping, where evidence for a Mott state has been reported in the case of pentacene, while 1,2;8,9-dibenzopentacene has been found to become superconducting.
Finally, we compared the low energy excitation spectra of chrysene with picene as well as tetracene with pentacene crystals to gain information about, what makes this zigzag structure compared to the linear arrangement of benzene rings so special. Our data reveal a significant difference between the former and the latter two materials. While for the phenacenes (zigzag arrangement) the excitation onset is characterized by up to five weak excitation features with only small anisotropy and without visible Davydov splitting within the $a^{*}, b^{*}$-planes, the acene (linear arrangement) spectra are dominated by a large excitation close to the onset and a sizable Davydov splitting. We further show that the spectral shape of the pentacene excitation spectrum provides clear evidence for a large admixture of molecular Frenkel-type excitons with charge-transfer excitations resulting in excited states with a significantly mixed character. This conclusion is in good agreement with recent advanced calculations which predicted a charge-transfer admixture to the lowest singlet excitation which is significantly dependent upon the length of the acene molecules. Moreover, also for picene and chrysene we observe differences which point towards an increased charge-transfer contribution to the singlet excitation spectrum in the former.

As an outlook, we show in Fig. 6.1 the dependence of the superconducting transition temperature on the number of benzene rings for the four hydrocabon systems, which become superconductors upon alkali doping. It can be seen, that with increasing length of chain, $T_{c}$ increases from 5 K for $\mathrm{K}_{3}$ phenanthrene with three benzene rings to 18 K for $\mathrm{K}_{3}$ picene with five benzene rings, and up to 33 K for $\mathrm{K}_{3}$ dibenzopentacene with seven benzene rings. Additionally, also coronene, which is structurally different from the three other hydrocarbon superconductors, with a $T_{c}$ of 15 K is shown in the Fig. 6.1. This behavior is in contrast to the theoretical prediction that, assuming a conventional BCS mechanism with electron-phonon interaction, and the same density of states at the Fermi level, forecasts that the doped phenanthrene should have the highest $T_{c}$ in all aromatic hydrocarbons. In all molecular crystals it is however known, that the crystal structure, molecular overlaps, and phonon modes are important factors for determining the strength of pairing interaction. Usually, increasing the length of the chain would increase the extent of its interactions with neighboring chains, while the density of states at the Fermi level is mainly dominated by intermolecular interactions. Up to now it is still not clear whether the perfect W -shaped configurations of benzene rings (such in picene) are the key role to achieve superconductivity in doped polycyclic aromatic hydrocarbons, even if a kink in the structure seems to be a precondition for the occurrence of superconductivity. Furthermore, $T_{c}$ seems to increases with the length of the molecule.

Further detailed studies are needed, both experimental and theoretical, to shine more light on the mechanism of superconductivity in these new hydrocarbon superconductors, which constitute a new class of carbon-based superconductors, and the link to structurally


Figure 6.1. | Comparison of $T_{c}$ of the "new" hydrocarbon superconductors as a function of the number of benzene rings building the molecule.
properties. A direct extension of this work could be to study on the one hand the doping dependence of the EELS spectra of the investigated hydrocarbons with other alkali metals, e.g., sodium, rubidium, or even calcium, whereas the latter one provides one additional electron compared to potassium. On the other hand the investigation of the electronic structure of other hydrocarbons, which are structurally related to picene or 1,2;8,9-dibenzopentacene, e.g., fulminene (six benzene rings which are arranged in a zigzag manner) can be very instructive. Moreover, characterisation of hydrocarbons, which consist of both cyclopentane (five membered ring) as well as benzene rings, such as corannulene and truxene, can help to understand the influence of localization on the electronic structure and might be a guide to further promising candidates of high $T_{c}$ organic superconductors.

The discovery of this "new class" of organic superconductors is an exciting new development in the search for carbon-based superconductors. The strong electron-phonon coupling of the hydrocarbon molecule may produce high $T_{c}$ 's, comparable to those of $\mathrm{C}_{60}$ superconductors. Due to the multiband character of the conduction and valence bands, interesting electron correlation effects including electron mechanisms of superconductivity may also be expected. Therefore, studying carbon, with its many allotrops and compounds, is one of the most fascinating problems in science and, in particular, the discovery of superconductivity in metal-doped aromatic molecules opens a new and auspicious field of research.
"The important thing is not to stop questioning."
Albert Einstein

# Relativistic Calculation Of The Incoming Wave Vector 

To get a better understanding of the kinetics within the EELS experiments and to extend the discussion in Sect. 2.2 , the main aim of this appendix is to calculate the absolute values of the wavevector of the incoming electrons in the EELS spectrometer.

The starting point is the relativistic conservation of energy, which is given by

$$
m(v) c^{2}=m_{0} c^{2}+E_{0}=\gamma m_{0} c^{2}
$$

where $E_{0}=172 \mathrm{keV}$ stands for the energy of the incoming electrons due to the acceleration in the spectrometer, $m_{0}$ is the invariant mass of the electrons, $c$ the speed of light in vacuum, and $\gamma$ is the Lorentz factor defined by

$$
\gamma \equiv \frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}=1+\frac{E_{0}}{m_{0} c^{2}}
$$

The previous formula provides a connection between the energy of the electrons and their velocity

$$
v^{2}=c^{2}-\left(\frac{m_{0} c^{2}}{m_{0} c^{2}+E_{0}}\right)^{2}
$$

On the other hand the 4 -vector of the momentum reads

$$
p^{\mu}=\left(\frac{E}{c}, \boldsymbol{p}\right)=\left(\frac{E}{c}, m \boldsymbol{v}\right)=\left(\frac{E}{c}, \gamma m_{0} \boldsymbol{v}\right)=\left(\frac{\hbar \omega}{c}, \hbar \boldsymbol{k}_{0}\right) .
$$

So the spatial part of the momentum 4 -vector is related to the wave vector $k_{0}$ which is then given by

$$
k_{0}=\frac{m_{0}}{\hbar} \gamma v
$$

Finally, this leads with the known electron energy to

$$
k_{0}=\frac{m_{0} c}{\hbar} \cdot\left(1+\frac{E_{0}}{m_{0} c^{2}}\right) \cdot \sqrt{1-\left(\frac{m_{0} c^{2}}{m_{0} c^{2}+E_{0}}\right)^{2}} .
$$

Inserting all the known quantities

$$
\begin{aligned}
m_{0} & =512 \frac{\mathrm{keV}}{\mathrm{c}^{2}} \\
E_{0} & =172 \mathrm{keV} \\
c & =3 \cdot 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}} \\
\hbar & =1.054 \cdot 10^{-34} \mathrm{Js}
\end{aligned}
$$

justifies the relativistic approach, as

$$
\begin{equation*}
\frac{v}{c} \approx 0.66 \tag{A.1}
\end{equation*}
$$

and yields an approximate value for the wave vector

$$
\begin{equation*}
k_{0} \approx 230^{-1} . \tag{A.2}
\end{equation*}
$$

"By following well laid paths some forgotten flower may be gathered, but nothing essentially new will be found."

August Kekulé*

## Structure And Aromaticity

The aim of this appendix is to shine light into the topic of Clar structures and the rules behind and further to understand how aromaticity and the arrangement of benzene rings within the molecule influences physical properties. Aromaticity is one of the most discussed properties in organic chemistry, whose definition and conceptialization remain controversial. The earliest use of the word "aromatic" was in an article by August Wilhelm Hofmann in 1855 [263]. The next major advance was the description of the structure of benzene by August Kekulé in 1865 who further suggested that the number of isomeres in substituted benzenes could be accounted for by "oscillation" between two different arrangements of bonds [264]. Over the next few decades, most chemists readily accepted this structure, since it accounted for most of the known isomeric relationships of aromatic chemistry. The cyclic nature of benzene was finally confirmed by the crystallographer Kathleen Lonsdale in 1929 [265, 266].

A important step towards the comprehension of aromatic concepts represents the socalled Hückel $(4 n+2)$-rule introduced by physical chemist Erich Hückel in 1931 [267-269]. Interestingly, although Hückels rule is strictly applicable to single ring systems [270], many polycyclic aromatic hydrocarbon systems follow it likewise. But coronene, for example, displays a famous exception of the rule because it is still aromatic even though it doesn't fulfil the ( $4 n+2$ )-rule.

It was Erich Clar who introduced a novel representation of benzenoids in which localized $\pi$-sextets are emphasized and within his model the "extra" stability of $6 n \pi$-systems can be explained [98, 99]. His work followed an earlier suggestion by Armitt and Robinson in 1925 to collect $\pi$-electrons in benzenoids, when possible, into groups of six, which are located within single nonadjacent benzenoid rings [271]. A Clar structure can be constructed as a valence structure satisfying the following simple rules: (1) Draw as many as possible $\pi$-sextets in nonadjacent rings (there may be more than one realisation, which should then be indicated by arrows) and (2) Having as few as possible $\mathrm{C}=\mathrm{C}$ double bonds (it is required that the carbon atoms not involved in the sextet rings should be coupled to
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(a)

(b)

Figure B.1. | Comparison between the Clar structure of two isomers: phenanthrene and anthracene. (a) Application of Clar's sextet rule to phenanthrene indicating that the structure with two $\pi$-electron sextets in the outer rings is more favourable than the alternative structure with a single $\pi$-electron sextet in the central position. (b) Clar structure of anthracene, whereas the arrow indicate that more than one realisation is possible.
form $\mathrm{C}=\mathrm{C}$ double bonds). In other words, after assigning $\pi$-sextets to as many rings as possible one continues to assign $\mathrm{C}=\mathrm{C}$ double bonds so that all the $\pi$-electrons are either included in sextets or $C=C$ double bonds to complete a valence structure. The localized $\pi$-sextet is represented formally by a circle inscribed in a benzene ring. For instance, in the case of phenanthrene, two structure may be drawn, one with aromatic sextets in both outer rings and one with a single aromatic sextet in the central ring (cf.B.1](a)). The latter one did not follow the sextet rule and is therefore energetically not so favourable as the former one. Therefore in this molecule the outer rings are firmly aromatic while its central ring is less aromatic and therefore more reactive. In contrast, in anthracene (B.1 (b)) the number of sextets is just one and aromaticity spreads out. This difference in number of sextets is reflected in the UV absoption spectra of these two isomers. Phenanthrene has its highest wavelength absorbance around 290 nm , while anthracene has highest wavelength bands around 380 nm .

Many experimental confirmations suggest that Clar's model provides a reasonable and accurate representation of the physical reality [272-276]. Thus, it explains the decrease in stability and aromaticity of the acenes with increasing annelation (like mentioned in Sec.3.2.2. The higher members of the series are increasingly reactive and behaving more like highly conjugated olefins than aromatic hydrocarbons. In conclusion, the considerably greater stability of the phenacenes compared to the acenes can be understood on the basis of the increasing number of aromatic sextets due to an increase of number of benzene rings, whereas the number of sextets doesn't change by increasing the length of the molecule for linearly fused benzene rings (see Fig.B.2). Furthermore, several theoretical studies have offered a justification of Clar's theory [277-279].

However, when the $\pi$ sextets exhaust all the chemical bonds (which means the system have only two types of rings: rings with $\pi$-sextets and "empty" rings), then the structure is called "fully benzenoid", which defines the most aromatic case. For instance, triphenylene


Figure B.2. |Clar structures of different hydrocarbons differs in the arrangement of the benzene rings, which display the building block.
$\left(\mathrm{C}_{18} \mathrm{H}_{12}\right.$, consisting of four fused benzene rings as depicted in Fig. B. 2 (d)) can be seen as such a fully benzenoid PAH, meaning its structure is composed only of full benzene rings interconnected by $\mathrm{C}-\mathrm{C}$ single bonds. As a consequence, triphenylene is much more resonance stable than its isomers like chrysene or tetracene, which makes it much more difficult to hydrogenate them to the saturated hydrocarbon.

In this sense, phenanthrene as well as picene are not fully benzenoid, because besides the sextets there exist rings with a single $\mathrm{C}=\mathrm{C}$ double bond (cf. Fig. B.2). This is different to acenes for which there are as many Clar realisations as number rings exists. Thus, one can summarise that for hydrocarbons fused in a zigzag manner: (I) odd number of rings (phenanthrene, picene etc.) are non-fully benzenoid (with each molecule having a unique Clar structure), while (II) even numbers of benzene rings (chrysene etc.) are also non-fully benzenoid (but with each having multiple Clar structures). Straight arranged benzene rings (tetracene, pentacene etc.) are non-fully benzenoid (each having many Clar structure) (see Fig. B.2). Interestingly, maybe this is another hint for assuming that the kink in the structure and associated with that, the tendency of the wave function to be localized on the sextets are of strong importance. Hence, the relation of these quantum chemical properties with band structures and how these properties affect the electronic structure when these molecules are crystallised is a interesting future problem.

For further reading one may find more informations in Ref. 280 and Ref. 281.

# Additional Information About Experimental And Theoretical Methods 

Because of the fact, that photoemisson spectroscopy (PES) displays not the main experimental method used in this thesis a detailed introduction in this technique is not presented at the beginning of this dissertation. In consequence, this spectroscopic method is essential to get a deeper insight into the first occupied electronic levels-the so-called density of states (DOS) -near the Fermi energy, and thus PES represents a helpful tool for the development of a thorough understanding of the normal state properties, it is nevertheless useful to offer some informations and experimental parameters we use in our experiments. Therefore, the main aim of this appendix is to support the reader of this thesis with some additional informations about the PES measurements as well as the theoretical calculation presented in Sec. 4.2 .

## C.1. Photoemission

For our PES studies, picene films with a thickness of about 6 nm were prepared by in situ thermal evaporation. A quartz microbalance was used to monitor the thickness of the films, which were grown with typical deposition rates in the order of $0.1 \mathrm{~nm} / \mathrm{min}$ on a clean, polycrystalline gold substrate under ultra-high vacuum conditions. X-ray photoemission spectroscopy (XPS) and ultraviolet photoemission spectroscopy (UPS) experiments were carried out using a commercial PHI 5600 spectrometer equipped with two light sources. A monochromatized $\mathrm{Al} \mathrm{K} \alpha$ source provided photons with an energy of 1486.6 eV for XPS. Photons with an energy of 21.21 eV (He discharge lamp) were used for valence band measurements. All UPS measurements were made by applying a sample bias of -5 V to obtain the correct, secondary electron cutoff that is required for determining the work function and the ionization potential. The recorded spectra were corrected for the contributions of He satellite radiation. The total energy resolution was about 350 meV (XPS)

[^12]and 100 meV (UPS), respectively. The binding energy (BE) scale was aligned by measuring the Fermi edge $(0 \mathrm{eV})$ and the $\mathrm{Au} 4 \mathrm{f} 7 / 2$ emission feature $(84.0 \mathrm{eV})$ of the polycrystalline gold substrate. For further details of cleaning the substrate and characterization of films see the literature [282].

## C.2. Theory

Experimental measurements were complemented by first-principles electronic structure calculations. Since density functional theory (DFT) in local density approximation (LDA) is known to underestimate band gaps [283], quasiparticle energies were calculated using the accurate GW self-energy approximation [284] of many-body perturbation theory, where the self-energy is given by the product of the Green's function $G$ and the dynamically screened Coulomb interaction $W$. These quasiparticle corrections change the positions and intensities of the main peaks as shown in Fig.C. 1 for picene and one can conclude that the GW calculations gives much better agreement with experiment. The crystal structure was optimized in LDA starting from experimental positions from [67]. The experimental loss functions were simulated in the random-phase approximation (RPA) [283], using norm-conserving pseudopotentials, including 700 LDA bands in a $4 \times 4 \times 2$ Monkhorst-Pack grid of $\mathbf{k}$-points. Crystal local-field effects [283] are taken into account by inverting a matrix $\epsilon^{-1}$ of rank 73 G vectors in the reciprocal space. For self-energy calculations, we have used 7000 plane waves in the expansion of the wavefunctions, 350 empty bands, a $6 \times 6 \times 4$ Monkhorst-Pack k-point grid and a plasmon-pole model approximation in the calculation of $W$. Quasiparticle energies are obtained as first-order corrections to LDA eigenvalues. For comparison as shown in Fig. 4.4 , the calculated spectra were convoluted with a Gaussian function of half-width 0.2 eV for the PES and 0.075 eV for the EELS.


Figure C.1. $\mid$ Comparison between LDA and $G W$ densities of valence states for picene.
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