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#### Abstract

This paper deals with a connection between two decision problems for recognizable trace languages: the star problem and the finite power property problem. Due to a theorem by Richomme from 1994 [26, 28], we know that both problems are decidable in trace monoids which do not contain a C4 submonoid. It is not known, whether the star problem or the finite power property are decidable in the C 4 or in trace monoids containing a C 4 .

In this paper, we show a new connection between these problems. Assume a trace monoid $\operatorname{IM}(\Sigma, I)$ which is isomorphic to the Cartesian Product of two disjoint trace monoids $\mathrm{MM}\left(\Sigma_{1}, I_{1}\right)$ and $\operatorname{MM}\left(\Sigma_{2}, I_{2}\right)$. Assume further a recognizable language $L$ in $\operatorname{MM}(\Sigma, I)$ such that every trace in $L$ contains at least one letter in $\Sigma_{1}$ and at least one letter in $\Sigma_{2}$. Then, the main theorem of this paper asserts that $L^{*}$ is recognizable iff $L$ has the finite power property.
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## 1 Introduction

Free partially commutative monoids, also called trace monoids, were introduced by Cartier and Foata in 1969 [3]. In 1977, Mazurkiewicz proposed trace monoids as a potential model for concurrent processes [18], which marks the beginning of a systematic study of trace monoids by mathematicians and theoretical computer scientists, see e.g., the recent surveys $[7,8,9]$. A part of the research in trace theory deals with examinations of well-known classic results for free monoids in the framework of traces.

One main stream in trace theory is the study of recognizable trace languages, which can be considered as an extension of the well studied concept of regular languages in free monoids. A major step in this research is Ochmańsky's PhD thesis from 1984 [24]. Some of the results concerning regular languages in free monoids can be generalized to recognizable languages in trace monoids. However, there is one major difference: The iteration of a recognizable trace language does not necessarily yield a recognizable language. This fact raises the so called star problem: Given a recognizable language $L$, is $L^{*}$ recognizable? In general, it is not known whether the star problem is decidable.

The finite power property problem, for short FPPP, is related to the star problem: Given a recognizable language $L$, has $L$ the finite power property, for short FPP, i.e., is there a natural number $n$ such that $L^{*}=L^{0} \cup L^{1} \cup \ldots \cup L^{n}$ ?

The strategy to achieve partial solutions of these problems by examining connections between them turned out to be fruitful. The main result after a stream of publications is a theorem stated by Richomme in 1994, saying that both the star problem and the FPP are decidable in trace monoids which do not contain a particular submonoid called C4 [26, 28]. It is not known whether the star problem and the FPP are decidable in trace monoids with a C4 submonoid. Although the FPP for finite trace languages is obviously decidable, decidability of the star problem for finite trace languages is only known for just a few special cases.

In this paper, we establish a new connection between the star problem and the FPP. We deal with trace monoids which are isomorphic to Cartesian Products of two trace monoids. We show that for a certain class of recognizable languages in Cartesian Products, the iteration of a language is recognizable iff the language has the FPP.

The paper is organized as follows. In Section 2, we show some concepts from algebra and formal language theory. In the first subsection, we get familiar with some basic notions from algebra, formal language theory, and trace theory. In the next subsection, we deal with recognizable sets and rational sets. Then, we discuss the two main problems for recognizable trace languages, their connections, and solutions as far as known. After this discussion, I explain the main results of this paper.

In Section 3 and 4, we deal with concepts which we require to prove the main results. In Section 3, we get familiar with ideal theory which will be a crucial tool. In Section 4, we deal with product automata.

After these preliminary tools, we prove the main theorems in Section 5. In several subsections, we deal with special cases. In the last subsection, we summarize these special cases.

## 2 Formal Overview

### 2.1 Monoids, Languages and Traces

I briefly introduce the basic notions from algebra and trace theory. Unless I do not state precise sources, I consider the concepts and notions as well-known.

By $\mathbb{N}$, we denote the set of natural numbers including zero, i.e., $\mathbb{N}=\{0,1,2, \ldots\}$.
We say a set $K$ is a subset of a set $L$, and we denote this by $K \subseteq L$ iff every element of $K$
belongs to $L$. We say $K$ is a proper subset of $L$, and we denote this by $K \subset L$ iff every element of $K$ belongs to $L$, and additionally, there is an element in $L$ which does not belong to $K$.

A semigroup $(S, \cdot S)$ is an algebraic structure consisting of a set $S$ and a binary operation $\cdot S$ such that $\cdot{ }_{S}$ is associative, i.e., for every $p, q, r \in S$, we have $\left(p \cdot S_{S} q\right) \cdot S_{S} r=p \cdot S\left(q \cdot S_{r} r\right)$. We call $S$ the underlying set and we call $\cdot s^{\text {the }}$ theration or product of $S$. Usually, we drop the symbol $\cdot s^{S}$ and denote the product by juxtaposition. We call a semigroup $(S, \cdot s)$ finite iff $S$ is a finite set. We use the letter $S$ to denote both the semigroup and its underlying set.

We call a semigroup ( $\mathbb{M},{ }^{\mathbb{M}}$ ) a monoid iff $\mathbb{I M}$ contains an element $\lambda_{\mathbb{M}}$ such that for every $m \in \mathbb{I M}$, we have $\lambda_{\mathbb{M}} \cdot \mathbb{M}^{m} m=m \cdot \mathbb{M}_{M} \lambda_{\mathbb{M}}=m$. We call $\lambda_{\mathbb{M}}$ the neutral element. We drop the index at $\lambda_{\mathrm{I}}$ as long as no confusion arises.

In the rest of this subsection, we assume some semigroup $S$ and some monoid IM.
For every natural number $n \geq 1$, we define the $n$-fold product as follows: For every $p$ in $S$, $p^{1}$ yields $p$ itself, and further, for $n \geq 1, p^{n+1}$ denotes $p^{n} p$. For every monoid IM, we extend this definition by claiming that for every $p \in \mathbb{M}$, we have $p^{0}=\lambda_{\mathbb{M}}$.

We extend the product to subsets of $S$. If $K$ and $L$ are two subsets of $S$, the set $K L$ contains all elements $k l$ for some $k$ in $K$ and $l$ in $L$. We extend the $n$-fold product to sets. We define $K^{1}=K$, and for $n \geq 1$, we set $K^{n+1}=K^{n} K$. For every subset $K$ of IM, we define $K^{0}=\left\{\lambda_{\mathbb{M}}\right\}$.

For every subset $K$ of $S$, we define the non-empty iteration $K^{+}$as the union of the sets $K^{1}$, $K^{2}, K^{3}, \ldots$ For every subset $K$ of IM, we additionally define the iteration of $K$ by $K^{*}$ and define it by $K^{*}:=K^{+} \cup\left\{\lambda_{\mathbb{M}}\right\}$.

For every subset $K$ of $S$ and for every $n \geq 1$, we abbreviate the union $K^{1} \cup \ldots \cup K^{n}$ by $K^{1, \ldots, n}$. For every subset $K$ of IM and for every $n$, we abbreviate $K^{0} \cup \ldots \cup K^{n}$ by $K^{\leq n}$.

Assume two semigroups $S$ and $S^{\prime}$. Their Cartesian Product is the semigroup denoted by ( $\left.\begin{array}{c}S \\ S^{\prime}\end{array}\right)$ and defined in the following way: The underlying set is the Cartesian Product of the underlying sets of $S$ and $S^{\prime}$. We define the operation componentwise, i.e., for every pair of elements $\binom{p_{1}}{p_{1}^{\prime}}$ and $\binom{p_{2}}{p_{2}^{\prime}}$, their product yields $\binom{p_{1} p_{2}}{p_{1}^{\prime} p_{2}^{\prime}}$. The products $p_{1} p_{2}$ and $p_{1}^{\prime} p_{2}^{\prime}$ are the products in $S$ and $S^{\prime}$, respectively. The Cartesian Product of two monoids yields a monoid.

Again, assume two semigroups $S$ and $S^{\prime}$. We call a function $h: S \rightarrow S^{\prime}$ a homomorphism iff $h$ preserves the product, i.e., for every $k, l \in S$, we have $h(k) \cdot S^{\prime} h(l)=h(k \cdot S l)$. We call a homomorphism $h$ between two monoids IM and $\mathrm{IM}^{\prime}$ a monoid homomorphism iff $h$ preserves the neutral element, i.e., we have $h\left(\lambda_{\mathbb{M}}\right)=\lambda_{\mathbb{M}^{\prime}}$. There are homomorphisms between two monoids which do not preserve the neutral element.

We extend the notion of homomorphisms to sets. If $K$ is a subset of $S$, we define $h(K)$ as the set of all $q \in S^{\prime}$ such that for some $p \in K$, we have $h(p)=q$. We denote the inverse of $h$ by $h^{-1}$. We define it on subsets of $S^{\prime}$ : If $L$ is a subset of $S^{\prime}, h^{-1}(L)$ yields the set of all $m \in S$ such that $h(m) \in L$. We call $h$ a surjective homomorphism from $S$ to $S^{\prime}$ iff $h(S)=S^{\prime}$. We call $h$ an isomorphism iff for every $p \in S^{\prime}$, the set $h^{-1}(\{p\})$ is a singleton. Then, we can regard $h^{-1}$ as a homomorphism from $S^{\prime}$ to $S$. We call the semigroups isomorphic iff an isomorphism between $S$ and $S^{\prime}$ exists.

A special kind of homomorphisms are the projections. Assume two semigroups $S$ and $S^{\prime}$. We define the projections $\Pi_{1}$ and $\Pi_{2}$ from the Cartesian Product $\binom{S}{S^{\prime}}$ to $S$ and $S^{\prime}$, respectively: For every $\binom{p}{q} \in\binom{S}{S^{\prime}}$, we define $\Pi_{1}\binom{p}{q}=p$ and $\Pi_{2}\binom{p}{q}=q$.

Assume three semigroups $S_{1}, S_{2}$, and $S_{3}$. Assume two homomorphisms $g: S_{1} \rightarrow S_{2}$ and $h: S_{2} \rightarrow S_{3}$. We denote the composition of $g$ and $h$ by $h \circ g$. It yields a homomorphism from $S_{1}$ to $S_{3}$. For every $p \in S_{1}, h \circ g(p)$ yields $h(g(p))$, i.e., we apply $g$ on $p$, and we apply $h$ on the result of $g(p)$.

Assume four semigroups $S_{1}, S_{2}, S_{1}^{\prime}$, and $S_{2}^{\prime}$. Assume two homomorphisms $g: S_{1} \rightarrow S_{1}^{\prime}$ and $h: S_{2} \rightarrow S_{2}^{\prime}$. We can define a homomorphism $\binom{g}{h}$ from $\binom{S_{1}}{S_{2}}$ to $\binom{S_{1}^{\prime}}{S_{2}^{\prime}}$ as follows: For every
$\binom{p}{q} \in\binom{S_{1}}{S_{2}},\binom{g}{h}\binom{p}{q}$ yields $\binom{g(p)}{h(q)}$. If both $g$ and $h$ are surjective homomorphisms from $S_{1}$ to $S_{1}^{\prime}$ and $S_{2}$ to $S_{2}^{\prime}$, resp., then $\binom{g}{h}$ is a surjective homomorphism from $\binom{S_{1}}{S_{2}}$ to $\binom{S_{1}^{\prime}}{S_{2}^{\prime}}$. As an exercise, you can verify that the homomorphisms $h \circ \Pi_{2}$ and $\Pi_{2} \circ\binom{g}{h}$ from $\binom{S_{1}}{S_{2}}$ to $S_{2}^{\prime}$ are identical.

By an alphabet, we mean a finite set of symbols. We call its elements letters. Assume an alphabet $\Sigma$. We denote the free monoid over $\Sigma$ by $\Sigma^{*}$. Its underlying set is the set of all words (strings) consisting of letters of $\Sigma$, the monoid product is the concatenation, and the neutral element is the empty string. We call the subsets of the free monoid languages. For every word $w$ in $\Sigma^{*}$, we call the number of letters of $w$ the length of $w$, and denote it by $|w|$.

Cartier and Foata introduced the concept of the free partially commutative monoids in 1969 [3]. In 1977, MAZURKIEWICZ considered this concept as a potential model for concurrent systems [18]. Since then, free partially commutative monoids are examined by both mathematicians and theoretical computer scientists. For a general overview, I recommend the surveys $[7,8,9]$.

Assume an alphabet $\Sigma$. We call a binary relation $I$ over $\Sigma$ an independence relation iff $I$ is irreflexive and symmetric. For every pair of letters $a$ and $b$ with $a I b$, we say that $a$ and $b$ are independent, otherwise $a$ and $b$ are dependent. We call the pair $(\Sigma, I)$ an independence alphabet. We call two words $w_{1}, w_{2}$ in $\Sigma^{*}$ equivalent iff we can transform $w_{1}$ into $w_{2}$ by finitely many exchanges of independent adjacent letters which we denote by $w_{1} \sim_{I} w_{2}$. For instance, if $a$ and $c$ are independent letters, baacbac, bacabac and bcaabca are mutually equivalent words.

The relation $\sim_{I}$ is an equivalence relation. For every word $w$ in $\Sigma^{*}$, we denote by $[w]_{I}$ the equivalence class of $w$. Moreover, $\sim_{I}$ is a congruence relation. This means, for every words $w_{1}, w_{1}^{\prime}, w_{2}, w_{2}^{\prime}$ in $\Sigma^{*}$ with $w_{1} \sim_{I} w_{2}$ and $w_{1}^{\prime} \sim_{I} w_{2}^{\prime}$, we have $w_{1} w_{1}^{\prime} \sim_{I} w_{2} w_{2}^{\prime}$. Therefore, we can define a monoid with the sets $[w]_{I}$ as elements. For any words $w_{1}$ and $w_{2}$, we define the product of $\left[w_{1}\right]_{I}$ and $\left[w_{2}\right]_{I}$ by $\left[w_{1} w_{2}\right]_{I}$. We denote this monoid by $\mathrm{M}(\Sigma, I)$ and call it the trace monoid over $\Sigma$ and $I$. Its elements, i.e., the equivalence classes $[w]_{I}$, are called traces and its subsets are called trace languages or shortly languages. The function []$_{I}$ is a homomorphism from the free monoid $\Sigma^{*}$ to $\mathrm{M}(\Sigma, I)$. As long as no confusion arises, we omit the index $I$ at []$_{I}$.

If $I$ is the empty relation over $\Sigma$, the trace monoid $\mathrm{M}(\Sigma, I)$ is the free monoid. If $I$ is the largest irreflexive relation over $\Sigma$, i.e., two letters $a$ and $b$ are independent iff $a$ and $b$ are different, then the trace monoid $\mathrm{M}(\Sigma, I)$ is the free commutative monoid over $\Sigma$.

Assume two disjoint independence alphabets $\left(\Sigma_{1}, I_{1}\right)$ and ( $\Sigma_{2}, I_{2}$ ). We can define another independence alphabet ( $\Sigma, I$ ) by merging the alphabets $\left(\Sigma_{1}, I_{1}\right)$ and $\left(\Sigma_{2}, I_{2}\right)$ in the following way: $(\Sigma, I)=\left(\Sigma_{1} \cup \Sigma_{2}, I_{1} \cup I_{2} \cup\left(\Sigma_{1} \times \Sigma_{2}\right) \cup\left(\Sigma_{2} \times \Sigma_{1}\right)\right)$. Two letters $a$ and $b$ in $\Sigma$ are independent iff either they do not belong to the same alphabet or both $a$ and $b$ belong to $\Sigma_{1}$ (resp. $\Sigma_{2}$ ) and we have $a I_{1} b$ (resp. $a I_{2} b$ ). The trace monoid $\mathrm{M}(\Sigma, I)$ is naturally isomorphic to the Cartesian Product $\binom{\mathbb{M}\left(\Sigma_{1}, I_{1}\right)}{\mathbb{M}\left(\Sigma_{2}, I_{2}\right)}$. Consequently, we can regard the Cartesian Product of two trace monoids as a trace monoid.

We define the trace monoid P 3 by the independence alphabet consisting of $\Sigma_{\mathrm{P} 3}=\{a, b, c\}$ and $I_{\mathrm{P} 3}=\{(a, b),(b, a),(c, b),(b, c)\}$. The P3 is isomorphic to the Cartesian Product $\binom{\{a, c\}^{*}}{\{b\}^{*}}$. We define the trace monoid C 4 by the independence alphabet consisting of $\Sigma_{\mathrm{C} 4}=\{a, b, c, d\}$ and $I_{\mathrm{C} 4}=I_{\mathrm{P} 3} \cup\{(a, d),(d, a),(c, d),(d, c)\}$. The C 4 is isomorphic to $\binom{\{a, c\}^{*}}{\{b, d\}^{*}}$.

Assume an independence alphabet $(\Sigma, I)$. A trace $t$ in $\mathrm{M}(\Sigma, I)$ is called connected iff for every non-empty traces $t_{1}$ and $t_{2}$ with $t=t_{1} t_{2}$, there is a letter $a$ occurring in $t_{1}$ and there is a letter $b$ occurring in $t_{2}$, such that $a$ and $b$ are dependent. A trace language $L$ is called connected iff every trace in $L$ is connected. A trace $\binom{u}{v}$ in P 3 or C 4 is connected iff $u$ or $v$ is the empty word $\lambda$.

Assume some trace monoid $\mathrm{M}(\Sigma, I)$. Assume a trace language $T$ in $\mathrm{M}(\Sigma, I)$ such that for every traces $t_{1}, t_{2} \in T$, their concatenation $t_{1} t_{2}$ belongs to $T$. Then, we say that $T$ is
concatenation closed. Moreover, $T$ is a semigroup. If additionally $\lambda \in T$, then $T$ is a monoid. Consequently, it is quite natural to ask for generators of $T$.

Definition 2.1 Assume a trace monoid $\mathrm{M}(\Sigma, I)$ and some concatenation closed language $T$ in $\mathrm{M}(\Sigma, I)$ such that $\lambda \notin T$. The set of generators of $T$ is defined by $\operatorname{Gen}(T)=T \backslash T^{2}$.

Consequently, the generators of $T$ are the traces in $T$ which cannot be factorized into some traces in $T$.

Lemma 2.2 Assume a trace monoid $\mathrm{IM}(\Sigma, I)$ and a concatenation closed language $T$ in $\mathrm{M}(\Sigma, I)$ such that $\lambda \notin T$. We have

1. $\operatorname{Gen}(T)^{+}=T$, and
2. for every language $L \subseteq \operatorname{M}(\Sigma, I)$ with $L^{+}=T$, we have $\operatorname{Gen}(T) \subseteq L$.

Proof: At first, we show assertion 1. We have $\operatorname{Gen}(T) \subseteq T$. Hence, we have $\operatorname{Gen}(T)^{+} \subseteq T^{+}$. Because $T$ is concatenation closed, we have $T^{+}=T$. Consequently, we have $\operatorname{Gen}(T)^{+} \subseteq T$.

We show that $T$ is a subset of $\operatorname{Gen}(T)^{+}$by a contradiction. Assume that there are traces in $T \backslash \operatorname{Gen}(T)^{+}$. Then, let $t$ be a smallest trace in $T \backslash \operatorname{Gen}(T)^{+}$, i.e., for every trace $t^{\prime}$ in $T$ with $\left|t^{\prime}\right|<|t|$, we have $t^{\prime} \in \operatorname{Gen}(T)^{+}$. The trace $t$ does not belong to $\operatorname{Gen}(T)^{+}$. Thus, $t$ does not belong to $\operatorname{Gen}(T)$, i.e., $t$ does not belong to $T \backslash T^{2}$. Consequently, $t$ belongs to $T^{2}$. We can factorize $t$ into $t_{1}$ and $t_{2}$ in $T$. We have $\left|t_{1}\right|<|t|$ and $\left|t_{2}\right|<|t|$. Hence, the traces $t_{1}$ and $t_{2}$ belong to $\operatorname{Gen}(T)^{+}$, but, $t$ does not belong to $\operatorname{Gen}(T)^{+}$. This contradicts that $\operatorname{Gen}(T)^{+}$is concatenation closed.

Now, we prove assertion 2 by a contradiction. Assume a language $L$ such that $L^{+}$yields $T$, but, $\operatorname{Gen}(T)$ is not a subset of $L$. Then, let $t$ be a trace in $\operatorname{Gen}(T) \backslash L$. The trace $t$ belongs to Gen $(T)$. Thus, $t$ belongs to $T$, i.e., $t$ belongs to $L^{+}$. Because $t$ does not belong to $L$, we can factorize $t$ into two non-empty traces $t_{1}$ and $t_{2}$ in $L^{+}$. Thus, $t$ belongs to $\left(L^{+}\right)^{2}$. This means, $t$ belongs to $T^{2}$. Consequently, $t$ does not belong to $T \backslash T^{2}$, i.e., we contradicted that $t$ belongs to $\operatorname{Gen}(T)$.

### 2.2 Recognizable Sets

The concept of recognizability describes a formal method how to use finite machines to deal with infinite objects. It originates from Mezei and Wright from 1967 [22]. There are numerous equivalent definitions. I introduce it as far as we use it in this paper, for a more general overview I recommend $[1,10]$. I took most of the contents of this section from there.
Definition 2.3 Assume a monoid IM. An IM-automaton is a triple $\mathcal{A}=[Q, h, F]$, where $Q$ is a finite monoid, $h$ is a homomorphism $h: \mathrm{M} \rightarrow Q$ and $F$ is a subset of $Q$. The language of an M -automaton $\mathcal{A}$ is defined by $L(\mathcal{A})=h^{-1}(F)$.

We call $Q$ the underlying monoid of $\mathcal{A}$, and the elements of $Q$ the states of $\mathcal{A}$. We further call $F$ the set of accepting states of $\mathcal{A}$, and $h$ the homomorphism of $\mathcal{A}$. Without loss of generality, we can assume that $h$ is a surjective homomorphism from M to $F$. If $L(\mathcal{A})=L$, then we say that $\mathcal{A}$ defines $L$ or $\mathcal{A}$ is an M -automaton for $L$. We call a subset $L$ of IM a recognizable language over M iff there is an M -automaton $\mathcal{A}$, such that $L=L(\mathcal{A})$. We denote the class of all recognizable languages over IM by REC(IM).

Definition 2.3 shows a common way to define recognizability in arbitrary monoids. Following Courcelle [6], we call the triple $[Q, h, F]$ an IM-automaton.

Assume a product automation $\mathcal{A}$ such that $L(\mathcal{A})$ is closed under monoid product. Then, $F$ is the image of the semigroup $L(\mathcal{A})$ under the surjective homomorphism $h$. Hence, $F$ is a subsemigroup of $Q$.

The following theorem is a classic one, you find the proof, e.g., in $[1,10]$.

Theorem 2.4 Assume a monoid IM. The class REC(IM) contains the empty set $\emptyset$, IM itself and it is closed under union, intersection, complement and inverse homomorphisms.

There are monoids containing finite subsets which are not recognizable and monoids in which the product of two recognizable subsets is not always a recognizable set. And further, the iteration of a recognizable set is not always recognizable. However, we have the following theorem for trace monoids:

Theorem 2.5 Assume a trace monoid $\operatorname{M}(\Sigma, I)$. The class $\operatorname{REC}(\operatorname{IM}(\Sigma, I))$ contains all finite subsets of $\operatorname{IM}(\Sigma, I)$, and it is closed under monoid product and under iteration of connected trace languages.

Recognizability of finite trace languages is obvious. The proof of the closure under monoid product originates from Fliess [11]. Closure under iteration of connected trace languages is due to Ochmańsky [24], Clerbout and Latteux [4], and Métivier [19]. In [23], you find a recent survey on recognizable trace languages, it contains neat little proofs of the assertions in Theorem 2.5.

Example 2.6 Assume the free monoids $\mathrm{M}_{1}=\{a\}^{*}$ and $\mathrm{M}_{2}=\{b\}^{*}$. Let $L_{1}$ be the singleton language $\left\{\binom{a}{b}\right\}$ in the trace monoid $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$. The language $L_{1}$ is recognizable, because it is finite. Further, $L_{1}$ is not a connected language. We have $L_{1}^{*}=\left\{\left.\binom{a^{n}}{b^{n}} \right\rvert\, n \in \mathbb{N}\right\}$. Below, we show that $L_{1}^{*}$ is not recognizable.

We need a theorem by Mezei concerning recognizable sets in Cartesian Products. It is not published by the author himself, but, it is widely known as Mezet's Theorem, you find it in, e.g., $[1,10]$.

Theorem 2.7 Assume two monoids IM and $\mathrm{IM}^{\prime}$. A set $L$ is recognizable in $\binom{\mathbb{M}}{\mathbb{M}^{\prime}}$ iff there are a number $n$, recognizable sets $L_{1}, \ldots, L_{n} \subseteq \mathbb{M}$ and recognizable sets $L_{1}^{\prime}, \ldots, L_{n}^{\prime} \subseteq \mathrm{IM}^{\prime}$, such that:

$$
L=\binom{L_{1}}{L_{1}^{\prime}} \cup \ldots \cup\binom{L_{n}}{L_{n}^{\prime}}
$$

Example 2.6 (continued) We show by a contradiction that $L_{1}^{*}$ is not recognizable. Assume that $L_{1}^{*}$ is recognizable. Then, by Theorem $2.7, L_{1}^{*}$ is the union of finitely many Cartesian Products. Consequently, there are two numbers $i \neq j$, such that $\binom{a^{i}}{b^{i}}$ and $\binom{a^{j}}{b j}$ belong to the same Cartesian Product. Hence, the traces $\binom{a^{i}}{b_{j}}$ and $\binom{a^{j}}{b^{i}}$ belong to this Cartesian Product, i.e., they belong to $L_{1}^{*}$. This is a contradiction.

Let us shortly mention the notion of rational sets. Assume some monoid IM. The class of rational subsets of IM is the smallest class which contains the empty set and every singleton subset of IM, and is closed under union, monoid product, and iteration. We have Kleene's classic result which asserts that in free monoids the recognizable sets and the rational sets coincide [17, 31]. In trace monoids, we have just one direction: Due to a more general result by McKnight, every recognizable trace language is a rational trace language. However, there are rational trace languages which are not recognizable unless the underlying trace monoid is a free monoid. For instance, the language $L_{1}^{*}$ in Example 2.6 is a rational language which is not recognizable. See $[2,8]$ for more information on rational trace languages.

### 2.3 Some Decision Problems for Trace Languages

Two decision problems concerning the iteration of recognizable trace languages arise:

- Star Problem: Can we decide whether the iteration of a recognizable trace language yields a recognizable language?
- Finite Power Property Problem: Can we decide whether a recognizable language has the finite power property, i.e., for a recognizable language $L$, can we decide whether there is a natural number $n$ such that we have $L^{*}=L^{\leq n}$.

By FPP, we abbreviate the finite power property, and by FPPP, we abbreviate the finite power property problem. If a recognizable language $L$ has the FPP, then we have $L^{*}=L^{0} \cup L^{1} \cup \ldots \cup L^{n}$ for some $n \in \mathbb{N}$. Hence, if $L$ has the FPP, then $L^{*}$ is recognizable by Theorem 2.4 and 2.5 . Below, we will see languages $L$ such that $L^{*}$ is recognizable but $L$ does not have the FPP.

Although during the recent 14 years many papers have dealt with the star problem and the FPPP, only partial results have been achieved. In general, both problems have remained unsolved. I give a survey about their history.

The star problem in the free monoid is trivial due to Kleene's Theorem from 1956, and it is decidable in free commutative monoids due to Ginsburg and Spanier [13, 14]. Brzozowski raised the FPPP in the free monoid in 1966, and it took more than ten years till Simon and Hashiguchi independently showed its decidability [30, 16]. In 1984, Ochmańsky examined recognizable trace languages in his PhD thesis [24] and stated the star problem. During the eighties, Ochmańsky [24], Clerbout and Latteux [4], and Métivier [19] independently proved that the iteration of a connected recognizable trace language yields a recognizable trace language. In 1990, Ochmańsky showed the decidability of the star problem in C4 for finite trace languages containing at most one non-connected trace [25]. He used the decidability of the FPP in free monoids. This marks the beginning of the examination of connections between the FPP and the star problem. In 1992, Sakarovitch solved the recognizability problem [29]:

Theorem 2.8 Assume a trace monoid $\mathrm{M}(\Sigma, I)$. We can decide whether a rational language in $\mathrm{MM}(\Sigma, I)$ is recognizable iff $\mathrm{IM}(\Sigma, I)$ does not contain a P3 submonoid.

This theorem includes that the star problem is decidable in trace monoids which do not contain a P3 submonoid. For a short time, one had hope to solve the star problem. One conjectured that the above theorem can be generalized to the star problem. However, just in the same year, Gastin, Ochmańsky, Petit and Rozoy showed the decidability of the star problem in P3 [12]. Decidability of the FPP in free monoids plays a crucial role in their proof.

During the subsequent years, Métivier and Richomme developed these ideas. They showed decidability of the FPP for connected trace languages and decidability of the star problem for trace languages containing at most four traces as well as for finite languages containing at most two connected traces [20, 21]. They showed the following connections between the star problem and the FPP.

Theorem 2.9 Assume an independence alphabet $(\Sigma, I)$ and a letter $b$ with $b \notin \Sigma$.

1. If the star problem is decidable in $\binom{\mathbb{M}(\Sigma, I)}{\{b\}^{*}}$, then the FPP is decidable in $\operatorname{MM}(\Sigma, I)[20,21]$.
2. If both the star problem and the FPP are decidable in $\mathrm{M}(\Sigma, I)$ then both problems are decidable in $\binom{\mathbb{M}(\Sigma, I)}{\{b\}^{*}}[26,28]$.

Assertion 1 is a conclusion from the following connection [20, 21]:

Theorem 2.10 Assume an independence alphabet $(\Sigma, I)$ and a letter $b$ with $b \notin \Sigma$. Assume a recognizable language $T$ in $\operatorname{IM}(\Sigma, I)$ and let $K=\binom{T}{\{b\}^{+}}$. Then, the language $T$ has the FPP iff $K^{*}$ is recognizable.

An obvious conclusion from assertion 1 in Theorem 2.9 is that if the star problem is decidable in any trace monoid, then so is the FPP [20, 21]. Richomme improved the induction in assertion 2 and showed the following theorem:

Theorem 2.11 Assume a trace monoid $\mathrm{M}(\Sigma, I)$. If the monoid $\mathrm{IM}(\Sigma, I)$ does not contain a C4-submonoid, then the star problem and the FPP are decidable.

The main ideas of the proof are in [28], the complete proof is in [26]. Please note that the if in the theorem has just one $f$.

In 1994, Richomme tried to prove that the trace monoids with a decidable star problem are exactly the trace monoids with a decidable FPP [27]. However, one of the proofs in this report contains an error such that the result was not proved.

The subsequent years were designated by stagnation. One did not achieve new results and one ceased the research on the star problem and the FPPP. Today, especially two questions are interesting:

1. Are the star problem and the FPP decidable in trace monoids which contain a C4 submonoid?
2. Are the trace monoids with a decidable FPP exactly the trace monoids with a decidable star problem?

### 2.4 Main Results

In this paper, we work on connections between the star problem and the FPP. As already mentioned, for every recognizable language $L$, the iteration of $L$ is recognizable if $L$ has the FPP. The other direction is not true. Let us consider some examples in the trace monoid $\binom{\{a\}^{*}}{\{b\}^{*}}$.

Example 2.12 Assume the language $L_{2}=\left\{\binom{a}{\lambda},\binom{\lambda}{b}\right\}$. Both $L_{2}$ and $L_{2}^{*}$ are recognizable, because $L_{2}$ is finite and $L_{2}^{*}$ is the complete monoid. However, $L_{2}$ does not have the FPP. For every $n \in \mathbb{N}$, the language $L_{2}^{\leq n}$ contains only traces consisting of at most $n$ letters, i.e., $L_{2}^{\leq n}$ is finite, and thus, it is different from $L_{2}^{*}$.

Example 2.13 We examine the language $L_{3}=\binom{\{a\}}{\{b\}^{*}}$. We have $L_{3}^{*}=\left\{\binom{\lambda}{\lambda}\right\} \cup\binom{\{a\}^{+}}{\{b\}^{*}}$. Both $L_{3}$ and $L_{3}^{*}$ are recognizable. Recognizability of $L_{3}^{*}$ follows, e.g., from Theorem 2.7. As well as $L_{2}$, the language $L_{3}$ does not posses the FPP. For every $n \in \mathbb{N}, L_{3}^{\leq n}$ contains only traces in which the letter $a$ occurs at most $n$ times, i.e., $L_{3}^{\leq n}$ is different from $L_{3}^{*}$.

Example 2.14 Assume the recognizable language $L_{4}=\left\{\binom{\lambda}{\lambda}\right\} \cup\binom{\{a\}^{+}}{\{b\}^{+}}$. We have $L_{4}=L_{4}^{*}$. Hence, $L_{4}$ has the FPP. We ask whether there is a language $L$ such that $L^{*}=L_{4}$ and further $L$ does not have the FPP. We show that such a language $L$ does not exist. Just assume a language $L$ such that $L^{*}=L_{4}$.

Assume some number $n \geq 1$. The trace $\binom{a}{b^{n}}$ belongs to $L_{4}$, i.e, it belongs to $L^{*}$. We cannot factorize $\binom{a}{b^{n}}$ into some non-empty traces in $L_{4}$. Otherwise, we could conclude that $\binom{a}{b^{n}}$ contains the letter $a$ more than once. Hence, $\binom{a}{b^{n}}$ belongs to $L$. Accordingly, the trace $\binom{a^{n}}{b}$ belongs to $L$. To sum up, for every $n \geq 1$, the traces $\binom{a}{b^{n}}$ and $\binom{a^{n}}{b}$ belong to $L$.

Now, assume two numbers $n>1, m>1$. The trace $\binom{a^{n}}{b^{m}}$ belongs to $L_{4}$. We do not know whether it belongs to $L$. However, we can factorize it into the traces $\binom{a}{b^{m-1}}$ and $\binom{a^{n-1}}{b}$ in $L$ such that $\binom{a^{n}}{b^{m}}$ belongs to $L^{2}$. Hence, for every $n>1, m>1$, the trace $\binom{a^{n}}{b^{m}}$ belongs to $L^{2}$.

Thus, we have $L_{4}=L^{\leq 2}$. Consequently, for every language $L$ such that $L^{*}=L_{4}$, we know that $L$ has the FPP. Note that this statement is not restricted to recognizable languages $L$.

By examining many similar examples, one makes an observation. Assume two disjoint trace monoids $\mathbb{M}_{1}$ and $\mathrm{IM}_{2}$. Whenever one considers recognizable languages $L$ in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$, such that $L^{*}$ is recognizable but $L$ does not have the FPP, then certain traces play a crucial role. Namely, traces which have an empty and a non-empty compound, i.e., non-empty traces in $\binom{\{\lambda\}}{\mathbf{I M}_{2}}$ and $\binom{\mathbb{M}_{1}}{\{\lambda\}}$ play a crucial role. This leads to Theorem 2.15 , which is the main result of this paper. Richomme stated it in [27], but, the proof there contains an error. Up to now, it remained open to correct the error or to disprove the theorem.

Theorem 2.15 Assume two disjoint independence alphabets ( $\Sigma_{1}, I_{1}$ ) and ( $\Sigma_{2}, I_{2}$ ). Assume some recognizable language $L$ in $\binom{\mathbb{M}\left(\Sigma_{1}, I_{1}\right)}{\mathbb{M}\left(\Sigma_{2}, I_{2}\right)}$ such that every trace in $L$ contains at least one letter of $\Sigma_{1}$ and at least one letter of $\Sigma_{2}$.
Then, the language $L^{*}$ is recognizable iff $L$ has the FPP.
We will prove Theorem 2.15 as a corollary of the following theorem. Its proof is the main part of the present paper.

Theorem 2.16 Assume two disjoint independence alphabets ( $\Sigma_{1}, I_{1}$ ) and ( $\Sigma_{2}, I_{2}$ ). Assume some recognizable, concatenation closed language $T$ in $\binom{\mathbb{M}\left(\Sigma_{1}, I_{1}\right)}{\mathbb{M}\left(\Sigma_{2}, I_{2}\right)}$ such that every trace $t$ in $T$ contains at least one letter of $\Sigma_{1}$ and at least one letter of $\Sigma_{2}$.
Then, the set of generators of $T$ has the FPP.

We close this section by deriving Theorem 2.15 from Theorem 2.16.
Proof of Theorem 2.15: Assume some recognizable language $L$ in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$ such that every trace in $L$ contains at least one letter from $\Sigma_{1}$ and at least one letter from $\Sigma_{2}$. If $L$ has the FPP, then $L^{*}$ is recognizable because of the closure properties of recognizable trace languages in Theorem 2.4 and 2.5.

To show the other direction, assume that $L^{*}$ is recognizable. We examine $L^{+}$. It is also recognizable. Further, every trace in $L^{+}$contains at least one letter of $\Sigma_{1}$ and at least one letter of $\Sigma_{2}$. We can use Theorem 2.16 on $L^{+}$. Hence, there is a natural number $l>1$ such that we have $\operatorname{Gen}\left(L^{+}\right)^{1, \ldots, l}=L^{+}$.

By Lemma 2.2, we have $\operatorname{Gen}\left(L^{+}\right) \subseteq L$. Hence, we have Gen $\left(L^{+}\right)^{1, \ldots, l} \subseteq L^{1, \ldots, l}$. Thus, we have $L^{+} \subseteq L^{1, \ldots, l}$, i.e., $L^{+}=L^{1, \ldots, l}$. Consequently, we have $L^{*}=L^{\leq l}$, i.e., $L$ has the FPP.

## 3 Semigroups and Ideals

We deal with some notions on semigroups. In the first subsection, we get familiar with ideals. Then, we examine non-empty finite semigroups without and with proper ideals. In the last subsection, we use ideal theory to work out a useful classification of non-empty finite semigroups. To understand the rest of the paper, you have to become familiar with the notions of left ideals and ideals and you have to understand Lemma 3.2 and Proposition 3.7.

### 3.1 Basic Definitions and Notions

Ideal theory originates mainly from Green. This subsection contains a suitable adaptation of a tiny selection of notions and results from ideal theory. For more detailed information, I recommend teaching books on semigroups, e.g. [5, 15], rather than books concerning automata theory. I developed this subsection in a way that the reader does not require previous knowledge in ideal theory.

As already mentioned, a semigroup is a set together with a binary associative operation. Assume some semigroup $S$. We call a semigroup $H$ a subsemigroup of $S$ iff the underlying set of $H$ is a subset of $S$ and the operation of $H$ is the operation of $S$ restricted to the elements in $H$. Hence, we can regard $H$ as a subset of $S$ which is closed under the operation of $S$.

We call a subset $U$ of $S$ a left ideal of $S$ iff we have $S U \subseteq U$. Hence, a left ideal is a special subsemigroup. Every semigroup has itself and the empty set as left ideals. We call a left ideal $U$ of $S$ proper iff we have $\emptyset \subset U \subset Q$. The intersection and the union of two left ideals of $S$ yield left ideals of $S$.

We call a subset $J$ of $S$ an ideal of $S$ iff we have $J S \subseteq J$ and $S J \subseteq J$. Hence, an ideal is a special left ideal. We call an ideal $J$ of $S$ proper iff we have $\emptyset \subset J \subset Q$.

For simplicity, we develop the following notions just for finite semigroups. Assume some finite semigroup $Q$. Assume some ideal $J$ of $Q$ which is different from $Q$. We call a left ideal $U$ of $Q J$-minimal iff we have $J \subset U$ and there is not any left ideal $U^{\prime}$ with $J \subset U^{\prime} \subset U$. Assume two different $J$-minimal left ideals $U$ and $V$ of $Q$. Their intersection contains $J$. Assume $J$ is properly contained in the left ideal $U \cap V$. Then, one of the left ideals $U$ or $V$ is not $J$-minimal, because we have $J \subset(U \cap V) \subset U$ or $J \subset(U \cap V) \subset V$. Consequently, we have $U \cap V=J$. If $J=\emptyset$, we shortly say minimal instead of $\emptyset$-minimal.

We close this subsection with a technical lemma:
Lemma 3.1 Assume a non-empty finite semigroup $Q$ and an ideal $J \neq Q$. Then, the union of all $J$-minimal left ideals yields an ideal of $Q$.

Proof: There is at least one left ideal properly containing $J$, namely $Q$ itself. Hence, there is also some smallest left ideal which contains $J$ properly.

Let $J^{\prime}$ be the union of all $J$-minimal left ideals. Then, $J^{\prime}$ is a left ideal with $J \subset J^{\prime}$. We have to show $J^{\prime} Q \subseteq J^{\prime}$. We prove this by showing that for every $J$-minimal left ideal $L$ and for every element $q \in Q$, the set $J \cup L q$ yields $J$ or some $J$-minimal left ideal. Just assume $J \subset(J \cup L q)$.

Because $L$ is a left ideal, we have $Q L \subseteq L$. Thus, we have $Q L q \subseteq L q$. Therefore, $L q$ and $J \cup L q$ are left ideals of $Q$.

Now, we show by a contradiction that $J \cup L q$ is $J$-minimal. Just assume a left ideal $K$ such that we have $J \subset K \subset(J \cup L q)$. We define a set $K^{\prime}$ by $K^{\prime}:=\{x \in L \mid x q \in K\}$. We show the proper inclusions $J \subset K^{\prime} \subset L$.

We have $J \subseteq L$ and $J q \subseteq J \subset K$. Hence, we have $J \subseteq K^{\prime}$.
We show that the inclusion $J \subseteq K^{\prime}$ is proper: There is some $p \in K \backslash J$. Then, $p \in L q$. Hence, there is some $p^{\prime} \in L$ with $p=p^{\prime} q$. We have $p^{\prime} \notin J$, because $J$ is an ideal and $p=p^{\prime} q$ does not belong to $J$. However, $p^{\prime} \in K^{\prime}$.

The inclusion $K^{\prime} \subseteq L$ is obvious. There is some $r \in(J \cup L q) \backslash K$. Then, we have $r \in L q \backslash J$. Thus, there is some $r^{\prime} \in L$ with $r^{\prime} q=r$. Then, $r^{\prime} \notin K^{\prime}$, i.e., we have $K^{\prime} \subset L$.

We show that $K^{\prime}$ is a left ideal. Just assume some $x$ in $K^{\prime}$ and some $y$ in $Q$. We have $y x \in L$, because $x$ belongs to $L$ which is a left ideal. Further, we have $y x q \in K$, because $x q$ belongs to the left ideal $K$. Thus, we have $y x \in K^{\prime}$.

Hence, the set $K^{\prime}$ is a left ideal with $J \subset K^{\prime} \subset L$, i.e., $L$ is not $J$-minimal. This is a contradiction, such that the assumed left ideal $K$ does not exist. Therefore, the set $J \cup L q$ is a $J$-minimal left ideal.

### 3.2 Finite Semigroups without Proper Ideals

In this subsection, we examine non-empty finite semigroups without proper ideals. Assume some non-empty finite semigroup $Q$ without proper ideals. We distinguish two cases: $Q$ has or $Q$ does not have proper left ideals. At first, we deal with the case that $Q$ does not have proper left ideals.

Lemma 3.2 Assume a non-empty finite semigroup $Q$ which has not any proper left ideal. Then, for every elements $p, p^{\prime}$ and $q$ in $Q$, the equality $p q=p^{\prime} q$ implies $p=p^{\prime}$.

Proof: We show that a counter example implies the existence of a proper left ideal. Just assume three elements $p, p^{\prime}, q \in Q$ such that $p q=p^{\prime} q$, but nevertheless, $p \neq p^{\prime}$. We have $Q Q \subseteq Q$, and thus, $Q Q q \subseteq Q q$ such that $Q q$ is a left ideal. Further, the product $Q q$ yields a proper subset of $Q$, because the result of the product $p q$ "occurs twice", such that at least one element of $Q$ cannot occur in $Q q$. Consequently, the set $Q q$ is a proper left ideal of $Q$. This contradicts the presumption of the lemma.

Now, we examine non-empty finite semigroups with proper left ideals but without proper ideals.

Example 3.3 Assume the semigroup $Q_{1}$ with the underlying set $\left\{a^{\prime}, \hat{a}, \bar{a}, c^{\prime}, \hat{c}, \bar{c}\right\}$. We define the operation in $Q_{1}$ as follows: For every two elements $p$ and $q$ in $Q_{1}$, the result of the product $p q$ has the letter (i.e. $a$ or $c$ ) of $p$ with the index (i.e. ${ }^{\prime},^{\wedge}$ or $^{-}$) of $q$. For instance, we have $a^{\prime} c^{\prime}=\hat{a} c^{\prime}=\bar{a} a^{\prime}=a^{\prime}$ and $\hat{c} \bar{c}=c^{\prime} \bar{a}=\bar{c} \bar{c}=\bar{c}$. This operation is associative. Obviously, for two elements $p$ and $q$ of $Q_{1}$, we have $q p q=q$.

The semigroup $Q_{1}$ does not have proper ideals. Assume $J$ is a non-empty ideal of $Q_{1}$. Assume an element $p \in J$. For every $q \in Q_{1}$, the product $q p$ belongs to $J$. Then, we also have $q p q=q \in J$. Thus, $J=Q$.

It is immediate that the subsets $\left\{a^{\prime}, c^{\prime}\right\},\{\hat{a}, \hat{c}\}$ and $\{\bar{a}, \bar{c}\}$ are the minimal left ideals of $Q_{1}$. By merging two of these minimal left ideals, we obtain three proper left ideals of $Q_{1}$ which are not minimal.

Lemma 3.4 Assume a non-empty finite semigroup $Q$ with at least one proper left ideal but without proper ideals. Then, $Q$ has two disjoint proper left ideals $U$ and $V$ with $Q=U \cup V$.

Proof: We apply Lemma 3.1 with $J=\emptyset$. The union of all minimal left ideals of $Q$ yields an ideal of $Q$. Because $Q$ does not have proper ideals, the union of all minimal left ideals of $Q$ yields $Q$ itself.

Now, assume that $Q$ has exactly one minimal left ideal. Then, this minimal left ideal is $Q$ itself. Thus, the semigroup $Q$ does not have proper left ideals, which is a contradiction. Hence, $Q$ has at least two minimal left ideals.

Let $U$ be an minimal left ideal and let $V$ be the union of all other minimal left ideals of $Q$. Then, the subsets $U$ and $V$ are two disjoint left ideals and their union yields $Q$.

Example 3.3 (continued) The semigroup $Q_{1}$ fulfills Lemma 3.4, e.g., we choose $U=\left\{a^{\prime}, c^{\prime}\right\}$ and $V=\{\hat{a}, \bar{a}, \hat{c}, \bar{c}\}$.

By Lemma 3.2 and 3.4, we have strong assertions for finite semigroups without proper ideals. Depending on whether a finite semigroup without proper ideals has a proper left ideal or not, we can apply either Lemma 3.4 or Lemma 3.2.

### 3.3 Finite Semigroups with Proper Ideals

In this subsection, we deal with finite semigroups with proper ideals.
Lemma 3.5 Assume a non-empty finite semigroup $Q$ with a proper ideal. Then, there is a proper ideal $J$ of $Q$ such that $Q$ and $J$ fulfill one of the following assertions:

1. The set $Q \backslash J$ yields a singleton $\{r\}$ and $r^{2}$ belongs to $J$.
2. The set $Q \backslash J$ yields a subsemigroup of $Q$.
3. There are two proper left ideals $U$ and $V$ of $Q$, such that $U \cup V=Q$ and $U \cap V=J$.

Note that in assertion three both the left ideals $U$ and $V$ are different from $J$. Just assume that $U=J$. Then, we have $J \cup V=Q$. Because $J$ is contained in $V$, we have $V=Q$, which contradicts that $V$ is a proper left ideal.
Proof: Let $J$ be a proper ideal of $Q$ such that there is not any ideal $J^{\prime}$ with $J \subset J^{\prime} \subset Q$. Such an ideal exists because $Q$ is finite and $Q$ has at least one proper ideal. We show that $Q$ and $J$ fulfill assertion 3, provided that they contradict assertion 1 and 2.

Since $J$ is proper, there is some $r \in Q \backslash J$. Then, $Q \backslash J=\{r\}$ implies assertion 1 or 2 , depending on whether $r^{2} \in J$ or $r^{2}=r$. Hence, $Q \backslash J$ contains at least two elements.

Since, $Q \backslash J$ is not a subsemigroup of $Q$, there are $p, q \in Q \backslash J$ with $p q \in J$. We have $J \cup Q q=J \cup(J \cup\{p\} \cup Q \backslash J \backslash\{p\}) q=J \cup J q \cup\{p q\} \cup(Q \backslash J \backslash\{p\}) q$. The sets $J q$ and $\{p q\}$ are contained in $J$ such that we have $J \cup Q q=J \cup(Q \backslash J \backslash\{p\}) q$.

Now, we have $|J \cup Q q|=|J \cup(Q \backslash J \backslash\{p\}) q| \leq|J|+|(Q \backslash J \backslash\{p\}) q| \leq|J|+|Q \backslash J \backslash\{p\}|$. We have $p \in Q \backslash J$, and thus, $|J|+|Q \backslash J \backslash\{p\}|<|J|+|Q \backslash J|=|Q|$. Therefore, we have $|J \cup Q q|<|Q|$. Hence, we have the proper inclusion $J \cup Q q \subset Q$.

We show the existence of some left ideal $U^{\prime}$ of $Q$ with $J \subset U^{\prime} \subset Q$. Assume that $Q q$ is not a subset of $J$. Then, the union $J \cup Q q$ yields the desired left ideal $U^{\prime}$. Assume that $Q q$ is a subset of $J$. Then, the set $J \cup\{q\}$ is the desired left ideal $U^{\prime}$. The inclusion $(J \cup\{q\}) \subset Q$ is proper since $Q \backslash J$ contains at least two different elements.

Now, we can apply Lemma 3.1. The union of all $J$-minimal left ideals of $Q$ yields an ideal. This ideal properly contains $J$. The only ideal properly containing $J$ is $Q$ itself. Hence, the union of all $J$-minimal left ideals yields $Q$ itself.

Assume there is exactly one $J$-minimal left ideal. Then, this $J$-minimal left ideal is $Q$ itself. However, $Q$ cannot be a $J$-minimal left ideal, because we have shown that there is some left ideal $U^{\prime}$ with $J \subset U^{\prime} \subset Q$. Therefore, there are at least two different $J$-minimal left ideals.

Now, let $U$ be a $J$-minimal left ideal and let $V$ be the union of all other $J$-minimal left ideals. Then, $U$ and $V$ are the desired left ideals in assertion 3.

The assertions in Lemma 3.5 are not exclusive. Assume a non-empty finite semigroup $Q$ with a proper ideal $J$ such that $Q$ and $J$ satisfy assertion 1 in Lemma 3.5. They obviously contradict assertion two by $r^{2} \in J$. They also contradict assertion three. Depending on whether $r$ belongs to $U$, we either have $J=U$ or $Q=U$, which is a contradiction. However, assertions 2 and 3 are not exclusive.

Example 3.6 Assume the semigroup $Q$ with the underlying set $\{0, a, b\}$. We define the operation in $Q$ as follows: For every $p \in Q$, we set $0 p=p 0=0$. For $p, q \in Q \backslash\{0\}$, the product $p q$ yields $q$. Every ideal of $Q$ has to contain 0 . Assume that an ideal $J$ contains one of the elements $a$ or $b$. Then, the product $J Q$ yields $Q$. Consequently, the set $\{0\}$ is the only proper ideal of $Q$.

We see that $Q$ and $\{0\}$ fulfill assertion two. However, $Q$ and $\{0\}$ also fulfill assertion three by $U=\{0, a\}$ and $V=\{0, b\}$.

### 3.4 A Classification

We work out a suitable classification of all non-empty finite semigroups. We use ideal theory to distinguish several classes of non-empty finite semigroups.

Proposition 3.7 Every non-empty finite semigroup $Q$ fulfills one of the following assertions:
(A) $Q$ has not any proper left ideal.
(B) $Q$ has two proper left ideals $U, V$ such that $U \cup V=Q$ and $U \cap V$ is an ideal of $Q$.
(C) $Q$ has an ideal $J$ such that $Q \backslash J$ yields a singleton $\{r\}$ with $r^{2} \in J$.
(D) $Q$ has a proper ideal $J$ and a subsemigroup $H$ such that $J \cap H=\emptyset$ and $J \cup H=Q$.

Proof: Assume $Q$ does not have a proper ideal. If $Q$ does not have a proper left ideal, it fulfills assertion (A). If $Q$ has a proper left ideal, then $Q$ fulfills assertion (B) by Lemma 3.4, because the empty set is an ideal.

Now, assume $Q$ has a proper ideal. Then, by Lemma 3.5 there is some proper ideal $J$ of $Q$ such that $J$ fulfills one of the assertions (C), (D) or (B).
Assume a non-empty finite semigroup $Q$. Every proper ideal is also a proper left ideal. Thus, if $Q$ fulfills one of the assertions (B), (C), or (D), then $Q$ cannot satisfy assertion (A). However, the assertions (B), (C), and (D) are not exclusive.

Example 3.8 Consider the semigroup $Q_{2}$ with the underlying set $\left\{0^{\prime}, \hat{0}, b^{\prime}, \hat{b}, c^{\prime}\right\}$ and the operation given by the following table:

|  | $0^{\prime}$ | $\hat{0}$ | $b^{\prime}$ | $\hat{b}$ | $c^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0^{\prime}$ | $0^{\prime}$ | $\hat{0}$ | $0^{\prime}$ | $\hat{0}$ | $0^{\prime}$ |
| $\hat{0}$ | $0^{\prime}$ | $\hat{0}$ | $0^{\prime}$ | $\hat{0}$ | $0^{\prime}$ |
| $b^{\prime}$ | $0^{\prime}$ | $\hat{0}$ | $b^{\prime}$ | $\hat{b}$ | $0^{\prime}$ |
| $\hat{b}$ | $0^{\prime}$ | $\hat{0}$ | $b^{\prime}$ | $\hat{b}$ | $0^{\prime}$ |
| $c^{\prime}$ | $0^{\prime}$ | $\hat{0}$ | $0^{\prime}$ | $\hat{0}$ | $0^{\prime}$ |

The operation can be understood intuitively: For $n>1$ and $p_{1}, \ldots, p_{n} \in Q_{2}$, we can calculate the product $p_{1} \ldots p_{n}$ as follows: If a $c^{\prime}, 0^{\prime}$ or $\hat{0}$ occurs among $p_{1}, \ldots, p_{n}$, the result has a 0 . Otherwise, the result has a $b$. The index of $p_{1} \ldots p_{n}$ (i.e. ' or ${ }^{\wedge}$ ) is the index of $p_{n}$. The semigroup $Q_{2}$ fulfills the assertions (B), (C), and (D).
(B) The semigroup $Q_{2}$ has proper ideals such that we cannot apply Lemma 3.4. Nevertheless, we can split $Q_{2}$ into two disjoint left ideals by $U=\left\{0^{\prime}, b^{\prime}, c^{\prime}\right\}$ and $V=\{\hat{0}, \hat{b}\}$. We could also choose proper left ideals which are not disjoint, e.g., by $U=\left\{0^{\prime}, \hat{0}, b^{\prime}, c^{\prime}\right\}$ and $V=\left\{0^{\prime}, \hat{0}, \hat{b}\right\}$.
(C) We simply set $J=\left\{0^{\prime}, \hat{0}, b^{\prime}, \hat{b}\right\}$.
(D) $Q_{2}$ satisfies this assertion by $J=\left\{0^{\prime}, \hat{0}, c^{\prime}\right\}$ and $H=\left\{b^{\prime}, \hat{b}\right\}$.

## 4 Product Automata

In this section, we deal with a special kind of automata. We adapt the notion of automata from Definition 2.3. We use ideas from the proof of Theorem 2.7 (cf. [1, 10]). In the first subsection, we get familiar with product automata. In the second subsection, we examine connections to ideal theory.

Throughout this section, we assume two disjoint independence alphabets $\left(\Sigma_{1}, I_{1}\right)$ and $\left(\Sigma_{2}, I_{2}\right)$. We abbreviate the trace monoids $\mathrm{M}\left(\Sigma_{1}, I_{1}\right)$ and $\mathrm{M}\left(\Sigma_{2}, I_{2}\right)$ by $\mathrm{IM}_{1}$ and $\mathrm{M}_{2}$, respectively.

### 4.1 Definitions

We define product automata.
Definition 4.1 Assume two disjoint trace monoids $\mathrm{M}_{1}$ and $\mathrm{IM}_{2}$. A product automaton $\mathcal{A}$ over $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$ is a quintuple $[P, R, g, h, F]$, where

- $P$ and $R$ are non-empty finite semigroups,
- $g$ and $h$ are surjective homomorphisms $g: \mathrm{IM}_{1} \rightarrow P, h: \mathrm{M}_{2} \rightarrow R$,
- $F$ is a subset of $\binom{P}{R}$.

We can regard every product automaton $[P, R, g, h, F]$ as an $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$-automaton $\left[\binom{P}{R},\binom{g}{h}, F\right]$ by Definition 2.3. A product automaton $\mathcal{A}$ defines a recognizable language by $L(\mathcal{A})=\left(\frac{g}{h}\right)^{-1}(F)$. This means that a trace $t \in\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$ belongs to $L(\mathcal{A})$ iff we obtain a pair in $F$ when we apply $g$ and $h$ on the first and second compound of $t$, respectively.

Let us assume that $L(\mathcal{A})$ is closed under concatenation. Then, $F$ is a subsemigroup of $\binom{P}{R}$. Similarly, $\Pi_{1}(F)$ and $\Pi_{2}(F)$ are subsemigroups of $P$ and $R$, respectively.

We are going to use product automata to prove assertions on recognizable languages in $\binom{\mathrm{M}_{1}}{\mathrm{M}_{2}}$. Therefore, we have to show that every recognizable language $T$ in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$ is the language of some product automaton.

Lemma 4.2 Assume two disjoint trace monoids $\mathrm{M}_{1}$ and $\mathrm{IM}_{2}$, and a recognizable language $T$ in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$. There is a product automaton for $T$.

Proof: By Theorem 2.7, there is some $n \in \mathbb{N}$ and recognizable languages $T_{1}, \ldots, T_{n} \subseteq \mathrm{IM}_{1}$ and $T_{1}^{\prime}, \ldots, T_{n}^{\prime} \subseteq \mathrm{M}_{2}$ such that

$$
T=\binom{T_{1}}{T_{1}^{\prime}} \cup \ldots \cup\binom{T_{n}}{T_{n}^{\prime}}
$$

For $i=1, \ldots, n$, let $\left[P_{i}, g_{i}, F_{i}\right]$ (resp. [ $\left.R_{i}, h_{i}, F_{i}^{\prime}\right]$ ) be an automaton for $T_{i}$ (resp. $T_{i}^{\prime}$ ). We can freely assume $P_{i}=P_{j}, g_{i}=g_{j}, R_{i}=R_{j}$, and $h_{i}=h_{j}$ for any $1 \leq i \leq j \leq n$. Then, $T$ is the language of the product automaton $\left[P_{1}, R_{1}, g_{1}, h_{1}, F\right]$ with $F=\binom{F_{1}}{F_{1}^{\prime}} \cup \ldots \cup\binom{F_{n}}{F_{n}^{\prime}}$.

### 4.2 Connections to Subsemigroups and Ideals

We examine connections between product automata and ideal theory. Assume a recognizable language $T$ in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$ which is closed under concatenation. Assume further a product automaton $\mathcal{A}=[P, R, g, h, F]$ for $T$. Let us denote $\Pi_{2}(F)$ by $Q$. Then, $Q$ is a subsemigroup of $R$. We can easily verify that $Q=h \circ \Pi_{2}(T)=\Pi_{2} \circ\binom{g}{h}(T)$. Assume some subset $W$ of $Q$. We define a language $T_{W}$ by

$$
T_{W}=\left\{t \in T \mid h \circ \Pi_{2}(t) \in W\right\}
$$

The language $T_{W}$ is obviously a subset of $T$. Some trace $t$ in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$ belongs to $T_{W}$ iff we have $\binom{g}{h}(t) \in F \cap\binom{P}{W}$.

Proposition 4.3 Assume some non-empty, concatenation closed language $T$ in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$. Assume a product automaton $\mathcal{A}=[P, R, g, h, F]$ for $T$. Let $Q$ denote the semigroup $\Pi_{2}(F)$.

1. For $W \subseteq Q$, the product automaton $\mathcal{A}_{W}=\left[P, R, g, h, F \cap\binom{P}{W}\right]$ defines $T_{W}$. Therefore, $T_{W}$ is recognizable.
2. For every non-empty $W \subseteq Q$, the language $T_{W}$ is non-empty.
3. For every subsemigroup $H \subseteq Q$, the language $T_{H}$ is concatenation closed.
4. For every left ideal $U \subseteq Q$, the language $T_{U}$ is a left ideal of $T$.
5. For every ideal $J \subseteq Q$, the language $T_{J}$ is an ideal of $T$.

## Proof:

1. We can straightforwardly verify that $\mathcal{A}_{W}$ is a product automaton, because $\mathcal{A}$ is a product automaton. For $t \in T_{W}$, we have $\binom{g}{h}(t) \in F$ and $\binom{g}{h}(t) \in\binom{P}{W}$. Thus, we have $\binom{g}{h}(t) \in F \cap\binom{P}{W}$. Hence, $T_{W} \subseteq L\left(\mathcal{A}_{W}\right)$.
Conversely, let $t \in L\left(\mathcal{A}_{W}\right)$. Then, we have $\binom{g}{h}(t) \in F$ and $\binom{g}{h}(t) \in\binom{P}{W}$. Hence, $t \in T$ and $h \circ \Pi_{2}(t) \in W$, i.e., $t$ belongs to $T_{W}$. Consequently, $L\left(\mathcal{A}_{W}\right) \subseteq T_{W}$.
2. Because $W$ is non-empty, we can assume some $r$ in $W$. This $r$ belongs to $Q$, i.e., there is some $p$ in $P$ such that the pair $\binom{p}{r} \in F$. Because the homomorphism $\binom{g}{h}$ is a surjection, the set $\binom{g}{h}^{-1}\binom{p}{r}$ is non-empty. Further, we have $\binom{g}{h}^{-1}\binom{p}{r} \subseteq T_{W}$.
3. Note that $T_{W}=\Pi_{2}^{-1} \circ h^{-1}(W) \cap T$. Since $W$ is a subsemigroup of $Q$, its preimage $\Pi_{2}^{-1} \circ h^{-1}(W)$ is a subsemigroup of $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$. Then, $T_{W}$ is a subsemigroup because it is the intersection of two subsemigroups.
4. Let $f$ be the restriction of $h \circ \Pi_{2}$ to $T$. Then, $f$ is a surjective homomorphism from $T$ to $Q$ and $T_{U}=f^{-1}(U)$. Since $U$ is a left ideal of $Q$, so is its preimage $T_{U}$ under $f$.
5. As the previous point.

## 5 Proof of Theorem 2.16

In this section, we prove Theorem 2.16. We take over the notions $\left(\Sigma_{1}, I_{1}\right),\left(\Sigma_{2}, I_{2}\right), \mathrm{IM}_{1}$ and $\mathrm{IM}_{2}$ from the previous section. We abbreviate $\mathrm{IM}_{1} \backslash\{\lambda\}$ and $\mathrm{M}_{2} \backslash\{\lambda\}$ by $\mathrm{M}_{1}^{+}$and $\mathrm{M}_{2}^{+}$, respectively. The traces in $\binom{\mathbb{M}_{1}^{+}}{\mathbf{M}_{2}^{+}}$are exactly the traces in $\binom{\mathbb{M}_{1}}{\mathbb{M}_{2}}$ which contain at least one letter in $\Sigma_{1}$ and at least one letter in $\Sigma_{2}$.

Theorem 2.16 Assume two disjoint independence alphabets $\left(\Sigma_{1}, I_{1}\right)$ and ( $\Sigma_{2}, I_{2}$ ). Assume some concatenation closed, recognizable language $T$ in $\binom{\mathrm{M}_{1}^{+}}{\mathrm{M}_{2}^{+}}$.
Then, the set of generators of $T$ has the FPP.
Theorem 2.16 is obviously true if the language $T$ is empty. Thus, we just need to prove it for non-empty languages $T$. The general structure of the proof is the following: Just assume a non-empty, concatenation closed, recognizable language $T$ in $\binom{\mathbf{M}_{1}^{+}}{\mathbf{M}_{2}^{+}}$. By Lemma 4.2, there is a product automaton $\mathcal{A}=[P, R, g, h, F]$ for $T$. We denote $\Pi_{2}(F)$ by $Q$. Because $T$ is non-empty, $Q$ is non-empty. We use Proposition 3.7 on $Q$. Consequently, the proof of Theorem 2.16 consists of four parts. In the first subsection, we deal with the case that $Q$ does not contain proper left ideals. After that, we deal with the cases that $Q$ fulfills one of the assertions (B), (C), or (D) in Proposition 3.7. We will do this by an induction on the number of elements of $Q$.

In the last subsection, we summarize the results to prove Theorem 2.16.

## 5.1 $Q$ does not have proper left ideals

In this subsection, we prove the following special case of Theorem 2.16.
Proposition 5.1 Assume a non-empty, concatenation closed language $T$ in $\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$which is recognized by a product automaton $[P, R, g, h, F]$, such that the semigroup $\Pi_{2}(F)$ does not have proper left ideals.
Then, $\operatorname{Gen}(T)$ has the FPP. Moreover, we have $T=\operatorname{Gen}(T)^{1, \ldots,\left|\Pi_{2}(F)\right|+1}$.
I introduce some notions especially for the proof of this proposition. We assume a language $T$ as in Proposition 5.1.

Definition 5.2 Assume some traces $t, t_{1}, s_{1}$ in $T$. We call the pair $\left(t_{1}, s_{1}\right)$ a most oblique cut of $t$ iff $t=t_{1} s_{1}$ and for every traces $t_{1}^{\prime}, s_{1}^{\prime} \in T$ with $t=t_{1}^{\prime} s_{1}^{\prime}$ we have either

- $\left|\Pi_{1}\left(t_{1}^{\prime}\right)\right|>\left|\Pi_{1}\left(t_{1}\right)\right|$ or
- $\left|\Pi_{1}\left(t_{1}^{\prime}\right)\right|=\left|\Pi_{1}\left(t_{1}\right)\right|$ and $\left|\Pi_{2}\left(t_{1}^{\prime}\right)\right| \leq\left|\Pi_{2}\left(t_{1}\right)\right|$.

Intuitively, we can understand the definition as follows. We try to factorize $t$ in $T$ into two traces $t_{1}$ and $s_{1}$ of $T$. We try to do this in a way that the first compound of $t_{1}$ is small, but, the second compound of $t_{1}$ is big.

If the trace $t$ is not a generator of $T$, then there is at least one most oblique cut of $t$. A most oblique cut cannot exist if the trace $t$ is a generator of $T$.

Lemma 5.3 Assume some traces $t, t_{1}, s_{1}$ in $T$ such that $\left(t_{1}, s_{1}\right)$ is a most oblique cut of $t$. Then, the trace $t_{1}$ is a generator of $T$.

Proof: We prove the lemma by contradiction. Just assume that $t_{1}$ is not a generator of $T$. Then, there are two traces $t_{1 a}$ and $t_{1 b}$ in $T$ such that $t=t_{1 a} t_{1 b}$. We can factorize $t$ into $t_{1 a}$ and $t_{1 b} s_{1}$. The traces $t_{1 a}$ and $t_{1 b} s_{1}$ belong to $T$. Further, $\Pi_{1}\left(t_{1 a}\right)$ contains properly less letters than $\Pi_{1}\left(t_{1}\right)$, since $\Pi_{i}\left(t_{1} b\right) \neq \lambda$. This contradicts that $\left(t_{1}, s_{1}\right)$ is a most oblique cut.

We can factorize some trace $t$ in $T$ into generators by successive most oblique cuts. We factorize $t$ into a generator $t_{1}$ and a trace $s_{1}$ in $T$. Then, we factorize $s_{1}$ by a most oblique cut and so on, until a most oblique cut yields two generators. This iterative factorization terminates, because "the remaining part of $t$ " becomes properly shorter in every most oblique cut.

Proof of Proposition 5.1: Assume some trace $t$ in $T$. We denote by $Q$ the semigroup $\Pi_{2}(F)$. We show that a factorization of $t$ by successive most oblique cuts yields a factorization of $t$ into at most $|Q|+1$ generators of $T$.

We factorize $t$ into generators of $T$ by successive most oblique cuts. We obtain a natural number $n$ and generators $t_{1}, \ldots, t_{n}$ of $T$ such that $t_{1} \ldots t_{n}$ yields $t$. For every $i$ in $1, \ldots, n-1$, the pair $\left(t_{i}, t_{i+1} \ldots t_{n}\right)$ is a most oblique cut of the trace $t_{i} \ldots t_{n}$.

We introduce two notions for lucidity. For every $i$ in $1, \ldots, n$, we define $u_{i}=\Pi_{1}\left(t_{i}\right)$ and $v_{i}=\Pi_{2}\left(t_{i}\right)$, i.e., we have $t_{i}=\binom{u_{i}}{v_{i}}$. For every $i$ in $1, \ldots, n$, we have $h\left(v_{i}\right) \in Q$, because the traces $t_{1}, \ldots, t_{n}$ belong to $T$.

We show by a contradiction that $n \leq|Q|+1$. Assume $n>|Q|+1$.
By $h\left(v_{i+1} \ldots v_{n}\right)=h\left(v_{i+1}\right) \ldots h\left(v_{n}\right) \in Q$ for $1 \leq i<n$ and $n-1>|Q|$, we get the existence of $1 \leq i<j<n$ such that $h\left(v_{i+1} \ldots v_{n}\right)=h\left(v_{j+1} \ldots v_{n}\right)$.

Then, $h\left(v_{i}\right) \cdot Q h\left(v_{i+1} \ldots v_{n}\right)=h\left(v_{i} \ldots v_{n}\right)=h\left(v_{i} \ldots v_{j}\right) \cdot Q h\left(v_{j+1} \ldots v_{n}\right)$. Since $Q$ does not have proper left ideals, we can apply Lemma 3.2 and get $h\left(v_{i}\right)=h\left(v_{i} \ldots v_{j}\right)$.

By $t_{i} \in T$, we have $\binom{g}{h}\binom{u_{i}}{v_{i}} \in F$. Because of $h\left(v_{i}\right)=h\left(v_{i} \ldots v_{j}\right)$, we get $\binom{g}{h}\binom{u_{i}}{v_{i} \ldots v_{j}} \in F$, and thus, $\binom{u_{i}}{v_{i} \ldots v_{j}} \in T$. Similarly, $t_{i+1} \ldots t_{n} \in T$ implies $\binom{g}{h}\binom{u_{i+1} \ldots u_{n}}{v_{i+1} \ldots v_{n}} \in F$. By $h\left(v_{i+1} \ldots v_{n}\right)=$ $h\left(v_{j+1} \ldots v_{n}\right)$, we have $\binom{g}{h}\binom{u_{i+1} \ldots u_{n}}{v_{j+1} \ldots v_{n}} \in F$, and therefore, $\binom{u_{i+1} \ldots u_{n}}{v_{j+1} \ldots v_{n}} \in T$.

Thus, $\binom{u_{i}}{v_{i} \ldots v_{j}}$ and $\binom{u_{i+1} \ldots u_{n}}{v_{j+1} \ldots v_{n}}$ are a factorization of $t_{i} \ldots t_{n}$ into two traces from $T$. Since $\left(t_{i}, t_{i+1} \ldots t_{n}\right)$ is a most oblique cut of $t$ and $\Pi_{1}\binom{u_{i}}{v_{i} \ldots v_{j}}=\Pi_{1}\left(t_{i}\right)$, we obtain $\left|\Pi_{2}\binom{u_{i}}{v_{i} \ldots v_{j}}\right| \leq$ $\left|\Pi_{2}\left(t_{i}\right)\right|$. Hence, $\left|v_{i} \ldots v_{j}\right| \leq\left|v_{i}\right|$. Because $v_{i}$ is a prefix of $v_{i} \ldots v_{j}$, we have $\left|v_{i} \ldots v_{j}\right|=\left|v_{i}\right|$. Consequently, $v_{i+1} \ldots v_{j}=\lambda$. This is a contradiction, because every trace in $T$ contains at least one letter from $\Sigma_{2}$.

Finally, our assumption $n>|Q|+1$ lead to a contradiction. Hence, we have $n \leq|Q|+1$.
The method of most oblique cuts is a very suitable method to prove Theorem 2.16 in the case that the semigroup $Q$ does not have proper left ideals. Let us consider an example.

Example 5.4 Assume the free monoids over singletons $\mathrm{M}_{1}=\{a\}^{*}$ and $\mathrm{M}_{2}=\{b\}^{*}$. Consider the language $T=\left\{\binom{a}{b}\right\} \cup\left\{\left.\binom{a^{n}}{b^{m}} \right\rvert\, n \geq 2, m \geq 2\right\}$ in $\binom{\mathbb{I M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$. The language $T$ fulfills every presumption of Theorem 2.16. However, we cannot prove that Gen $(T)$ has the FPP by factorizations with most oblique cuts. For every $n \geq 1$, the application of successive most oblique cuts factorizes the trace $\binom{a^{n}}{b^{n}}$ into $\binom{a}{b} \ldots\binom{a}{b}$, i.e., we obtain $n$ generators. Hence, the number of generators which we obtain by successive most oblique cuts is unlimited.

## 5.2 $Q$ fulfills assertion (C)

We prove the remaining cases of Theorem 2.16 by an induction on the number of elements in $Q$. In the case that $Q$ is a singleton, we already know by Proposition 5.1 that Theorem 2.16 is true for $T$, because the singleton semigroup does not have proper left ideals.

Assume some natural number $n>1$. By induction, we presume that Theorem 2.16 is true for languages $T^{\prime}$ if there is a product automaton $\left[P^{\prime}, R^{\prime}, g^{\prime}, h^{\prime}, F^{\prime}\right]$ for $T^{\prime}$ such that the number of elements of $\Pi_{2}\left(F^{\prime}\right)$ (i.e. $Q^{\prime}$ ) is properly smaller than $n$. Then, we show that Theorem 2.16 is true if $Q$ has $n$ elements and $Q$ fulfills one of the assertions (B), (C), or (D) in Proposition 3.7. We do this by a decomposition of $Q$ and $T$ into subsemigroups, left ideals and ideals.

We perform the first induction step. We start with the case that $Q$ fulfills assertion (C) in Proposition 3.7 because this is the most simple one.

Proposition 5.5 Let $n>1$. Assume that Theorem 2.16 holds for every non-empty, concatenation closed language $T^{\prime}$ in $\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$which is recognized by a product automaton $\left[P^{\prime}, R^{\prime}, g^{\prime}, h^{\prime}, F^{\prime}\right]$ with $\left|\Pi_{2}\left(F^{\prime}\right)\right|<n$. Let $[P, R, g, h, F]$ be a product automaton for a language $T$ such that

- $T$ is a non-empty, concatenation closed language in $\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$,
- $\left|\Pi_{2}(F)\right|=n, \quad$ and,
- there is an $r \in \Pi_{2}(F)$ such that $r^{2} \neq r$ and $\Pi_{2}(F) \backslash\{r\}$ is an ideal.

Then, Gen $(T)$ has the FPP.
Proof: For simplicity, let $Q=\Pi_{2}(F)$ and $J=\Pi_{2}(F) \backslash\{r\}$. We use Proposition 4.3 to examine the language $T_{J}=\left\{t \in T \mid h \circ \Pi_{2}(t) \in J\right\}$. The traces in $T \backslash T_{J}$ are exactly these traces $t$ in $T$ with $h \circ \Pi_{2}(t)=r$.

The ideal $J$ of $Q$ is a subsemigroup of $Q$, because every ideal is a subsemigroup. By assertion three of Proposition 4.3, the language $T_{J}$ is concatenation closed.

By assertion one of Proposition 4.3, we know that $T_{J}$ is recognizable. Moreover, the product automaton $\mathcal{A}_{J}=\left[P, R, g, h, F \cap\binom{P}{J}\right]$ defines $T_{J}$. We see that $\Pi_{2}\left(F \cap\binom{P}{J}\right)$ yields $J$. We have $\left|\Pi_{2}\left(F \cap\binom{P}{J}\right)\right|=|Q|-1$, i.e., we have $\left|\Pi_{2}\left(F \cap\binom{P}{J}\right)\right|<n$. By the inductive hypothesis, we have an $l_{J} \in \mathbb{N}$ such that $T_{J}=\operatorname{Gen}\left(T_{J}\right)^{1, \ldots, l_{J}}$.

By assertion five of Proposition 4.3, we know that $T_{J}$ is an ideal of $T$. Further, we can show that for every $t_{1}, t_{2} \in T$, the concatenation $t_{1} t_{2}$ belongs to $T_{J}$. If one of the traces $t_{1}$ and $t_{2}$ belongs to $T_{J}$, then the trace $t_{1} t_{2}$ belongs to $T_{J}$ because $T_{J}$ is an ideal. If both $t_{1}$ and $t_{2}$ do not belong to $T_{J}$, then we have $h \circ \Pi_{2}\left(t_{1}\right)=h \circ \Pi_{2}\left(t_{2}\right)=r$. We have $h \circ \Pi_{2}\left(t_{1} t_{2}\right)=$ $h \circ \Pi_{2}\left(t_{1}\right) \cdot Q h \circ \Pi_{2}\left(t_{2}\right)=r^{2} \in J$. Hence, the trace $t_{1} t_{2}$ belongs to $T_{J}$, i.e., $T T \subseteq T_{J}$.

Let $l=3 l_{J}$. We show $T=\operatorname{Gen}(T)^{1, \ldots, l}$. For this, let $t \in T$.
Case 1: The trace $t$ does not belong to $T_{J}$.
Because $T T \subseteq T_{J}$, we have $t \notin T T$. Hence, $t$ is a generator of $T$. Thus, $t \in \operatorname{Gen}(T)^{1, \ldots, l}$.
Case 2: The trace $t$ is a generator of $T_{J}$.
Assume we can factorize $t$ into more than three generators of $T$. Then, we can also factorize $t$ into exactly four traces of $T$. Thus, there are traces $t_{1}, \ldots, t_{4} \in T$ such that $t_{1} \ldots t_{4}=t$. We have $t_{1} t_{2} \in T_{J}$ and $t_{3} t_{4} \in T_{J}$. Consequently, $t$ is not a generator of $T_{J}$. This contradicts the case presumption. Hence, $t \in \operatorname{Gen}(T)^{1, \ldots, 3}$.

Case 3: The trace $t$ belongs to $T_{J}$.
Because of $T_{J}=\operatorname{Gen}\left(T_{J}\right)^{1, \ldots, l_{J}}$ we have a $k \leq l_{J}$ and $t_{1}, \ldots, t_{k} \in T_{J}$ such that $t_{1} \ldots t_{k}=t$. By case 2 , we can factorize every trace among $t_{1}, \ldots, t_{k}$ into three or less generators of $T$. Hence, we can factorize $t$ into $3 l_{J}=l$ or less generators of $T$, i.e., $t \in \operatorname{Gen}(T)^{1, \ldots, l}$.

We have $T=\operatorname{Gen}(T)^{1, \ldots, l}$, i.e., the set $\operatorname{Gen}(T)$ has the FPP.

## 5.3 $Q$ fulfills assertion (D)

We deal with the case that we can split $Q$ into a proper ideal and a subsemigroup.
Proposition 5.6 Let $n>1$. Assume that Theorem 2.16 holds for every non-empty, concatenation closed language $T^{\prime}$ in $\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$which is recognized by a product automaton $\left[P^{\prime}, R^{\prime}, g^{\prime}, h^{\prime}, F^{\prime}\right]$ with $\left|\Pi_{2}\left(F^{\prime}\right)\right|<n$. Let $[P, R, g, h, F]$ be a product automaton for a language $T$ such that

- $T$ is a non-empty, concatenation closed language in $\binom{\mathbb{N}_{1}^{+}}{\mathbb{M}_{2}^{+}}$,
- $\left|\Pi_{2}(F)\right|=n, \quad$ and,
- there are a proper ideal $J$ and a subsemigroup $H$ in $\Pi_{2}(F)$ with $J \cup H=\Pi_{2}(F)$ and $J \cap H=\emptyset$

Then, $\operatorname{Gen}(T)$ has the FPP.
Proof: We denote by $Q$ the semigroup $\Pi_{2}(F)$. We examine the languages $T_{J}$ and $T_{H}$. They are non-empty subsets of $T$. They are disjoint and their union yields $T$. Both $T_{J}$ and $T_{H}$ are recognizable and concatenation closed. Further, the language $T_{J}$ is an ideal of $T$. There are two natural numbers $l_{J}$ and $l_{H}$ such that $T_{J}=\operatorname{Gen}\left(T_{J}\right)^{1, \ldots, l_{J}}$ and $T_{H}=\operatorname{Gen}\left(T_{H}\right)^{1, \ldots, l_{H}}$.

Let $l=2 l_{H} l_{J}+l_{J}$. We show $T=\operatorname{Gen}(T)^{1, \ldots, l}$. Assume some trace $t$ in $T$.
Case 1: $t$ is a generator of $T_{H}$.
Assume that there are $t_{1}, t_{2} \in T$ such that $t_{1} t_{2}=t$. If one of the traces $t_{1}$ or $t_{2}$ belongs to the ideal $T_{J}$, then $t$ belongs to $T_{J}$. Hence, both $t_{1}$ and $t_{2}$ belong to $T_{H}$. This contradicts that $t$ is a generator of $T_{H}$. Thus, $t$ is a generator of $T$.

Case 2: $t$ is a trace of $T_{H}$.
We can factorize $t$ into $l_{H}$ or less generators of $T_{H}$. By case 1 , such a factorization is a factorization of $t$ into generators of $T$. Thus, $t \in \operatorname{Gen}(T)^{1, \ldots, l_{H}}$.

Case 3: $t$ is a generator of $T_{J}$.
The trace $t$ is not necessarily a generator of $T$. We examine factorizations of $t$ as follows. Assume three traces $t_{1}, t_{2}, t_{3} \in T \cup\{\lambda\}$ such that

$$
t_{1} t_{2} t_{3}=t, \quad t_{1} \in T_{H} \cup\{\lambda\}, \quad t_{2} \in T_{J} \cup\{\lambda\}, \quad \text { and } \quad t_{3} \in T_{H} \cup\{\lambda\} .
$$

There are traces $t_{1}, t_{2}, t_{3}$ which fulfill these conditions: namely $t_{1}=\lambda, t_{2}=t, t_{3}=\lambda$. We choose a triple $t_{1}, t_{2}, t_{3}$ such that the number of letters of $t_{2}$ is minimal.
We can apply case 2 to the traces $t_{1}$ and $t_{3}$. The traces $t_{1}$ and $t_{3}$ are either $\lambda$, or they belong to $T_{H}$ such that we can factorize each of $t_{1}$ and $t_{3}$ into $l_{H}$ or less generators of $T$.
We deal with $t_{2}$. Assume $t_{2}$ is not the empty trace. By a contradiction, we can show that $t_{2}$ is a generator of $T$. Just assume $t_{2}^{\prime}, t_{2}^{\prime \prime} \in T$ with $t_{2}^{\prime} t_{2}^{\prime \prime}=t_{2}$. We distinguish four cases:

- $t_{2}^{\prime} \in T_{J}$ and $t_{2}^{\prime \prime} \in T_{J}$

The language $T_{J}$ is an ideal of $T$ such that $t_{1} t_{2}^{\prime}, t_{2}^{\prime \prime} t_{3} \in T_{J}$. Thus, $t_{1} t_{2}^{\prime}$ and $t_{2}^{\prime \prime} t_{3}$ form a factorization of $t$ into two traces of $T_{J}$. This contradicts that $t$ is a generator of $T_{J}$.

- $t_{2}^{\prime} \in T_{H}$ and $t_{2}^{\prime \prime} \in T_{J}$

Then $t_{1} t_{2}^{\prime} \in T_{H}$, because $T_{H}$ is a subsemigroup. The trace $t_{2}^{\prime \prime}$ contains properly less letters than $t_{2}$. Consequently, the traces $t_{1} t_{2}^{\prime}, t_{2}^{\prime \prime}$, and $t_{3}$ contradict the choice of $t_{1}$, $t_{2}$, and $t_{3}$, above.

- $t_{2}^{\prime} \in T_{J}$ and $t_{2}^{\prime \prime} \in T_{H}$

Similar to the previous case, the traces $t_{1}, t_{2}^{\prime}$, and $t_{2}^{\prime \prime} t_{3}$ contradict the choice of the traces $t_{1}, t_{2}$, and $t_{3}$.

- $t_{2}^{\prime} \in T_{H}$ and $t_{2}^{\prime \prime} \in T_{H}$

The traces $t_{1} t_{2}^{\prime}$, $\lambda$, and $t_{2}^{\prime \prime} t_{3}$ contradict the choice of $t_{1}, t_{2}$, and $t_{3}$.
Thus, the trace $t_{2}$ is either $\lambda$ or a generator of $T$. We can factorize $t_{1}$ and $t_{3}$ into $l_{H}$ or less generators of $T$. Therefore, $t \in \operatorname{Gen}(T)^{1, \ldots, 2 l_{H}+1}$.

Case 4: $t$ is a trace in $T_{J}$.
We can factorize $t$ into $l_{J}$ or less generators of $T_{J}$. By case 3 , we can factorize every generator of $T_{J}$ into $2 l_{H}+1$ generators of $T$. Consequently, $t \in \operatorname{Gen}(T)^{1, \ldots, 2 l_{H} l_{J}+l_{J}}$.

We have $T=\operatorname{Gen}(T)^{1, \ldots, 2 l_{H} l_{J}+l_{J}}$, i.e., the set $\operatorname{Gen}(T)$ has the FPP.

## 5.4 $Q$ fulfills assertion (B)

Just one case remains. The semigroup $Q$ has two left ideals $U$ and $V$ such that their union yields $Q$ and their intersection yields some ideal of $Q$. This case is the most involved one.

Proposition 5.7 Let $n>1$. Assume that Theorem 2.16 holds for every non-empty, concatenation closed language $T^{\prime}$ in $\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$which is recognized by a product automaton $\left[P^{\prime}, R^{\prime}, g^{\prime}, h^{\prime}, F^{\prime}\right]$ with $\left|\Pi_{2}\left(F^{\prime}\right)\right|<n$. Let $[P, R, g, h, F]$ be a product automaton for a language $T$ such that

- $T$ is a non-empty, concatenation closed language in $\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$,
- $\left|\Pi_{2}(F)\right|=n, \quad$ and,
- there are two proper left ideals $U$ and $V$ such that $U \cup V=\Pi_{2}(F)$ and $U \cap V$ yields an ideal of $\Pi_{2}(F)$.

Then, $\operatorname{Gen}(T)$ has the FPP.
Proof: As in the previous proofs, we set $Q=\Pi_{2}(F)$. For lucidity, we set $J=U \cap V$.
As in the previous proofs, the languages $T_{U}$ and $T_{V}$ are non-empty, recognizable and concatenation closed subsets of $T$. Further, $T_{U}$ and $T_{V}$ are left ideals of $T$, and $T_{J}$ is an ideal of $T$. We have two natural numbers $l_{U}$ and $l_{V}$ such that $T_{U}=\operatorname{Gen}\left(T_{U}\right)^{1, \ldots, l_{U}}$ and $T_{V}=\operatorname{Gen}\left(T_{V}\right)^{1, \ldots, l_{V}}$. Provided that $J$ is non-empty, there is some natural number $l_{J}$ such that $T_{J}=\operatorname{Gen}\left(T_{J}\right)^{1, \ldots, l_{J}}$. If $J=\emptyset$, then $T_{J}$ is also empty.

We have $U \cup V=Q$ and $U \cap V=J$. For every $t \in T$, we have $h \circ \Pi_{2}(t) \in U$ or $h \circ \Pi_{2}(t) \in V$. Thus, $T_{U} \cup T_{V}=T$. Further, for every $t \in T$, we have $h \circ \Pi_{2}(t) \in J$ iff $h \circ \Pi_{2}(t) \in U$ and $h \circ \Pi_{2}(t) \in V$. Hence, we have $T_{U} \cap T_{V}=T_{J}$.

Let $l=3 l_{J}\left(l_{U} l_{V}+\max \left(l_{U}, l_{V}\right)\right)+l_{J}$. We show $T=\operatorname{Gen}(T)^{1, \ldots, l}$. Assume some trace $t$ in $T$.
Case 1: $t$ is a generator of $T_{U}$. Further, $t$ does not belong to $T_{J}$.
Then, $t$ cannot belong to $T_{V}$. Furthermore, if we factorize $t$ into some traces in $T$, not any factor does belong to the ideal $T_{J}$. Otherwise, $t$ would belong to $T_{J}$. Consequently, if we factorize $t$ into some traces in $T$, the factors either belong to $T_{U}$ or $T_{V}$, but they do not belong to $T_{U} \cap T_{V}$.
The trace $t$ is not necessarily a generator of $T$. In the case that $t$ is a generator of $T$, we are done. So assume that $t$ is not a generator of $T$. There is a trace $x \in T$ and a generator $y$ of $T$ with $x y=t$.

Assume $y$ belongs to the left ideal $T_{V}$. Then, $x y=t$ also belongs to $T_{V}$. This is a contradiction. Hence, $y \in T_{U}$. Assume $x$ also belongs to $T_{U}$. Then, $x y=t$ is not a generator of $T_{U}$. Hence, we have $x \in T_{V}$ and $y \in T_{U}$.
We factorize the trace $x$ into $l_{V}$ or less generators of $T_{V}$. There are a $k \leq l_{V}$ and generators $x_{1}, \ldots, x_{k}$ of $T_{V}$ such that $x_{1} \ldots x_{k}=x$.
We show by a contradiction that the traces $x_{1}, \ldots, x_{k}$ are generators of $T$. Just assume some natural number $i$ with $1 \leq i \leq k$ such that $x_{i}$ can be factorized into two traces $x_{i}^{\prime}$ and $x_{i}^{\prime \prime}$ in $T$. Assume that $x_{i}^{\prime \prime}$ belongs to $T_{U}$. Then, $x_{i}$ belongs to $T_{U}$, which is a contradiction. Hence, $x_{i}^{\prime \prime} \in T_{V}$. Now, assume that $x_{i}^{\prime}$ belongs to $T_{V}$. Then, $x_{i}$ is not a generator of $T_{V}$. Thus, we have $x_{i}^{\prime} \in T_{U}$ and $x_{i}^{\prime \prime} \in T_{V}$.
However, this yields a contradiction: We factorize $t$ into the traces $x_{1} \ldots x_{i-1} x_{i}^{\prime}$ and $x_{i}^{\prime \prime} x_{i+1} \ldots x_{k} y$. Both factors belong to $T_{U}$, because $x_{i}^{\prime}$ and $y$ belong to the left ideal $T_{U}$. Hence, we can factorize $t$ into two traces from $T_{U}$ which is a contradiction.

The assumption that some trace among $x_{1}, \ldots, x_{k}$ is not a generator of $T$ yields a contradiction. Thus, we have by $x_{1}, \ldots, x_{k}, y$ a factorization of $t$ into generators of $T$. Hence, $t \in \operatorname{Gen}(T)^{1, \ldots, l_{V}+1}$.

Case 2: $t$ is a trace in $T_{U} \backslash T_{J}$.
There are a $k \leq l_{U}$ and generators $t_{1}, \ldots, t_{k}$ of $T_{U}$ such that $t_{1} \ldots t_{k}=t$. The generators $t_{1}, \ldots, t_{k}$ cannot belong to $T_{J}$. By case 1 , we have $t_{1}, \ldots, t_{k} \in \operatorname{Gen}(T)^{1, \ldots, l_{V}+1}$. Because $k \leq l_{U}$, we have $t \in \operatorname{Gen}(T)^{1, \ldots, l_{U} l_{V}+l_{U}}$.

Case 3: $t$ is a trace in $T \backslash T_{J}$.
We can deal with the traces in $T_{V} \backslash T_{J}$ as we dealt with the traces in $T_{U} \backslash T_{J}$. We obtain $\left(T_{V} \backslash T_{J}\right) \subseteq \operatorname{Gen}(T)^{1, \ldots, l_{U} l_{V}+l_{V}}$.
Hence, we have $\left(T \backslash T_{J}\right) \subseteq \operatorname{Gen}(T)^{1, \ldots, l_{U} l_{V}+\max \left(l_{U}, l_{V}\right)}$.

Case 4: $t$ is a generator of $T_{J}$.
We use the triple factorization method from case 3 in the proof of Proposition 5.6. Assume three traces $t_{1}, t_{2}, t_{3}$ in $T \cup\{\lambda\}$ such that we have

$$
t_{1} t_{2} t_{3}=t, \quad t_{1}, t_{3} \in\left(T \backslash T_{J}\right) \cup\{\lambda\}, \quad \text { and } \quad t_{2} \in T_{J} \cup\{\lambda\} .
$$

There are traces $t_{1}, t_{2}, t_{3}$ which fulfill these conditions, e.g., $\lambda, t, \lambda$, respectively. We choose a triple $t_{1}, t_{2}, t_{3}$ which fulfills the above conditions such that the number of letters of $t_{2}$ is minimal. We can apply case 3 on the traces $t_{1}$ and $t_{3}$ if they are not empty.

We deal with $t_{2}$. If $t_{2}$ is the empty trace, we have $t=t_{1} t_{3}$. Then, we can factorize $t$ into $2\left(l_{U} l_{V}+\max \left(l_{U}, l_{V}\right)\right)$ or less generators of $T$. If $t_{2}$ is a generator of $T$, then we need one more generator to factorize $t$ into generators of $T$.

We deal with the case that $t_{2}$ is not a generator of $T$. Then, we can factorize $t_{2}$ into a generator $t_{2}^{\prime}$ of $T$ and some trace $t_{2}^{\prime \prime}$ in $T$. Assume that $t_{2}^{\prime \prime} \in T_{J}$. We distinguish two cases depending on whether we have $t_{1} t_{2}^{\prime} \in T_{J}$ or not. If we have $t_{1} t_{2}^{\prime} \in T_{J}$, then can factorize $t$ into the traces $t_{1} t_{2}^{\prime}$ and $t_{2}^{\prime \prime} t_{3}$ in $T_{J}$ which contradicts that $t$ is a generator of $T_{J}$. If we have $t_{1} t_{2}^{\prime} \in T \backslash T_{J}$, then we have a factorization of $t$ into $t_{1} t_{2}^{\prime}, t_{2}^{\prime \prime}$ and $t_{3}$. This contradicts the choice of $t_{1}, t_{2}, t_{3}$, above. Consequently, $t_{2}^{\prime \prime} \notin T_{J}$.

To sum up, we have a factorization of $t$ into $t_{1}, t_{2}^{\prime}, t_{2}^{\prime \prime}$ and $t_{3}$. The trace $t_{2}^{\prime}$ is a generator of $T$. We can apply case 3 on $t_{1}, t_{2}^{\prime \prime}$ and $t_{3}$.
Thus, $t \in \operatorname{Gen}(T)^{1, \ldots, 3\left(l_{U} l_{V}+\max \left(l_{U}, l_{V}\right)\right)+1}$.
Case 5: $t$ is a trace in $T_{J}$.
We can factorize $t$ into $l_{J}$ or less generators of $T_{J}$ and apply case 4 to every generator.
Consequently, $t \in \operatorname{Gen}(T)^{1, \ldots, 3 l_{J}\left(l_{U} l_{V}+\max \left(l_{U}, l_{V}\right)\right)+l_{J}}$.
We have $T=\operatorname{Gen}(T)^{1, \ldots ., 3 l_{J}\left(l_{U} l_{V}+\max \left(l_{U}, l_{V}\right)\right)+l_{J}}$, i.e., the set $\operatorname{Gen}(T)$ has the FPP.

### 5.5 Completion of the Proof

Proof of Theorem 2.16: The theorem is obviously true if $T$ is the empty set. As a conclusion of Proposition 5.1, Theorem 2.16 holds for every non-empty, concatenation closed language $T \subseteq\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$, if there is a product automaton $[P, R, g, h, F]$ for $T$ such that $\Pi_{2}(F)$ is a singleton.

Assume some natural number $n>1$. Assume that Theorem 2.16 is true for every concatenation closed language $T^{\prime} \subseteq\binom{\mathrm{M}_{1}^{+}}{\mathrm{M}_{2}^{+}}$, if there is a product automaton $\left[P^{\prime}, R^{\prime}, g^{\prime}, h^{\prime}, F^{\prime}\right]$ for $T^{\prime}$ with $\left|\Pi_{2}\left(F^{\prime}\right)\right|<n$.

Now, let $T$ be a concatenation closed language in $\binom{\mathbb{M}_{1}^{+}}{\mathbb{M}_{2}^{+}}$defined by a product automaton $[P, R, g, h, F]$ with $\Pi_{2}(F)=n$. Then, by Proposition 3.7, the semigroup $\Pi_{2}(F)$ satisfies one of the assertions (A), (B), (C) or (D) such that we can apply one of the Propositions 5.1, 5.7, 5.5, or 5.6, respectively.

## 6 Conclusions and Future Steps

By proving Theorem 2.15, we corrected an error in [27]. Provided that this report does not contain further errors, its main result is true, i.e., the trace monoids with a decidable star problem are exactly the trace monoids with a decidable FPP.

Opposed to the previously known connections between the star problem and the FPP in Theorem 2.9 and 2.10 , we have by Theorem 2.15 a connection between the star problem and the FPP in one and the same trace monoid.

It raises the following decision problem which is a special case of the star problem: Assume two disjoint trace monoids $\mathrm{MM}\left(\Sigma_{1}, I_{1}\right)$ and $\mathrm{M}\left(\Sigma_{2}, I_{2}\right)$ and a language $L$ as in Theorem 2.15. Can we decide whether $L^{*}$ is recognizable, i.e., whether $L$ has the FPP, provided that both the star problem and the FPP are decidable in both $\operatorname{M}\left(\Sigma_{1}, I_{1}\right)$ and $\mathrm{M}\left(\Sigma_{2}, I_{2}\right)$.
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