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## Synopsis

Based on the superposition principle, any two states of a quantum system may be coherently superposed to yield a novel state. Such a simple construction is at the heart of genuinely quantum phenomena such as interference of massive particles or quantum entanglement. Yet, these superpositions are susceptible to environmental influences, eventually leading to a complete disappearance of the system's quantum character. In principle, two distinct mechanisms responsible for this process of decoherence may be identified. In a classical decoherence setting, on the one hand, stochastic fluctuations of classical, ambient fields are the relevant source. This approach leads to a formulation in terms of stochastic Hamiltonians; the dynamics is unitary, yet stochastic. In a quantum decoherence scenario, on the other hand, the system is described in the language of open quantum systems. Here, the environmental degrees of freedom are to be treated quantum mechanically, too. The loss of coherence is then a direct consequence of growing correlations between system and environment.

The purpose of the present thesis is to clarify the distinction between classical and quantum decoherence. It is known that there exist decoherence processes that are not reconcilable with the classical approach. We deem it desirable to have a simple, feasible model at hand of which it is known that it cannot be understood in terms of fluctuating fields. Indeed, we find such an example of true quantum decoherence. The calculation of the norm distance to the convex set of classical dynamics allows for a quantitative assessment of the results. In order to incorporate genuine irreversibility, we extend the original toy model by an additional bath. Here, the fragility of the true quantum nature of the dynamics under increasing coupling strength is evident. The geometric character of our findings offers remarkable insights into the geometry of the set of non-classical decoherence maps. We give a very intuitive geometrical measure-a volume-for the quantumness of dynamics. This enables us to identify the decoherence process of maximum quantumness, that is, having maximal distance to the convex set of dynamics consistent with the stochastic, classical approach. In addition, we observe a distinct correlation between the decoherence potential of a given dynamics and its achievable quantumness. In a last step, we study the notion of quantum decoherence in the context of a bipartite system which couples locally to the subsystems' respective environments. A simple argument shows that in the case of a separable environment the resulting dynamics is of classical nature. Based on a realistic experiment, we analyze the impact of entanglement between the local environments on the nature of the dynamics. Interestingly, despite the variety of entangled environmental states scrutinized, no single instance of true quantum decoherence is encountered. In part, the identification of the classical nature relies on numerical schemes. However, for a large class of dynamics, we are able to exclude analytically the true quantum nature.
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## 1 Introduction

A thorough introduction to quantum theory cannot go without the discussion of a double slit experiment involving massive particles. It works best to exemplify the seemingly paradoxical wave-like interpretation of massive objects first introduced by de Broglie in 1924 (see references in [1]). In the experiment, a beam of neutrons, for example, is aimed at a screen with two parallel slits. At a certain distance behind, a second screen is placed, allowing for the detection of the transmitted neutrons with spatial resolution. According to classical mechanics, the expected distribution pattern of the neutrons is simply the sum of the patterns of the individual slits. The experiment, however, reveals a quite different outcome (Fig. 1.1).


Figure 1.1: Experimentally obtained interference pattern of neutrons diffracted by a double slit. The points represent data taken in the actual experiment, while the solid curve displays the theoretical, quantum mechanical prediction (Picture taken from [2]).

In order to explain the intensity pattern of the incident beam on the second screen, one has to account for interferences between the partial waves travelling through either one of the slits. For larger particles, the manifold interactions with their surroundings become less and less controllable. With increasing interaction, the actual path of an individual particle becomes ever more defined. As a result, the wavelike description of the propagation has to be abandoned in favor of a classical, trajectory-based interpretation. This is part of the reason why the observation of quantum interference becomes increasingly difficult with growing
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Figure 1.2: (a) In recent experiments, interference effects with large organic molecules are studied [3]. Depicted here is a schematic image of TPPF152 with a total number of 430 atoms, adding up to a mass of 5310 AMU (atomic mass units). The bar in the lower left corner corresponds to $10 \AA$. (b) The recorded diffraction pattern (black dots) is in line with the theoretical model (solid line) involving quantum interference. Note, that in this experiment a grating instead of a double slit is used (Pictures taken from [3]).
object size (see Fig. 1.2).
Mathematically, the ability of a quantum system to interfere is described by its coherences, stemming from a coherent superposition of distinct states. Processes leading to a decrease of the coherences, thereby destroying the interference potential, are usually subsumed under the name decoherence. Not only is decoherence responsible for the absence of wave interference of massive particles, it may also be seen as the main reason for the emergence of classicality on a human scale [4, 5, 6]. In general, damping (population transfer) is to be distinguished from decoherence (the loss of phase relations in a certain basis). While damping necessarily implies decoherence, the converse need not be true for suitable interactions. In many instances, e.g., the coherences of a quantum system decay with a rate much larger than the rate at which energy is transferred to the environment. In terms of the time scale defined by this larger rate, the coherences are then typically lost long before the system relaxes into a stationary state [7]. Such dynamics are typically referred to as pure decoherence or phase damping (also known as dephasing).

Yet, even on a microscopic scale, the effect of decoherence may often not be neglected. This is especially true for attempts to exploit the vast potential forecast to applied quantum information processing, where the information to be processed is encoded in coherent superpositions of states. The potential applications range from the actual realization of a quantum
computer, to quantum cryptography protocols, the teleportation of quantum states, or quantum dense coding [8, 9]. The exponential increase of Hilbert space dimension with growing system size leads to a tremendous superiority of certain quantum algorithms over conventional, classical schemes. However, the processing, storage, and transmission of quantum information require very high experimental accuracy. The ability to avoid or correct potential errors is of great significance for their success. It is thus indisputable that sound knowledge of the relevant decoherence mechanisms is needed.

At this point, a very important question has to be asked: namely, what is the origin of decoherence? What sort of microscopic models have to be used in order to account for the loss of coherences? May the phenomenon be described in the framework of quantum mechanics-that is, from within the theory itself? Or does one need some additional input to the quantum mechanical description? Put more boldly, is the emergence of classicality a pure quantum effect?
It may not come as a surprise that the question evades an easy answer. It is of course true that decoherence may be introduced based on the situation where both the system of interest and its environment are treated quantum mechanically [5]. As an immediate aftermath of almost any interaction, system and environment build up correlations which induce a loss of the coherences of the system. Often, yet not necessarily, these correlations are of quantum nature [10]; system and environment are then said to be entangled. This understanding of decoherence stemming from the coupling to a quantum environment represents the standard textbook approach. For obvious reasons, we will refer to this scenario as quantum decoherence.

However, decoherence may also be introduced without invoking a quantum environment at all. In this case, the ways to theoretically approach the system of interest and its surroundings differ substantially. While the system is described in the language of quantum mechanics, there is no need to quantize the ambient degrees of freedom. Rather, the environment may be treated as classical input into the system's quantum description. Its influence is incorporated as a classical parameter in the system Hamiltonian. As a prototypical example, consider a single spin exposed to an electromagnetic field. In the case of a strong field, the influence of the spin on the field may be weak enough to disregard. Stochastic fluctuations (spatial or temporal, e.g.) of the ambient field are then a source of decoherence of the system. The time evolution may thus be described in terms of a stochastic Hamiltonian. We refer to this notion of decoherence as classical decoherence.

Classical decoherence scenarios have played an essential role in the modelling of decoherence in a controlled fashion, both in theory and in experiment (see [11] and references in [6]). They have also been identified as the relevant decoherence mechanism in ion trap quan-
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tum computers where fluctuations are present both in the magnetic field of the trap and in the frequency of the laser addressing the individual ions [12, 13]. Also, the very often employed model of Markovian dephasing [14, 15, 16], which is described in terms of a Lindblad master equation, belongs to the classical regime since any self-adjoint Lindblad operator may be identified with a white noise term in a suitable Hamiltonian.

Yet, the question may not be side-stepped: How generic is this classical approach to decoherence? May any loss of coherence be explained in this fashion? Due to their unitary yet stochastic character the classical decoherence processes are often denoted random unitary (RU). It is known that for quantum systems of small dimension-namely, dimension 2 and 3-any phase-damping process may be explained in terms of RU dynamics. For higher dimension, however, this ceases to be true [17, 18]. So far, there is no known simple criterion able to decide whether a given dynamics is of RU type. In fact, despite the notable attention the issue has received lately [19, 20, 21, 22, 23], very little is known about the nature of true quantum decoherence, that is, decoherence that may not be explained in terms of a classically described environment.

This question is also relevant in the context of environment-assisted error correction, where the actual correction procedure is conditional on classical information obtained from a measurement on the environment. Such a correction scheme is successful if and only if the error may in principle be described in terms of RU dynamics [19]. More recently, processes of this kind have also been applied to quantum networks [24, 25, 26], where the authors study the asymptotic dynamics under repeated application of RU channels and find an attractor space of reasonably low dimensions.

In the present thesis we discuss possible ways to distinguish true quantum decoherence from RU dynamics. The analysis is based on the language of quantum channels, which may be regarded as one of the most general approaches to quantum dynamics. We deem it desirable to have a simple, explicit example of quantum decoherence at hand of which it is known that it cannot be expressed using stochastic Hamiltonians. Based on this physically feasible model, we analyse different measures of quantumness, which give an estimate of how non-classical a certain decoherence process is. Our findings allow us to introduce a new, geometrically motivated measure of quantumness. Due to its simple and intuitive character we are thus enabled to characterize the set of true quantum phase-damping channels, leading to identification of the channel of maximum distance to the convex set of RU dynamics.

## Structure of the Thesis

The thesis is structured as follows. In Chapter 2 we begin with a summary of the basic theoretical concepts used. We formally introduce the notion of entanglement and give accounts
of how it can be measured. The differentiation of decoherence into classical and quantum is discussed in detail. Also, some examples for both notions are shown. For the dynamical description of quantum systems we choose the language of quantum channels, allowing for a very general formulation of time evolution. Further concepts include the Jamiolkowski isomorphism and certain classes of generalized measures which will play a significant role in the characterization of decoherence.

In Chapter 3 we lay the formal groundwork for the discrimination of classical and quantum decoherence. In its pure form, it is based on extremality with respect to the convex set of quantum channels. We present a toy model for which we show that it cannot be understood in terms of a classical decoherence process. The resulting channels are analyzed with respect to their quantumness, i.e., the norm distance to the convex set of channels representing classical decoherence. The toy model is then extended in order to incorporate true irreversibility, which makes the decoherence scenario more realistic. Again, the quantumness of the resulting dynamics is studied and compared to the original, reversible scenario.

In Chapter 4 we introduce an intuitive, geometric measure for the quantumness of dynamics. It is based on a simple volume related to a representation of the corresponding channel using vectors in real space. The geometric character of the newly introduced measure permits us to characterize the set of phase-damping channels on two-qubit systems with respect to their quantumness. In order to validate our findings, we compare it to yet another measure of quantumness which is based on the channel-state duality introduced by Jamiolkowski [27]. Using the toy model presented in Chapter 3] we compare the different methods of quantification.

In Chapter 5we study whether entanglement between local reservoirs may effect the category (classical or quantum) to which a channel belongs. The discussion is based on an existing experimental setup. On the basis of a model which couples the two elements of a bipartite system to their respective local environments, different initial configurations of the environmental state are analysed.

Finally, in Chapter 6 we summarize and discuss future perspectives.

## 2 State of the Art

The present chapter discusses the basic theoretical concepts needed for the thesis at hand. In most applications of quantum information processing, entanglement is the core ingredient responsible for the superior efficiency as compared to conventional classical schemes. Based on this central significance, the chapter commences with a brief introduction into entanglement theory. Starting with the rather tractable pure state scenario, we hint at difficulties arising in the context of mixed quantum states. Here, we discuss two different ways of interpreting the amount of entanglement contained in a given state. In addition, we briefly discuss entanglement in systems described by continuous variables. As a relevant antagonist to entanglement, decoherence is presented thereafter. We refine the distinction between classical and quantum decoherence-a distinction that plays a central role in the present thesis. In order to shed some more light on the different approaches, we explore several examples.

The language of quantum channels offers a remarkably effective way to describe dynamics of quantum systems in a very general manner. Indeed, no assumptions about the underlying processes have to be made; rather, the approach is suitable for situations where little to nothing is known about the microscopic mechanisms involved. Note, however, that the approach is limited due to its fundamental assumption of no initial correlations between the system of interest and its environment. As an example of the quantum channel formalism we discuss the class of random unitary (RU) channels, whose elements are stochastic mixtures of unitary dynamics. These RU channels will be ideally suited to formally describe the notion of classical decoherence.

The Jamiolkowski isomorphism, introducing an intriguing duality between the dynamics (quantum channels) and states of quantum systems, has proven a useful concept in several contexts. It also plays a role in the present thesis, and will be included in this chapter. For completeness, we also briefly discuss the "classical" form of the Birkhoff theorem (see [17], e.g.). The significance becomes clearer only after being translated into its quantum version in Chapter 3. The present chapter concludes with a brief discussion of positive operatorvalued measures (POVMs), which are a general way to describe measurements in quantum mechanics. In particular, the class of symmetric informationally complete POVMs will play a role in the subsequent discourse.

### 2.1 Entangled States

The idea of entanglement goes back to the early days of quantum theory. In fact, it was Schrödinger himself who was the first to speak of the seemingly paradoxical situation that "the best possible knowledge of the whole does not necessarily include the best knowledge of all its parts ${ }^{1}$, [28] (translation after [29]). Mathematically, pure-state entanglement follows from the tensor product structure of Hilbert space describing multipartite systems together with the superposition principle. Consider, e.g., a bipartite quantum system consisting of two parts $\mathcal{A}$ and $\mathcal{B}$, which is described in terms of the product of the individual Hilbert spaces, $\mathcal{H}=\mathcal{H}_{\mathcal{A}} \otimes \mathcal{H}_{\mathcal{B}}$. A pure state is called separable if it can be written as a product of subsystem states, that is

$$
\begin{equation*}
|\Psi\rangle=|\mu\rangle \otimes|v\rangle, \quad|\mu\rangle \in \mathcal{H}_{\mathcal{A}},|v\rangle \in \mathcal{H}_{\mathcal{B}} . \tag{2.1}
\end{equation*}
$$

As an immediate consequence one may note that a measurement performed on one subsystem has no direct influence on the state of the other. In contrast, for an entangled pure state one cannot find a similar representation. By means of local (i.e., acting solely on either subsystem) unitary transformations, it is however possible to write the state as

$$
\begin{equation*}
|\Psi\rangle=\sum_{i=1}^{N} \sqrt{\lambda_{i}}\left|e_{i}\right\rangle \otimes\left|f_{i}\right\rangle, \quad \lambda_{i}>0, N \leq \min \left\{N_{1}, N_{2}\right\}, \tag{2.2}
\end{equation*}
$$

where appropriate bases $\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{N_{1}}$ of $\mathcal{H}_{\mathcal{A}}$ and $\left\{\left|f_{j}\right\rangle\right\}_{j=1}^{N_{2}}$ of $\mathcal{H}_{\mathcal{B}}$ are to be found [30]. This is subject matter of the so-called Schmidt decomposition [30]. The Schmidt coefficients $\lambda_{i}$ are often combined in the Schmidt vector $\vec{\lambda}$. $N$ is usually called the Schmidt rank of the state; for $N=\min \left\{N_{1}, N_{2}\right\}$ and $\lambda_{i}=1 / \sqrt{N}$ the state is said to be maximally entangled.

## Entropy of Entanglement

Pure state entanglement can be detected rather easily. Based on the observation by Schrödinger, namely that knowledge about a composite state does not necessarily improve knowledge about its compounds, one may define a measure of entanglement: the less is known about the subsystem, the more entangled the full state. The entropy of entanglement is a way to formally conceive this approach [31]. For the pure state $|\Psi\rangle \in \mathcal{H}_{\mathcal{A}} \otimes \mathcal{H}_{\mathcal{B}}$, it estimates the amount of entanglement in terms of the von Neumann entropy of the reduced

[^0]states
\[

$$
\begin{equation*}
E(\Psi)=S\left(\rho_{\mathcal{A}}\right)=S\left(\rho_{\mathcal{B}}\right), \tag{2.3}
\end{equation*}
$$

\]

where $S(\rho)=-\operatorname{tr} \rho \log _{2} \rho$. The reduced states are obtained by tracing out the degrees of freedom of either subsystem, e.g., $\rho_{\mathcal{A}}=\operatorname{tr}_{\mathcal{H}_{\mathcal{B}}}|\Psi\rangle\langle\Psi|=\sum_{i}\left\langle f_{i} \mid \Psi\right\rangle\left\langle\Psi \mid f_{i}\right\rangle$, where $\left\{\left|f_{i}\right\rangle\right\}$ denotes an arbitrary basis of $\mathcal{H}_{\mathcal{B}}$. In terms of the Schmidt coefficients this simply reduces to [30]

$$
\begin{equation*}
E(\Psi)=-\sum_{i=1}^{N} \lambda_{i} \log _{2} \lambda_{i} \tag{2.4}
\end{equation*}
$$

In this form it is obvious that the entanglement entropy of a compound is symmetric with respect to its constituents. The quantity $E$ ranges from zero for a product state to $\log _{2} N$ for a maximally entangled state.

### 2.1.1 Mixed-State Entanglement

For a physical system in a mixed state it turns out to be much more difficult to detect entanglement [32]. Here, separability is not synonymous to the state being in product form (cf. Eq. (2.1)); rather, one has to distinguish between quantum correlations (i.e., entanglement) and classical correlations. A mixed state is called separable (or classically correlated) if states $\sigma_{i}$ on $\mathcal{H}_{\mathcal{A}}$ and $\tau_{i}$ on $\mathcal{H}_{\mathcal{B}}$ exist with [33]

$$
\begin{equation*}
\rho=\sum_{i} p_{i} \sigma_{i} \otimes \tau_{i}, \quad p_{i}>0, \sum_{i} p_{i}=1 \tag{2.5}
\end{equation*}
$$

In general, mixed state entanglement can be detected with the help of positive maps [34]. A linear map $\Lambda$ is called positive, if it maps positive operators on positive ones, that is if

$$
\begin{equation*}
\Lambda(\rho) \geq 0 \quad \text { for all } \rho \geq 0 \tag{2.6}
\end{equation*}
$$

The identification of an entangled state relies on the fact that a trivial extension of such a positive map, $\Lambda \otimes \mathbb{1}_{n}$, where $\mathbb{1}_{n}$ is the identity operator in dimension $n$, need not be positive any more.

In our bipartite situation we may thus define a map $\Lambda \otimes \mathbb{1}$, with $\Lambda$ a positive map on $\mathcal{H}_{\mathcal{A}}$ and the identity on $\mathcal{H}_{\mathcal{B}}$. When applied to a separable state,

$$
\begin{equation*}
(\Lambda \otimes \mathbb{1}) \rho=\sum_{i} p_{i} \Lambda\left(\sigma_{i}\right) \otimes \tau_{i}, \tag{2.7}
\end{equation*}
$$
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the result is still a positive operator. In case of an entangled state, however, the final state need not be positive any more. By means of an appropriate positive map $\Lambda$, any entangled state may be identified in this vein [34]. It is, however, not obvious a priori how to construct such an entanglement witness. The transposition $T$ embodies a prominent example of such a map, first used in the context of entanglement theory by Peres [35]. It is easily verified that the transposition is positive. Consider, however, the case of a bipartite quantum system, $\mathcal{H}=\mathcal{H}_{\mathcal{A}} \otimes \mathcal{H}_{\mathcal{B}}$. Applying $T$ to either one of the subsystems while leaving the other unaltered defines the partial transposition $T \otimes \mathbb{1}$ (or $\mathbb{1} \otimes T$ ), which is not a positive map anymore. Let us consider a system of two qubits, for example, which is in the entangled state $|\psi\rangle=$ $(|00\rangle+|11\rangle) / \sqrt{2}$. Applying the map $T \otimes \mathbb{1}$ to this state yields

$$
|\psi\rangle\langle\psi|=\frac{1}{2}\left(\begin{array}{llll}
1 & 0 & 0 & 1  \tag{2.8}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{array}\right) \stackrel{T \otimes \mathbb{H}}{\longmapsto} \frac{1}{2}\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),
$$

which has a negative eigenvalue. The partial transposition is thus able to identify the state as being entangled. For systems of dimension $2 \times 2$ and $2 \times 3$ it was shown, moreover, that negativity under the map $T \otimes \mathbb{1}$ is not only a sufficient but also a necessary criterion for a state to be non-separable [35].

## Entanglement of Formation

In the attempt to evaluate mixed state entanglement the subsystem's entropy alone does not suffice. Moreover, it is even hopeless to completely characterize mixed state entanglement with a single parameter. This is due to the fact that both classical and quantum correlations are encountered [14]. The entanglement of formation is one way to give a physically meaningful definition of an entanglement measure [31]. It looks for the minimum amount of pure state entanglement that is needed in order to reconstruct the mixed state. It requires a minimization over all possible decompositions into pure states:

$$
\begin{equation*}
E_{F}(\rho):=\min _{\left.\left\{p_{i}, \psi \psi_{i}\right\rangle\right\}}\left\{\sum_{i} p_{i} E\left(\psi_{i}\right): \sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|=\rho\right\} \tag{2.9}
\end{equation*}
$$

This is the so-called convex roof construction of an entanglement measure. In general, the task of finding the decomposition optimal in the sense of Eq. (2.9) requires a multidimensional optimization procedure. One possible way to computationally approach this problem is outlined in App. A.1

## Entanglement of Assistance

The entanglement of assistance may be motivated in a scenario where three parties $(\mathcal{A}, \mathcal{B}$, and $\mathcal{C}$ ) share multiple copies of a pure state, $|\Psi\rangle$ [36, 37]. One of the three, the so-called "helper" $\mathcal{C}$, tries to assist by performing measurements in order to maximize the entanglement shared by the other two parties. Any classical information it obtains from the measurements it is allowed to transmit. The task is thus to identify the potentially available entanglement "hidden" in the state $\rho_{\mathcal{A B}}=\operatorname{tre}(|\Psi\rangle\langle\Psi|)$.

Maybe surprisingly, the hereby defined quantity is an attribute of the reduced state $\rho_{\mathcal{A B}}$ alone. It may be evaluated via [37]

$$
\begin{equation*}
E_{A}\left(\rho_{\mathcal{A B}}\right):=\max _{\left.\left\{p_{i}, \psi_{i}\right\rangle\right\}}\left\{\sum_{i} p_{i} E\left(\psi_{i}\right): \sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|=\rho_{\mathcal{A B}}\right\} . \tag{2.10}
\end{equation*}
$$

Note that the entanglement of assistance, $E_{A}$, is in a sense dual to the entanglement of formation: replacing the max in Eq. (2.10) with min yields Eq. (2.9).

Several bounds to the entanglement of assistance have been identified, including the entropic bound [37, 38]. It is given by the minimum of the partial entropies seen by the parties $\mathcal{A}$ and $\mathcal{B}$,

$$
\begin{equation*}
E_{A}\left(\rho_{\mathcal{A B}}\right) \leq \min \left\{S\left(\rho_{\mathcal{A}}\right), S\left(\rho_{\mathcal{B}}\right)\right\}, \tag{2.11}
\end{equation*}
$$

where $\rho_{\mathcal{A}}$ and $\rho_{\mathcal{B}}$ denote the states obtained as the partial trace of $\rho_{\mathcal{A} \mathcal{B}}$ over subsystem $\mathcal{B}$ and $\mathcal{A}$, respectively.

### 2.1.2 Entanglement with Continuous Variables

A prototypical example of a quantum system described in terms of continuous variables is a bosonic field mode, described by an infinite dimensional Hilbert space. The canonical coordinates of position and momentum 2 are [39]

$$
\begin{equation*}
\hat{q}=\frac{1}{\sqrt{2}}\left(\hat{a}+\hat{a}^{\dagger}\right), \quad \hat{p}=\frac{1}{i \sqrt{2}}\left(\hat{a}-\hat{a}^{\dagger}\right), \tag{2.12}
\end{equation*}
$$

[^1]where $\hat{a}, \hat{a}^{\dagger}$ are the bosonic annihilation and creation operators, respectively. Such a quantum system with state $\hat{\rho}$ is uniquely determined by its characteristic function [40]
\[

$$
\begin{equation*}
\chi(\eta)=\operatorname{tr}\left[\hat{\rho} e^{\eta \hat{a}^{\dagger}-\eta^{*} \hat{a}}\right], \tag{2.13a}
\end{equation*}
$$

\]

where $\eta \in \mathbb{C}$. Besides this symmetrically ordered function one may also define characteristic functions that are normally and antinormally ordered,

$$
\begin{align*}
& \chi_{N}(\eta)=\operatorname{tr}\left[\hat{\rho} e^{\eta \hat{a}^{\dagger}} e^{\eta^{*} \hat{a}}\right]=\chi(\eta) e^{1 / 2|\eta|^{2}},  \tag{2.13b}\\
& \chi_{A}(\eta)=\operatorname{tr}\left[\hat{\rho} e^{\eta^{*} \hat{a}} e^{\eta \hat{a}^{\hat{}}}\right]=\chi(\eta) e^{-1 / 2|\eta|^{2}} . \tag{2.13c}
\end{align*}
$$

Performing a two-dimensional Fourier transform on these characteristic functions the corresponding phase space functions are obtained [40],

$$
\begin{equation*}
f(q, p)=f\left(z, z^{*}\right)=\frac{1}{\pi^{2}} \int d^{2} \eta \chi(\eta) e^{z \eta^{*}-z^{*} \eta} \tag{2.14}
\end{equation*}
$$

where the phase-space coordinates are defined via $q=\left(z+z^{*}\right) / \sqrt{2}, p=\left(z-z^{*}\right) / \sqrt{2} i$. In case of symmetric ordering $f(q, p)$ is the well-known Wigner function. Commonly, the following identifications for the characteristic functions with symmetric, normal, and antinormal ordering are used

$$
\begin{array}{rlll}
\chi & \rightarrow & \text { Wigner function: } f(q, p)=: W(q, p), \\
\chi_{N} & \rightarrow & \text { P function: } f(q, p)=: P(q, p), \\
\chi_{A} & \rightarrow & \text { Q function: } f(q, p)=: Q(q, p) . \tag{2.15c}
\end{array}
$$

In the following we will consider the Wigner representation only.
On basis of the Wigner function of a quantum state $\hat{\rho}$ the expectation values of any operator $\hat{A}$ may be computed performing the integral

$$
\begin{align*}
\langle\hat{A}\rangle & =\operatorname{tr}[\hat{\rho} \hat{A}] \\
& =\int d q d p A^{(W)}(q, p) W(q, p), \tag{2.16}
\end{align*}
$$

where the appropriate phase-space representation of the operator is given by

$$
\begin{equation*}
A^{(W)}(q, p)=\int d q^{\prime}\left\langle q+\frac{q^{\prime}}{2}\right| \hat{A}(\hat{q}, \hat{p})\left|q-\frac{q^{\prime}}{2}\right\rangle e^{-i / \hbar q^{\prime} p}, \tag{2.17}
\end{equation*}
$$

the so-called Weyl-Wigner correspondence [41].

## Gaussian States

As the name already indicates, Gaussian states stand out due to the fact that the characteristic function is Gaussian. For a state of N modes with phase-space coordinates $\vec{\xi}=$ $\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{N}, p_{N}\right) \in \mathbb{R}^{2 N}$ the characteristic function may be expressed as [42]

$$
\begin{equation*}
\chi(\eta)=\exp \left\{-\frac{1}{2} \eta M \eta^{T}\right\} . \tag{2.18}
\end{equation*}
$$

where $M$ is the real and symmetric correlation matrix comprised of the second moments [43]

$$
\begin{equation*}
M_{i j}=\operatorname{tr}\left[\hat{\rho}\left(\Delta \hat{\xi}_{i} \Delta \hat{\xi}_{j}+\Delta \hat{\xi}_{j} \Delta \hat{\xi}_{i}\right) / 2\right]=\int d^{2 N} \xi f(\vec{\xi}) \xi_{i} \xi_{j} . \tag{2.19}
\end{equation*}
$$

The canonical commutation relations

$$
\left[\hat{\xi}_{i}, \hat{\xi}_{j}\right]=\frac{i}{2} \Lambda_{i j}, \text { with } \Lambda=\bigoplus_{n=1}^{N}\left(\begin{array}{cc}
0 & 1  \tag{2.20}\\
-1 & 0
\end{array}\right),
$$

lead to the additional constraint for the matrix $M$ [43]

$$
\begin{equation*}
M-\frac{i}{4} \Lambda \geq 0 \tag{2.21}
\end{equation*}
$$

A prototypical example for an entangled continuous-variable state of two modes $a$ and $b$ (with appropriate annihilation operators $\hat{a}$ and $\hat{b}$, respectively) is the pure two-mode squeezed state $\left|\Psi_{a, b}\right\rangle=\exp \left\{-r\left(\hat{a} \hat{b}-\hat{a}^{\dagger} \hat{b}^{\dagger}\right)\right\}\left|0_{a} 0_{b}\right\rangle$ [44]. Depending on the amount of squeezing, measured by the squeezing parameter $r$, its correlation matrix equates to [43]

$$
M=\left(\begin{array}{cccc}
\cosh (2 r) & 0 & \sinh (2 r) & 0  \tag{2.22}\\
0 & \cosh (2 r) & 0 & -\sinh (2 r) \\
\sinh (2 r) & 0 & \cosh (2 r) & 0 \\
0 & -\sinh (2 r) & 0 & \cosh (2 r)
\end{array}\right)
$$

Performing the Fourier transform on the characteristic function yields the Wigner function of the entangled state,

$$
\begin{align*}
W\left(q_{a}, p_{a}, q_{b}, p_{b}\right)=\frac{4}{\pi^{2}} \exp & \left\{-e^{-2 r}\left[\left(q_{a}+q_{b}\right)^{2}+\left(p_{a}-p_{b}\right)^{2}\right]\right. \\
& \left.-e^{2 r}\left[\left(q_{a}-q_{b}\right)^{2}+\left(p_{a}+p_{b}\right)^{2}\right]\right\} . \tag{2.23}
\end{align*}
$$

As in the finite dimensional case, a possible physical interpretation of entanglement in the
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two-mode squeezed state relies on the reduced state with one mode traced out. At a given energy, the reduced state (mode $b$ traced out) is given by

$$
\begin{align*}
W_{\mathrm{red}}\left(q_{a}, p_{a}\right) & =\int d q_{b} \int d p_{b} W\left(q_{a}, p_{a}, q_{b}, p_{b}\right) \\
& =\frac{2}{\pi\left(1+2 \sinh ^{2}(r)\right)} \exp \left\{-\left(\frac{2\left(q_{a}^{2}+p_{a}^{2}\right)}{1+2 \sinh ^{2}(r)}\right)\right\} . \tag{2.24}
\end{align*}
$$

It corresponds to the thermal state of mode $a$. With growing squeezing parameter $r$ the uncertainties in both position and momentum increase. The entanglement of the total state may be given in terms of the von Neumann entropy,

$$
\begin{equation*}
E(\hat{\rho})=\cosh ^{2}(r) \log _{2}\left(\cosh ^{2}(r)\right)-\sinh ^{2}(r) \log _{2}\left(\sinh ^{2}(r)\right) . \tag{2.25}
\end{equation*}
$$

It thus depends on the squeezing parameter only. The same is true for the mean number of photons in the mode, which is given by $\bar{n}=\sinh ^{2} r$ [43].

### 2.2 Decoherence

The superposition principle states that any two states $\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle$ of a quantum system may be superposed, yielding the new state ${ }^{3}|\Psi\rangle=\frac{1}{\sqrt{2}}\left(\left|\psi_{1}\right\rangle+\left|\psi_{2}\right\rangle\right)$ : "the system can be in two different states at the same time". Environmental influences may however cause the coherences $\left|\psi_{1}\right\rangle\left\langle\psi_{2}\right|,\left|\psi_{2}\right\rangle\left\langle\psi_{1}\right|$ to decay, thereby eradicating the associated potential for interference. Processes of this kind may be subsumed under the term decoherence [5].

For many experimental purposes, decoherence is an unwanted and disturbing effect, destroying the vast potential of quantum systems. Entanglement, for example, has been shown to be fragile under decoherence. It may be lost long before the coherences are washed out [45]. Attempts to make use of this non-classical feature as a resource, like quantum computation [46], quantum-enhanced measurements [47], quantum cryptography [48], or the teleportation of states [49], heavily rely on techniques to fight or avoid decoherence. Quantum error-correction attempts to create codes which are fault-tolerant by construction, similar to redundancy-based classical techniques [8]. In addition, syndrome measurements may be used to identify which type of error has occurred, giving the chance to undo it. As yet another Ansatz, the theory of decoherence-free subspaces rests on the identification of relevant symmetries in the global physical description [50]. These symmetries may be used to single out sets of states that are unaffected by the dynamics.

[^2]
### 2.2 Decoherence

In another context, on the other hand, decoherence is a welcome concept in order to explain the emergence of classicality as experienced in everyday life [4, 5, 6]. It is a fruitful concept to account for the non-existence of macroscopic superpositions of states. Furthermore, some ideas about how to exploit decoherence in the context of quantum computation have been introduced recently. By engineering local environments accordingly, the effects of decoherence may be used to steer a quantum system towards a desired state [51].

In the following Sections 2.2.1 and 2.2.2 we discuss the notions of quantum and classical decoherence in detail. At first, the general microscopic mechanisms involved are introduced. In addition, we discuss several examples elucidating the different approaches.

### 2.2.1 Quantum Decoherence

The standard textbook approach to the theory of decoherence is based on the language of open quantum systems, which treats the effects of an uncontrollable environment on the quantum evolution of the system [52]. Here, the system of interest is merely seen as a subsystem of a larger quantum system including the relevant environmental degrees of freedom. The dynamics of the total (closed) state is then given in terms of a unitary transformation $U$. Initially, system and environment are assumed to be in a product state, $\rho \otimes \sigma_{\mathrm{E}}$. In the process of "averaging over all unobserved degrees of freedom" [6], the final state of the system is eventually obtained by tracing out the environment:

$$
\begin{equation*}
\rho^{\prime}=\operatorname{tr}_{\mathrm{E}}\left[U\left(\rho \otimes \sigma_{\mathrm{E}}\right) U^{\dagger}\right] . \tag{2.26}
\end{equation*}
$$

Clearly, time evolution of the system alone, $\rho \mapsto \rho^{\prime}$, is in general non-unitary. Decoherence is then a direct consequence of growing correlations between system and environment [4, 6, 53]. Typically, these correlations are of quantum nature and the interaction leads to entanglement between system and environment. However, this may not occur. Depending on the interaction and the respective initial states, the system's coherences may decay considerably while the total state is still separable [10, 54].

## Quantum Decoherence in an Idealized Measurement

The notion of quantum decoherence plays a vital role in the dynamical description of the collapse of the wave function. The collapse is necessary for the emergence of a classical outcome in an idealized version of a measurement apparatus, also known as the measurement problem [4, 5, 6, 53]. Consider the system of interest to be in the state $|n\rangle$. Ideally, one wishes
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a measurement apparatus initially in $\left|A_{0}\right\rangle$ to interact with the system according to

$$
\begin{equation*}
|n\rangle\left|A_{0}\right\rangle \quad \longmapsto \quad|n\rangle\left|A_{n}\right\rangle . \tag{2.27}
\end{equation*}
$$

The state $\left|A_{n}\right\rangle$ is then called a pointer state, since it corresponds to a specific pointer position on the measurement apparatus indicating the outcome "system in state $n$ ". Since the apparatus shall be assumed to be macroscopic, it strongly interacts with its environment $E$. The results of the measurement are thus rapidly transferred to the environment [4]. For the joint state of system, apparatus plus environment, this implies

$$
\begin{equation*}
|n\rangle\left|A_{0}\right\rangle\left|E_{0}\right\rangle \quad \longmapsto \quad|n\rangle\left|A_{n}\right\rangle\left|E_{n}\right\rangle . \tag{2.28}
\end{equation*}
$$

Decoherence enters the situation when the system of interest is initially described by a coherent superposition of quantum states, that is, $\sum_{n} c_{n}|n\rangle$. From Eq. (2.27) and linearity of time evolution we know that the compound state evolves according to

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\left(\sum_{n} c_{n}|n\rangle\right)\left|A_{0}\right\rangle\left|E_{0}\right\rangle \quad \longmapsto \quad\left|\Psi_{t}\right\rangle=\sum_{n} c_{n}|n\rangle\left|A_{n}\right\rangle\left|E_{n}\right\rangle . \tag{2.29}
\end{equation*}
$$

The key idea is that the pointer states $\left|A_{n}\right\rangle$ are sufficiently robust, so that they are not affected much by the interaction with the environment. These preferred states are singled out in a process called environment induced superselection [5]. As an important effect the environmental states quickly become mutually orthogonal, that is, $\left\langle E_{m} \mid E_{n}\right\rangle \approx \delta_{m n}$. Since we are interested in the state of system and apparatus, only, we may discard all information about the environment by performing the trace

$$
\begin{equation*}
\operatorname{tr}_{\mathrm{E}}\left[\left|\Psi_{t}\right\rangle\left\langle\Psi_{t}\right|\right]=\sum_{n}\left|c_{n}\right|^{2}|n\rangle\langle n| \otimes\left|A_{n}\right\rangle\left\langle A_{n}\right| . \tag{2.30}
\end{equation*}
$$

The resulting state is now given in terms of a classical mixture of the different measurement outcomes $n$, with correct probabilities according to standard measurement theory [55].

### 2.2.2 Classical Decoherence

As another possible source of decoherence, one may identify temporal or spatial fluctuations of ambient classical fields (also called "random external fields" [56]). This effect plays a role in situations where, in effect, an ensemble average is measured. For each individual representative of the ensemble the time evolution is given in terms of a Hamiltonian and hence unitary; the dynamics are thus-at least in principle-reversible. Formally this may


Figure 2.1: Decoherence in experiment: The plot shows the decay of the entanglement of formation in a two-qubit system. The two insets depict the magnitude of the density matrix elements at times $t=2 \mathrm{~ms}$ and $t=8 \mathrm{~ms}$, respectively (Picture taken from [58]).
be written as

$$
\begin{equation*}
\rho(t)=\left\langle\left\langle U_{\xi}(t) \rho U_{\xi}^{\dagger}(t)\right\rangle\right\rangle_{\Xi} \tag{2.31}
\end{equation*}
$$

where $\langle\|\rangle$ defines an ensemble average over different parameter values $\xi$ of a certain space of events $\Xi$. For any $\xi \in \Xi, U_{\xi}$ is a unitary operator. We will denote dynamics of this sort as random unitary $(R U)$ : the time evolution is unitary, yet stochastic.

To contrast this notion to the quantum version of decoherence, where the relevant environmental degrees of freedom have to be treated quantum mechanically (see Sec. 2.2.1), we choose the term classical decoherence. In the following sections we discuss two scenarios exemplifying this idea.

## Decoherence in an Ion Trap Quantum Computer

Experiments in Innsbruck study the implementation of quantum algorithms based on an architecture using trapped ions as logical qubits. Their system consists of a string of ${ }^{40} \mathrm{Ca}^{+}$ ions confined in a linear Paul trap. Metastable hyperfine states of the ions are used as the qubit basis $\{|0\rangle,|1\rangle\}$ [57]. A preparation of entangled states of up to 14 qubits has been successfully demonstrated [13]. Yet, the system is not immune to environmental influences. Using the example of $|\Psi\rangle=\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)$ (a Bell state) as initial state, Fig. 2.1 shows that decoherence also precipitates a decay of entanglement. The insets allow for an observation of the state's density matrix elements. Taking a closer look at the qualitative nature of the coherence decay, one observes a Gaussian rather than an exponential behaviour (cf. Fig. 2.2(a).). Note that an exponential decay would conform well to a model based on a Markovian master equation, often used as a standard approach to decoherence [14].


Figure 2.2: (a) Coherence decay of a single qubit. Rather than an exponential curve, which would be expected on basis of a Markovian model, a Gaussian curve proves appropriate to fit the experimental data. Solid (open) circles: active magnetic field compensation turned off (on) (Picture taken from [59]). (b) Schematic illustration of the relevant qubit levels $|0\rangle$ and $|1\rangle$. The level separation $\omega(t)$ depends on a stochastic parameter $\Delta(t)$.

It turns out that the relevant decoherence mechanism may be understood on basis of temporal fluctuations of the ambient magnetic field. Consider a single qubit, where the relevant states $|0\rangle$ and $|1\rangle$ have a field-dependent energy separation of $\omega(t)$ (cf. Fig. 2.2(b). Random fluctuations have been included in the description by introduction of the stochastic parameter $\Delta(t)$, describing the aberration of the magnetic field from its mean $\omega_{0}$. The Hamiltonian describing the qubit is given by $H=\omega(t) / 2 \sigma_{z}$, leading to the unitary time evolution

$$
\begin{equation*}
U_{\omega}(t)=e^{-\frac{i}{2} \Omega(t) \sigma_{z}}, \quad \Omega(t)=\int_{0}^{t} d \tau \omega(\tau) \tag{2.32}
\end{equation*}
$$

The initial state shall be described by the $2 \times 2$ density matrix $\rho_{0}$. Averaging over the many realizations performed in an experiment leads to the time-evolved state

$$
\begin{align*}
\rho(t) & =\left\langle\left\langle U_{\omega}(t) \rho_{0} U_{\omega}^{\dagger}(t)\right\rangle\right\rangle \\
& =\left(\begin{array}{cc}
\rho_{11} & \left\langle\left\langle e^{-i \Omega(t)}\right\rangle\right\rangle \rho_{12} \\
\left\langle\left\langle e^{i \Omega(t)}\right\rangle\right\rangle \rho_{21} & \rho_{22}
\end{array}\right) . \tag{2.33}
\end{align*}
$$

A careful examination identified the power line as the relevant source of fluctuations [59].

Assuming the noise to be Gaussian one finds [60]

$$
\begin{equation*}
\left\langle\left\langle e^{ \pm i \Omega(t)}\right\rangle\right\rangle=e^{ \pm i\langle\Omega(t)\rangle} e^{-\frac{1}{2} \sigma^{2}(t)}, \tag{2.34}
\end{equation*}
$$

where $\langle\Omega(t)\rangle$ is simply given by $\omega_{0} t$. Comparing the relevant time-scales one can furthermore assume the noise to be perfectly auto-correlated for the duration of a single measurement. The variance $\sigma^{2}(t)$ is thus given by [61]

$$
\begin{align*}
\sigma^{2}(t) & \left.=\int_{0}^{t} \int_{0}^{t} d \tau d \tau^{\prime}\left\langle\left\langle(\omega(\tau)-\langle\omega(\tau)\rangle)\left(\omega\left(\tau^{\prime}\right)-\left\langle\left\langle\omega\left(\tau^{\prime}\right)\right\rangle\right\rangle\right)\right\rangle\right\rangle\right\rangle \\
& =\int_{0}^{t} \int_{0}^{t} d \tau d \tau^{\prime} \Gamma\left(\tau-\tau^{\prime}\right)=\int_{0}^{t} \int_{0}^{t} d \tau d \tau^{\prime} \sigma_{0}^{2}=\sigma_{0}^{2} t^{2} . \tag{2.35}
\end{align*}
$$

In the evaluation of Eq. (2.35) the additional assumption has been made that the stochastic process $\omega(t)$ is stationary. With these results at hand we arrive at

$$
\rho(t)=\left(\begin{array}{cc}
\rho_{11} & e^{-\frac{1}{2} \sigma_{0}^{2} t^{2}} e^{-i \omega_{0} t} \rho_{12}  \tag{2.36}\\
e^{-\frac{1}{2} \sigma_{0}^{2} t^{2}} e^{i \omega_{0} t} \rho_{21} & \rho_{22}
\end{array}\right)
$$

reproducing the Gaussian decay of coherences observed in the experiment.
The decoherence mechanism based on stochastically fluctuating fields was again affirmed in recent experiments, where the coherence decay was studied with respect to the number $N$ of qubits involved. The observed scaling factor of $N^{2}$ is in perfect agreement with predictions based on global fluctuations of the ambient field [13].

## Spin Echo—Reversing Decoherence in an Ensemble of Spins

Maybe the most prominent example of a classical decoherence mechanism was studied by Erwin Hahn in experiments based on nuclear magnetic resonance (NMR) in 1950 [62]. The involved mechanism became known as the Spin Echo technique. In a prototypical NMR experiment, the object of interest is a cloud of randomly distributed molecules immersed in a liquid. When brought into a homogeneous and static magnetic field, $\vec{B}=\left(0,0, B_{z}\right)$, the magnetic moments of the nuclear spins become aligned. Consider, for instance, a molecule with nuclear spin $1 / 2$. Here, the corresponding magnetic moment may be oriented either parallel or anti-parallel to the field axis $z$ (spin up and spin down, respectively). Due to the spin quantization, the respective moments may not, however, be perfectly aligned with the field, forcing them to precess around the $z$-axis with frequencies differing by the Larmor


Figure 2.3: (a) All spins are initially prepared parallel to the $z$-axis. (b) A first $\left(\frac{\pi}{2}\right)_{x}$-pulse rotates the Bloch vectors into the $x-y$-plane. (c) The spins are left to evolve freely over a duration $\tau$. The spatial variation of the magnetic field induces relative phase shifts between the individual spins: the Bloch vectors disperse along the equator. (d) A second pulse, now $(\pi)_{x}$, flips the spins about the $x$-axis. (e) In a second interval of free precession with the same duration $\tau$ as before, the spins are allowed to realign. (f) A final $\left(\frac{\pi}{2}\right)_{x}$-pulse moves the spins back to their initial position.
frequency $\omega_{0}$. The size of $\omega_{0}$ depends linearly on the magnetic field, and the so-called gyromagnetic ratio of the nucleus. A transition between the different orientations may now be stimulated using additional pulses in resonance with the Larmor frequency [63].

There are, however, several mechanisms leading to a relaxation of the ensemble towards the equilibrium state. The longitudinal (spin-lattice) relaxation is responsible for the equilibration of the spin populations parallel and antiparallel to the static magnetic field, usually described with the time constant $T_{1}$. The transverse (spin-spin) relaxation describes the coherence decay. Careful examination of this process allows the identification of at least two relevant sources [63]. Firstly, homogeneous broadening, which is due to fluctuating microscopic magnetic fields and quantified by the time constant $T_{2}$. Secondly, the spatial variation of the macroscopic field over the volume of the sample leads to an inhomogeneous broadening, quantified by the time constant $T_{2}^{*}$. It is this second source of decoherence that may be reversed in experiment.

The basic idea is best understood in terms of the Bloch representation of the spin states (Fig. 2.3, see also App. A.3). Initially, all spins shall be prepared in the spin up state, aligned
parallel to the $z$-axis. The first pulse $\left(\frac{\pi}{2}\right)_{x}$ rotates the spins around the $x$-axis about an angle of $\pi / 2$, moving them into the $x-y$-plane. The spatial variation of the stationary magnetic field makes the single spins precess at different speeds, leading to a relative phase difference depending on the duration $\tau$; the individual Bloch vectors spread out across the equator. Now, a $\pi$-pulse is applied, rotating the spins once more around the $x$-axis, now about an angle of $180^{\circ}$. A subsequent free evolution of duration $\tau$ prompts the spins to refocus, so that an additional $\left(\frac{\pi}{2}\right)_{x}$-pulse re-establishes the initial state.

### 2.2.3 A Comment on the Terminology

Throughout the thesis we use the prefixes classical and quantum in order to specify the microscopic processes leading to a loss of coherences. It is, however, often argued that the term decoherence should be reserved for what we refer to as quantum decoherence. It is then "a distinctly quantum mechanical effect with no classical analog" [6] which is based on growing correlations between the system and its environment. Classical decoherence, on the other hand, is seen merely as a "fake" process with seemingly alike results.
This distinction is justified in two ways. First, it is argued that the ensemble-based, classical decoherence may in principle be corrected based on sensitive measurements on the environment. That is because the dynamics of each individual element of the ensemble is unitary and hence reversible. Note, however, that the prospect of correction is not only present in the classical case. In this context we should reference the result by Gregoratti and Werner [19] (see also Sec. [2.3.1]. In their paper they show that quantum decoherence, too, may be perfectly reversed-provided the dynamics is of RU type. In the context of corrigibility, rather than the dispute whether the decoherence is classical or quantum, the question $R U$ or not $R U$ is important.
The second argument stresses that no information whatsoever is transferred from system to environment; a process which is believed to be vital for the quantum-to-classical transition [6]. In this context it is also often claimed that decoherence relies on growing entanglement between the system of interest and its surrounding degrees of freedom. This may, in fact, be true if the system starts out in a pure state. It is, however, possible that the system decoheres completely before becoming entangled with its environment [10, 54].
In addition, for an experimenter, classical and quantum decoherence may often not be distinguishable. What term should he then use in a phenomenological description, without any knowledge about the actual mechanisms involved? From his point of view it may seem somewhat pedantic to reserve the name decoherence for processes involving quantum entanglement. Rather, we suggest to use the term in the context the meaning of the word itself implies: de-coherence, that is, the loss of coherence. Additional detailing may then be
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achieved using the expressions classical and quantum. In this context, the thesis provides an enhanced understanding of the differences of the two mechanisms.

### 2.2.4 Pure Decoherence: Phase Damping

In some decoherence scenarios it is possible to identify a basis $\{|n\rangle\}$ of states that are dynamically robust. Transitions between these preferred states might, for example, occur on a much longer time-scale than the decay of coherences [7]. The success of the Spin Echo technique (Sec. 2.2.2) relies on this differentiation of time scales: a complete reversal of the spin-spin relaxation described by the time constant $T_{2}^{*}$ is only possible if $T_{2}^{*} \ll T_{2}, T_{1}$ [63]. Such a case of long-lasting populations and relatively fragile coherences is usually termed pure decoherence or phase damping (also known as dephasing). Accordingly, the basis of preferred states is denoted phase-damping basis.

In a quantum model of decoherence (cf. Eq. (2.26)), the phase-damping dynamics may be described in terms of an overlap of relative states of the environment (where relative denotes relative to the phase-damping basis). The robustness of the preferred states allows for a representation of the joint time evolution of system and environment in controlled-unitary form [64],

$$
\begin{equation*}
U=\sum_{n}|n\rangle\langle n| \otimes \tilde{U}_{n}, \tag{2.37}
\end{equation*}
$$

where now the unitary operators $\tilde{U}_{n}=\langle n| U|n\rangle$ act on the environment only. Assuming the environment is initially described by $\left|\psi_{0}\right\rangle$, the time evolution of the system's state $\rho$ is given by

$$
\begin{align*}
\rho_{m n}^{\prime} & =\langle m| \operatorname{tr}_{\mathrm{E}}\left[U\left(\rho \otimes\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right) U^{\dagger}\right]|n\rangle \\
& =\left\langle\psi_{0}\right| \tilde{U}_{n}^{\dagger} \tilde{U}_{m}\left|\psi_{0}\right\rangle \rho_{m n} \\
& =:\left\langle\psi_{n} \mid \psi_{m}\right\rangle \rho_{m n}, \tag{2.38}
\end{align*}
$$

where we denote the relative states with $\left|\psi_{n}\right\rangle=\tilde{U}_{n}\left|\psi_{0}\right\rangle$.
In a classical decoherence scenario, the unitaries entering the ensemble average in Eq. (2.31) are diagonal matrices of the form $U_{\xi}=\operatorname{diagonal}\left(e^{i \xi_{1}}, e^{i \xi_{2}}, \ldots, e^{i \xi_{N}}\right)$, such that the density operator evolves according to

$$
\begin{equation*}
\rho_{m n}^{\prime}=\left\langle\left\langle e^{i\left(\xi_{m}-\xi_{n}\right)}\right\rangle\right\rangle \cdot \rho_{m n} . \tag{2.39}
\end{equation*}
$$

### 2.3 Quantum Channels

The present section is an introduction to the language of quantum channels. It enables a description of discrete time evolution of quantum systems in a very general way-no consideration of the underlying physical processes has to be made. It is thus an adequate tool for the description of both classical and quantum decoherence. The quantum channel simply acts as a map, mapping an arbitrary initial state $\rho$ to its dedicated final state $\rho^{\prime}$. For this reason it may thus be called a "black-box" approach; the physical processes involved are regarded as second rate. The definition of a quantum channel rests on the following [30]:

## Definition 2.1 (Quantum Channel)

A quantum channel is a linear map $\mathcal{E}: \rho \mapsto \rho^{\prime}$ mapping the set of density operators onto itself. That is, for any density operator $\rho$ one finds
(i) $\rho^{\prime}=\left(\rho^{\prime}\right)^{\dagger} \quad$ (Hermiticity),
(ii) $\operatorname{tr}\left[\rho^{\prime}\right]=1 \quad$ (trace preservation),
(iii) $\rho \geq 0 \quad$ (positivity).

Furthermore, the map is required to be completely positive, that is,
(iv) $\mathcal{E}\left(\rho \otimes \mathbb{1}_{n}\right) \geq 0 \quad$ (complete positivity (CP)),
where $\mathbb{1}_{n}$ is the identity in arbitrary dimension $n \in \mathbb{N}$.
In addition, a quantum channel is said to be unital if it leaves the completely mixed state $\mathbb{1}_{N} / N$ invariant or, equivalently,

$$
\begin{equation*}
\mathcal{E}\left(\mathbb{1}_{N}\right)=\mathbb{1}_{N} . \tag{2.40}
\end{equation*}
$$

Note that in the definition of quantum channels, $\rho$ and $\rho^{\prime}$ do not necessarily have to be assigned to the same Hilbert space. For the sake of simplicity, we will however assume here and in the following treatment that this is indeed so. In a given basis, the set of operators acting on a $N$-dimensional Hilbert space may be represented with $\mathcal{M}_{N}$, the set of $N \times N$ complex matrices. A quantum channel is then described as a map $\varepsilon: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$.

## Complete Positivity

The definition of quantum channels introduces the notion of complete positivity, equivalent to positivity of the map under arbitrary trivial extensions $\mathcal{E} \otimes \mathbb{1}_{n}$. The physical motivation of this constraint rests on the idea that the quantum system under scrutiny may initially be entangled with a second system (e.g. its environment). A quantum channel changing only
the state of the system is described by $\mathcal{E} \otimes \mathbb{1}_{\mathrm{E}}$, with $\mathbb{1}_{\mathrm{E}}$ the identity on the environment. Complete positivity is then able to ensure that the compound map is still positive. Recall that we have previously discussed an example of a positive yet not completely positive map: the transposition $T$. This feature was in fact used in Sec. 2.1.1 in order to detect entanglement in a bipartite state.

## Kraus Representation

It was shown by Kraus [65] that a quantum channel may always be written in terms of an operator sum,

$$
\begin{equation*}
\rho^{\prime}=\sum_{i} K_{i} \rho K_{i}^{\dagger}, \tag{2.41}
\end{equation*}
$$

with so-called Kraus operators $K_{i}$. For the map to be trace-preserving one finds $\sum_{i} K_{i}^{\dagger} K_{i}=$ $\mathbb{1}_{N}$. If the channel is unital, the Kraus operators additionally obey $\sum_{i} K_{i} K_{i}^{\dagger}=\mathbb{1}_{N}$. Note that the Kraus representation is not unique. The matrices $K_{i}$ may however be taken linearly independent, fixing the number of terms in Eq. (2.41). The number of Kraus operators needed in this minimal representation is called the Kraus rank (often also simply rank) of the channel $\mathcal{E}$. Two different representations $\left\{K_{i}\right\}_{i=1}^{s}$ and $\left\{\tilde{K}_{i}\right\}_{i=1}^{\tilde{r}}$ are related by an isometry,

$$
\begin{equation*}
\tilde{K}_{i}=\sum_{j=1}^{s} V_{i j} K_{j}, \tag{2.42}
\end{equation*}
$$

with $V: \mathbb{C}^{s} \rightarrow \mathbb{C}^{\tilde{s}}, V^{\dagger} V=\mathbb{1}_{s}$. In the case that both representations are linearly independent, the matrix $V$ is unitary [17].

Quite surprisingly, despite the rather axiomatic approach taken in Def. 2.1, the concept of quantum channels is intimately connected to the standard unitary propagation scheme in quantum mechanics: it may be attributed to the dynamics of an open quantum system. Following the so-called Stinespring dilation theorem, one may arrive at the general form of a quantum channel by successive exertion of the following steps:
(i) Dilation of Hilbert space with an auxiliary system:

$$
\begin{equation*}
\rho \mapsto \rho \otimes \sigma_{\mathrm{aux}}, \tag{2.43}
\end{equation*}
$$

(ii) Unitary propagation within the enlarged state space:

$$
\begin{equation*}
\rho \otimes \sigma_{\mathrm{aux}} \mapsto U\left(\rho \otimes \sigma_{\mathrm{aux}}\right) U^{\dagger}, \tag{2.44}
\end{equation*}
$$

(iii) Tracing out the auxiliary system:

$$
\begin{equation*}
\operatorname{tr}_{\mathrm{aux}}\left[U\left(\rho \otimes \sigma_{\mathrm{aux}}\right) U^{\dagger}\right]=: \rho^{\prime} \tag{2.45}
\end{equation*}
$$

It turns out that the dimension of the additional quantum system $\sigma_{\text {aux }}$ in step (i) has to be no greater than the squared Hilbert space dimension of the system of interest [8]. Note that in step (i) it is commonly assumed that the total state of the system of interest and the auxiliary part are factorizable (i.e., $\rho \otimes \sigma_{\text {aux }}$ ). This way, the resulting channel $\rho \mapsto$ $\rho^{\prime}$ is guaranteed to be completely positive [66]. Only recently, necessary and sufficient conditions for complete positivity based on quantum discord have been identified. Similar to the concept of entanglement, the quantum discord estimates the non-classical character of correlations shared in bipartite systems [67, 68]. Note, however, that while vanishing discord ensures the state to be separable, non-zero discord does not necessarily involve entanglement. It was shown that the reduced dynamics is completely positive if and only if the initial state has zero discord [69].

The linearity in Def. 2.1 allows for a representation of a quantum channel in terms of a linear superoperator $\Phi^{\mathcal{E}}$ : in a given basis of the state space, $\{|n\rangle\}$, we may define [30]

$$
\begin{equation*}
\rho_{m n}^{\prime}=\sum_{r s} \Phi_{m n, r s}^{\mathcal{E}} \rho_{r s} \tag{2.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{m n}=\langle m| \rho|n\rangle \quad \text { and } \quad \Phi_{m n, r s}^{\mathcal{E}}=\langle m| \mathcal{E}(|r\rangle\langle s|)|n\rangle . \tag{2.47}
\end{equation*}
$$

### 2.3.1 Random Unitary (RU) Channels

RU channels represent a quite special class of channels: the dynamics is unitary, yet stochastic. This situation is resembling the one encountered in Sec. 2.2.2 describing classical decoherence, where the uncertainty concerning the ambient classical field leads to a description based on a stochastic Hamiltonian. After taking the ensemble average one arrives at a stochastic, unitary time evolution. Such an RU channel may be written in the following form

$$
\begin{equation*}
\rho^{\prime}=\sum_{i} p_{i} U_{i} \rho U_{i}^{\dagger} \tag{2.48}
\end{equation*}
$$

with probabilities $p_{i}$ and unitary $U_{i}$. Comparing Eq. (2.48) to the Kraus representation, Eq. (2.41), reveals that the Kraus operators may be chosen to be $K_{i}=\sqrt{p_{i}} U_{i}$ : they are proportional to a unitary matrix.

These RU channels are quite convenient due to their analytical amenability and have been studied in different contexts. The authors of [24, 25, 26], e.g., study the asymptotic dynamics under repeated application of RU channels and find an attractor space of relative low dimension. We ourselves have studied the entanglement evolution of two qubits under RU dynamics [70], where we successfully arrived at analytical expressions.

## Corrigibility of RU Channels

Perhaps the most important result connected to RU channels is that they are the only type of dynamics that may be fully undone [19]. Note that in this context the dynamics is due to interaction with a quantum environment, as is the case for the notion of quantum decoherence, Sec. 2.2.1 The correction scheme is based on suitable measurements on the quantum environment of the system of interest. The authors show that, provided that the environment's initial state is pure, to any Kraus representation with operators $K_{i}$ (resulting from a global time evolution $U$ ) there exist observables $M_{i}$ on the environment such that

$$
\begin{equation*}
K_{i} \rho K_{i}^{\dagger}=\operatorname{tr}_{E}\left\{U\left(\rho \otimes\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right) U^{\dagger}\left(\mathbb{1} \otimes M_{i}\right)\right\} . \tag{2.49}
\end{equation*}
$$

As before, $\rho$ denotes the quantum state of the system, $\left|\psi_{0}\right\rangle$ is the pure initial state of the environment. The unitary matrix $U$ describes the joint time evolution.

The idea of the correction scheme may now be sketched as follows. Upon measuring the proper set of observables, such that the corresponding Kraus representation is RU, the correction is possible by simply applying the inverse of the respective unitary transformation (see also [71]). Note that in order to reverse the dynamics full knowledge about the global Hamiltonian dynamics (described by $U$ ) is needed.

### 2.3.2 Phase-Damping Channels

A phase-damping process stands out due to the existence of a basis of robust states: the phase-damping basis (see Sec. 2.2.4). As a consequence, in this basis a phase-damping channel $D$ may be written as a diagonal map

$$
\begin{equation*}
\rho^{\prime}=\sum_{m, n} D_{m n} \rho_{m n}|m\rangle\langle n| . \tag{2.50}
\end{equation*}
$$

with a non-negative matrix $\sqrt[4]{4} D$. For convenience we may also write $\rho^{\prime}=D \star \rho$ where $\star$ is the so-called Hadamard product, that is, the entry-wise product of matrices of the same size
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[72]. For the entries of the matrix $D$ in one finds $\left|D_{m n}\right| \leq 1$, where the robustness of the phase-damping basis implies $D_{n n}=1$.

The non-negativity of $D$ implies the existence of (generally non-unique) matrices $A$ with $D=A A^{\dagger}$ [73]. On basis of such a square root $A$, it is possible to introduce the concept of dynamical vectors: a set of complex, normalized vectors describing the phase-damping dynamics. Identifying the $n$-th row of $A$ with the vector $\left|a_{n}\right\rangle$ it is straightforward to see that

$$
\begin{equation*}
D_{m n}=\left(A A^{\dagger}\right)_{m n}=\left\langle a_{n} \mid a_{m}\right\rangle . \tag{2.51}
\end{equation*}
$$

As an example, a phase-damping channel of dimension 4, i.e., acting on a 4-dimensional quantum system, may be written as

$$
D=\left(\begin{array}{cccc}
1 & \left\langle a_{2} \mid a_{1}\right\rangle & \left\langle a_{3} \mid a_{1}\right\rangle & \left\langle a_{4} \mid a_{1}\right\rangle  \tag{2.52}\\
\left\langle a_{1} \mid a_{2}\right\rangle & 1 & \left\langle a_{3} \mid a_{2}\right\rangle & \left\langle a_{4} \mid a_{2}\right\rangle \\
\left\langle a_{1} \mid a_{3}\right\rangle & \left\langle a_{2} \mid a_{3}\right\rangle & 1 & \left\langle a_{4} \mid a_{3}\right\rangle \\
\left\langle a_{1} \mid a_{4}\right\rangle & \left\langle a_{2} \mid a_{4}\right\rangle & \left\langle a_{3} \mid a_{4}\right\rangle & 1
\end{array}\right) .
$$

The Cholesky factorization (App. A.2) introduces a means of obtaining a square root $A$ in lower triangular form. Furthermore, it allows the identification of dynamical vectors of minimal dimension, being equal to the Kraus rank $r$ of the channel $D$.

Note that an example of these dynamical vectors was already encountered in Sec. [2.2.4 There, the dynamical vectors are the relative states of the environment obtained in a quantum model of decoherence. In a classical decoherence scenario no such physical interpretation seems possible. Based on the dynamical vectors obtained, e.g., from the Cholesky factorization, it is however possible to construct a minimal quantum model, that is, a model in the language of open quantum systems. Minimal refers to the smallest viable dimension of the environment. Note that the first row of the matrix $A$ is given by $(1,0,0, \ldots)$. Taking this state as the initial state of the environment, the required unitary operators $\tilde{U}_{n}$ of Eq. (2.37) may simply be obtained using the actual dynamical vectors $\left|a_{n}\right\rangle$ as the first column, while the only constraint for the remaining columns is to preserve unitarity.

### 2.3.3 Norm of Complete Boundedness

The same reasoning that is applied in the physical justification of complete positivity of a quantum channel is true when introducing a norm on quantum channels. The system the channel is acting on may again be seen as being only part of a larger compound. A meaningful definition (i.e., meaningful in a physical sense) of a norm thus has to take this additional complexity into account.

## Definition 2.2 (Norm of Complete Boundedness)

A linear map $\Lambda$ is called completely bounded if the supremum of the operator norm over all trivial extensions, $\sup _{n}\left\|\Lambda \otimes \mathbb{1}_{n}\right\|$, is finite. Then,

$$
\begin{equation*}
\|\Lambda\|_{\mathrm{cb}}=\sup _{n}\left\|\Lambda \otimes \mathbb{1}_{n}\right\| \tag{2.53}
\end{equation*}
$$

is called the norm of complete boundedness (cb-norm) [74].
In order to give an example for a map whose trivial extension differs in norm from the original map we may again rely on the transposition. On basis of the induced operator norm $\|\Lambda\|=\sup \left\{\|\Lambda(X)\| \mid X \in \mathcal{M}_{d},\|X\|=1\right\}$ it is obvious that the transposition has norm 1: the norm of a matrix does not change by transposing it. If we again look at the example used in Sec.2.1.1, this time, however, in reversed order, we know that

$$
\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{2.5}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \xrightarrow{T \otimes \mathbb{1}_{2}}\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{array}\right) .
$$

From

$$
\left\|\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{2.55}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\right\|=1 \text { and }\left\|\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)\right\|=2
$$

it follows immediately that $\left\|T \otimes \mathbb{1}_{2}\right\| \geq 2$. In the case of a completely positive, completely bounded map $\mathcal{E}$ one finds [74]

$$
\begin{equation*}
\|\varepsilon\|_{\mathrm{cb}}=\|\mathcal{E}(\mathbb{1})\| . \tag{2.56}
\end{equation*}
$$

Note that for a unital channel this immediately implies $\|\mathcal{E}\|_{\mathrm{cb}}=1$.

### 2.4 Channel-State Duality—The Jamiolkowski Isomorphism

A very intriguing concept in quantum information theory is the channel-state duality introduced by Jamiolkowski in 1972 [27]. To any given quantum channel $\mathcal{E}: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$, the

Jamiolkowski isomorphism introduces the so-called Jamiolkowski state $\rho^{\varepsilon}$ on $\mathcal{M}_{N^{2}}$ via

$$
\begin{align*}
\rho^{\varepsilon} & =(\mathcal{E} \otimes \mathbb{1}) \frac{1}{d} \sum_{m, n=1}^{N}|m m\rangle\langle n n| \\
& =\frac{1}{N} \sum_{m, n=1}^{N} \mathcal{E}(|m\rangle\langle n|) \otimes|m\rangle\langle n| . \tag{2.57}
\end{align*}
$$

The channel is thus applied to one half of the pure bipartite maximally entangled state $\sum_{n=1}^{N}|n n\rangle / \sqrt{N}$. Consequently, compared to the initial quantum channel, the state $\rho^{\varepsilon}$ is defined on a Hilbert space of squared dimension, $N^{2}$.
It is of course evident that the Jamiolkowski state does not contain any more information than the channel itself: its matrix representation may be obtained from the superoperator representation, Eq. (2.46), by a simple reshuffling of matrix elements [30]. Using the common definitions

$$
\begin{equation*}
\rho_{m n, r s}^{\varepsilon}=\langle m| \otimes\langle n| \rho^{\varepsilon}|r\rangle \otimes|s\rangle \quad \text { and } \quad \Phi_{m n, r s}^{\varepsilon}=\langle m| \mathcal{E}(|r\rangle\langle s|)|n\rangle, \tag{2.58}
\end{equation*}
$$

one finds that

$$
\begin{equation*}
\rho_{m n, r s}^{\varepsilon}=\Phi_{m r, n s}^{\varepsilon} . \tag{2.59}
\end{equation*}
$$

Conceptually, however, the Jamiolkowski isomorphism has been widely used in simplifying proofs [75] or pointing out novel properties [76]. One striking feature of the duality is that complete positivity of the map $\mathcal{E}$ is tantamount to positivity of the related state $\rho^{\varepsilon}$. Furthermore, the Kraus rank of a channel is equal to the rank (i.e., the number of non-zero eigenvalues) of the corresponding Jamiolkowski state [77].

### 2.5 Birkhoff's Theorem

A magic square consists of $N^{2}$ numbers, arranged in an array of $N \times N$ entries, such that the sum of each column, row, or diagonal gives the same value. If, in addition, the entries contain all integer numbers from 1 to $N^{2}$, the magic square is called normal. People have been fascinated by such objects for many centuries. In fact, a prominent example is the $L o$ shu square (cf Fig. 2.4), dating back to a mythical story told in ancient China [78]. The name stands for "Lo River writing", and the story tells of the mythical King Yu who supposedly saw the numbers written on the carapace of a sacred turtle.

An object very similar to the magic square is given by doubly stochastic matrices. A

| 2 | 7 | 6 |
| :---: | :---: | :---: |
| 9 | 5 | 1 |
| 4 | 3 | 8 |

Figure 2.4: The Lo shu square, a normal, magic square known since ancient China. The values of each row, column, and diagonal sum up to 15 .
matrix $A=\left(a_{m n}\right) \in \mathbb{R}^{N \times N}, a_{m n} \geq 0$, is called doubly stochastic if the elements of each row and column sum to one, i.e.,

$$
\begin{equation*}
\sum_{m=1}^{d} a_{m n}=\sum_{n=1}^{d} a_{m n}=1 \tag{2.60}
\end{equation*}
$$

Each row may thus be thought of as a discrete probability distribution on a sample space containing $d$ elements [72]. Perhaps the simplest examples of doubly stochastic matrices are given by the permutation matrices, square matrices which have exactly one entry, 1 , in each row and each column, and 0 elsewhere. A theorem by Garrett Birkhoff [79] identifies these permutation matrices as the extreme points of the convex hull of doubly stochastic matrices.

Theorem 1. (Birkhoff) A matrix $A \in \mathbb{R}^{N \times N}$ is doubly stochastic if and only if it is a convex combination of permutation matrices, i.e., for some $K<\infty$ there are permutation matrices $P_{1}, \ldots, P_{K} \in \mathbb{R}^{N \times N}$ and probabilities $a_{1}, \ldots, a_{K}$ such that $A=\sum_{i=1}^{K} a_{i} P_{i}$.

Since there are exactly $N$ ! distinct permutation matrices in $\mathbb{R}^{N \times N}$, the set of doubly stochastic matrices is a convex set with $N$ ! vertices, the so-called Birkhoff polytope. It is contained within a ( $N^{2}-2 N+1$ )-dimensional subspace of the space of all real $N \times N$ matrices [72, 80]. Note that a permutation matrix may easily be inverted via the transposition, that is,

$$
\begin{equation*}
P P^{T}=\mathbb{1} \tag{2.61}
\end{equation*}
$$

The inverse of a permutation matrix is another permutation matrix, and hence also doubly stochastic. In general, however, the inverse of a matrix with (2.60) may no longer be doubly stochastic.
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### 2.6 Positive Operator-Valued Measure (POVM)

Probably the most familiar approach to measurements in quantum mechanics goes via projective measurements. The basic elements are operators $\Pi\left(\mu_{i}\right):=\left|\mu_{i}\right\rangle\left\langle\mu_{i}\right|$, describing the projection onto mutually orthogonal states $\left|\mu_{i}\right\rangle$. A projective measurement is described by an observable $M$, having spectral decomposition [8]

$$
\begin{equation*}
M=\sum_{i=1}^{N} \lambda_{i} \Pi\left(e_{i}\right) \tag{2.62}
\end{equation*}
$$

The $\lambda_{i}$ are the eigenvalues of the observable, corresponding to the possible outcomes of the measurement. If the quantum system under scrutiny is described by the state $|\psi\rangle$, the probability of getting result $\lambda_{i}$ is $P\left(\lambda_{i}\right)=\langle\psi| \Pi\left(e_{i}\right)|\psi\rangle$. The post-measurement state of an outcome $\lambda_{i}$ is given by

$$
\begin{equation*}
\frac{\Pi\left(e_{i}\right)|\psi\rangle}{\sqrt{\langle\psi| \Pi\left(e_{i}\right)|\psi\rangle}} \tag{2.63}
\end{equation*}
$$

The attempt to generalize the above concept of orthogonal projective measurement in quantum mechanics leads to the idea of positive operator-valued measure (POVM) [8]. A POVM consists of positive operators $\left\{E_{i}\right\}_{i=1}^{d}$ with

$$
\begin{equation*}
\sum_{i=1}^{d} E_{i}=\mathbb{1} \tag{2.64}
\end{equation*}
$$

Note that here the elements $E_{i}$ are not required to be mutually orthogonal. Given the state $|\psi\rangle$, the probability of outcome $i$ is given by $P(i)=\langle\psi| E_{i}|\psi\rangle$.

A very illustrative example of such a POVM may be given in terms of coherent states [30]. A coherent state $|\alpha\rangle$ is defined as eigenstate of the annihilation operator, that is, $\hat{a}|\alpha\rangle=\alpha|\alpha\rangle$ $(\alpha \in \mathbb{C})$. In terms of the Fock basis it may be expressed as $|\alpha\rangle=\exp \left\{-|\alpha|^{2} / 2\right\} \sum_{n} \alpha^{n}|n\rangle / \sqrt{n!}$ [40]. The POVM is then given by the resolution of the identity

$$
\begin{equation*}
\int \frac{d^{2} \alpha}{\pi}|\alpha\rangle\langle\alpha|=\mathbb{1} \tag{2.65}
\end{equation*}
$$

where the additional normalization factor $1 / \pi$ is present due to over-completeness of the coherent states.

### 2.6.1 Informationally Complete (IC)-POVM

The concept of informationally complete (IC)-POVMs is relevant in the context of state discrimination [81]. With a quantum system at hand, it is a natural question to ask how many measurements are required in an attempt to learn the full state of the system. Consider, e.g., a quantum system with a state space of dimension $N$. It is quite straightforward to see that a general mixed state will be specified by $N^{2}-1$ real parameters (recall that a density operator is Hermitian and of trace 1 ). In an attempt to learn the full density matrix representation one thus has to be able to perform measurements revealing all possible information about the system. A POVM meeting this requirement is thus called informationally complete.

As introduced in Sec. 2.6 a POVM in an $N$-dimensional Hilbert space consists of operators $E_{i}$ with $\sum_{i} E_{i}=\mathbb{1}_{N}$. In order to be informationally complete, the operators $E_{i}$ have to form a (possibly over-complete) operator basis on the Hilbert space. Clearly, thus, a minimum of $N^{2}$ elements $E_{i}$ are required.

### 2.6.2 Symmetric Informationally Complete (SIC)-POVM

A symmetric informationally complete (SIC)-POVM is a set of $N^{2}$ operators $E_{i}=\Pi_{i} / N$, where the $\Pi_{i}$ are rank-one projectors, $\Pi_{i}=\left|\mu_{i}\right\rangle\left\langle\mu_{i}\right|$ on $\mathcal{H}=\mathbb{C}^{N}$, satisfying [82]

$$
\begin{equation*}
\operatorname{tr}\left[\Pi_{i} \Pi_{j}\right]=\left|\left\langle\mu_{i} \mid \mu_{j}\right\rangle\right|^{2}=\frac{1}{N+1}, \quad i \neq j \tag{2.66}
\end{equation*}
$$

The elements of the SIC-POVM are thus subnormalized projectors that are in a sense symmetrically placed in Hilbert space. It is worth a remark that the requirement in Eq. (2.66) is already sufficient to guarantee completeness, i.e. $\sum_{i} E_{i}=\mathbb{1}_{N}$, as well as informational completeness of the $E_{i}$ [82]. Despite the very simple definition, little is known about the form or even the existence of SIC-POVMs in arbitrary dimension. What is known is that they exist for $N=2,3,4,5$ and 8 . In addition, numerical evidence suggests existence up to dimension 45 [82].

As an example, consider the simplest case of the two-dimensional Hilbert space $\mathbb{C}^{2}$. This example will also allow for some geometric intuition. We are thus interested in a SIC-POVM on the Hilbert space of a single qubit. Here, the projectors $\Pi_{i}$ can be rewritten using the Bloch representation (App. A.3)

$$
\begin{equation*}
\Pi_{i}=\frac{1}{2}\left(\mathbb{1}+\vec{b}_{i} \cdot \vec{\sigma}\right), \tag{2.67}
\end{equation*}
$$

where $\vec{b}_{i} \in \mathbb{R}^{3},\left|\vec{b}_{i}\right|=1$, and $\vec{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$, the vector of Pauli spin matrices. The defining
property, Eq. (2.66), now reads

$$
\begin{align*}
\operatorname{tr}\left[\Pi_{i} \Pi_{j}\right] & =\frac{1}{4} \operatorname{tr}\left[\left(\mathbb{1}+\vec{b}_{i} \cdot \vec{\sigma}\right)\left(\mathbb{1}+\vec{b}_{j} \cdot \vec{\sigma}\right)\right] \\
& =\frac{1}{2}\left(1+\vec{b}_{i} \cdot \vec{b}_{j}\right) \\
& =1 / 3, \quad i \neq j . \tag{2.68}
\end{align*}
$$

Hence, the inner product of the Bloch vectors is given by

$$
\begin{equation*}
\vec{b}_{i} \cdot \vec{b}_{j}=-\frac{1}{3}, \quad i \neq j . \tag{2.69}
\end{equation*}
$$

The angle $\alpha=\arccos \left(-\frac{1}{3}\right)$ is also known as the tetrahedral angle, i.e., the angle between the four vectors spanning a regular tetrahedron. In Bloch representation we can thus conclude that the vectors corresponding to a SIC-POVM are symmetrically placed inside the Bloch sphere, such that they span a regular tetrahedron.

As a last point, it is worth noting that the tensor power of a SIC-POVM is no longer a SIC-POVM. In order to see this, consider the tensor products $\left|\tilde{\mu}_{i j}\right\rangle:=\left|\mu_{i}\right\rangle \otimes\left|\mu_{j}\right\rangle(i, j=$ $\left.1, \ldots, N^{2}\right)$, where the projectors $\Pi_{i}=\left|\mu_{i}\right\rangle\left\langle\mu_{i}\right|$ on $\mathcal{H}$ obey (2.66). For these new projectors $\tilde{\Pi}_{i j}:=\left|\tilde{\mu}_{i j}\right\rangle\left\langle\tilde{\mu}_{i j}\right|$ on $\mathcal{H} \otimes \mathcal{H}$ one finds

$$
\begin{align*}
\operatorname{tr}\left[\tilde{\Pi}_{i j} \tilde{\Pi}_{k l}\right]=\left|\left\langle\tilde{\mu}_{i j} \mid \tilde{\mu}_{k l}\right\rangle\right|^{2} & =\left|\left\langle\mu_{i} \mid \mu_{k}\right\rangle\left\langle\mu_{j} \mid \mu_{l}\right\rangle\right|^{2} \\
& =\left\{\begin{array}{rl}
1 & i=k \text { and } j=l, \\
\frac{1}{N+1} & \text { either } i=k \text { or } j=l, \\
\frac{1}{(N+1)^{2}} & i \neq k \text { and } j \neq l .
\end{array}\right. \tag{2.70}
\end{align*}
$$

Clearly, these new projectors do not form a SIC-POVM.

## 3 Classical vs. Quantum Decoherence

In the introduction of decoherence theory, Sec. [2.2] we discuss the fundamental principles of classical and quantum decoherence and show some illustrative examples. Nothing is said, however, about ways to discriminate between the two, let alone whether such a discrimination is possible at all. These questions call for the more formal approach taken in the present chapter: the quantum analogue of Birkhoff's theorem, which is discussed in Sec. 3.1 It is based on the quantum channel formalism and studies the relationship between unital and RU dynamics. Not only does it help in refining the distinction, it also introduces a method of discrimination which is based on a channel's extremality with respect to the convex set of quantum channels.

In order to arrive at a more physically motivated interpretation of the rather mathematical results, we successfully construct a feasible toy model shedding some more light on the notion of true quantum decoherence. The corresponding channels are studied with respect to their quantumness in terms of the Birkhoff defect, which is defined as the norm distance to the convex set of channels describing classical decoherence processes. Despite its computational complexity, the Birkhoff defect enables us to reliably distinguish true quantum from $R U$ dynamics. In order to reflect the irreversible nature usually associated with the phenomenon of decoherence, we extend the toy model accordingly by introducing an additional bath. We study how the quantumness depends on the strength of the coupling to the bath. It turns out that the quantum nature of the dynamics is quite vulnerable to the disturbance by the additional environment. This fragility leads to a complete disappearance of the quantumness for sufficiently strong coupling.

### 3.1 Birkhoff's Theorem-The Quantum Analogue

In quantum mechanics, one can formulate an analogue to Birkhoff's theorem (Sec. [2.5) in terms of complex matrices [17]. For this, two modifications are to be undertaken:
(I) First, doubly stochastic matrices turn into unital channels (doubly stochastic completely positive maps). Recall that a channel $\mathcal{E}: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$ is called unital if it leaves
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the completely mixed state invariant, that is

$$
\begin{equation*}
\mathcal{E}\left(\mathbb{1}_{N}\right)=\mathbb{1}_{N} . \tag{3.1}
\end{equation*}
$$

In terms of the Kraus representation, Eq. (2.41), this is equivalent to $\sum_{i} K_{i} K_{i}^{\dagger}=\mathbb{1}_{N}$.
(II) Second, the (invertible) unitary maps take the role of the (invertible) permutation matrices.

The quantum analogue of Birkhoff's theorem is thus concerned with the question of whether or not a given unital channel may be written as a convex sum of unitary transformations (i.e., a RU channel, see Sec. 2.3.1). In physical terms, the question is directly related to the discrimination of classical and quantum decoherence: we have seen that our notion of classical decoherence was equivalent to a formal description in terms of a RU channel (cf. Secs. 2.2.2 and 2.3.1). Note that-without emphasizing the fact-we have already encountered two examples of unital channels in Chap. 2] Clearly, a RU channel belongs to the set of unital channels, for we have

$$
\begin{equation*}
\sum_{i} p_{i} U_{i} U_{i}^{\dagger}=\sum_{i} p_{i} \mathbb{1}_{N}=\mathbb{1}_{N} . \tag{3.2}
\end{equation*}
$$

Trivially, furthermore, a phase-damping channel is unital: in the phase-damping basis, the completely mixed state is nothing but an equal (incoherent) mixture of the basis elementsthe robust states-and hence unaffected by definition. In the spirit of Birkhoff's theorem we may thus ask if phase-damping dynamics is always consistent with a description based on the RU approach.

In 1993 Landau and Streater were able to show that, in opposition to the classical case, the quantum analogue of Birkhoff's theorem fails to be true: there exist unital channels which may not be written as a convex sum of unitary transformations. The identification makes use of a channel's extremality with respect to the set of unital quantum channels, based on the following theorem by Choi [17].

Theorem 2. (Extremality in the set of channels) A channel $\mathcal{E}: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$ is extremal with respect to the set of quantum channels if and only if it may be written in terms of a Kraus representation $\left\{K_{i}\right\}_{i=1}^{r}$, where

$$
\begin{equation*}
\left\{K_{i}^{\dagger} K_{j}\right\}_{i, j=1}^{r} \tag{3.3}
\end{equation*}
$$

is a linearly independent set of matrices.

Landau and Streater show that the condition of unitality has to be incorporated in the following way [17]:

Theorem 3. (Extremality in the set of unital channels) A quantum channel $\mathcal{E}: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$ is extreme in the set of unital channels if and only if it admits a Kraus representation $\left\{K_{i}\right\}_{i=1}^{r}$ with

$$
\begin{equation*}
\sum_{i} K_{i} K_{i}^{\dagger}=\mathbb{1}_{N}, \quad \text { and }\left\{K_{i}^{\dagger} K_{j} \oplus K_{j} K_{i}^{\dagger}\right\}_{i, j=1}^{r} \tag{3.4}
\end{equation*}
$$

is a linearly independent set of matrices. (Note that with $\oplus$ we denote the direct sum of linear spaces. For matrices $K, L \in \mathcal{M}_{N}$ we have $K \oplus L \in \mathcal{M}_{2 N}$.)

How can this result now be utilized in order to answer our question? What are the implications on extremality of phase-damping channels? We have already seen that any set of Kraus operators representing a phase-damping channel $D$ is diagonal. Hence, all matrices in the representation trivially commute mutually. It is thus easy to see that the condition of linear independence of the direct sum in Eq. (3.4) is equivalent to linear independence in (3.3). For diagonal maps, extremality in the set of unital channels therefore implies the usually weaker condition of extremality with respect to all quantum channels.

From these considerations it is clear that for a phase-damping channel to be extremal it has to meet $r^{2} \leq N$. This implies the following [17]1]

- Single qubit or qutrit $(N<4)$

The extremal channels in the set of unital channels are precisely the unitary $(r=1)$ transformations (Fig. 3.1(a)). Any phase-damping channel thus allows for a RU representation. Indeed, in case of a single qubit for example an arbitrary phase damping channel

$$
\begin{equation*}
\rho^{\prime}=e^{-i \phi_{0} \sigma_{z}}\left(p \rho+(1-p) \sigma_{z} \rho \sigma_{z}\right) e^{i \phi_{0} \sigma_{z}} \tag{3.5}
\end{equation*}
$$

may obviously be obtained from $U_{\phi}=e^{-i \phi \sigma_{z}}$ with a random variable $\phi$ with mean value $\langle\langle\phi\rangle\rangle=: \phi_{0}$ and $\left\langle\left\langle\cos ^{2}\left(\phi-\phi_{0}\right)\right\rangle\right\rangle=: p$ (Here we assume $\left\langle\left\langle\cos \left(\phi-\phi_{0}\right) \sin (\phi-\right.\right.$ $\left.\left.\left.\left.\phi_{0}\right)\right\rangle\right\rangle=\left\langle\left\langle\sin \left(2\left(\phi-\phi_{0}\right)\right) / 2\right\rangle\right\rangle=0\right)$.

[^5]
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Figure 3.1: (a) In the case of a single qubit ( $N=2$ ), the unital channels are the convex hull of unitary channels. Any unital channel acting on the state space of a single qubit can thus be represented in terms of a RU channel. (b) For Hilbert space dimension $N \geq 4$ there exist non-unitary extremal channels in the set of unital channels which are thus not of RU type.

- Two or more qubits ( $N \geq 4$ )

Based on the extremality criterion it is possible for non-unitary ( $r>1$ ), extremal phase-damping channels to exist. In the following we give several examples. It is thus evident that there are channels that may not be described in terms of RU dynamics (Fig. 3.1(b)).

Recall that a given phase-damping channel $D: \mathcal{N}_{N} \rightarrow \mathcal{M}_{N}$ may be described in terms of complex, normalized vectors $\left\{\left|a_{1}\right\rangle, \ldots,\left|a_{N}\right\rangle\right\} \subset \mathbb{C}^{r}$, with $r$ being the rank of $D$. Linear independence of the corresponding Kraus operators is equivalent to a quality of the vectors called "full set of vectors" (FSOV) [17], which is attained if, for a complex matrix $M \in \mathcal{M}_{r}$, $\left\langle a_{n}\right| M\left|a_{n}\right\rangle=0 \forall n$ implies $M=0$. In other words, the projectors $\left|a_{n}\right\rangle\left\langle a_{n}\right|$ have to form a (possibly over-complete) operator basis of $\mathcal{M}_{r}$ (recall that the projectors are thus said to form an IC-POVM as defined in Sec. 2.6.1).

Based on the formal criterion of extremality it is rather straightforward to come up with examples of a FSOV in any dimension. In the following list we give examples of FSOV for
$r=2,3$, and 4 which represent extremal maps in dimension $N=4,9$ and 16 , respectively:

$$
\begin{gathered}
\binom{1}{0}\binom{1}{1}\binom{1}{i}\binom{0}{1}, \\
\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
i \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
i
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
i
\end{array}\right)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \\
\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
1 \\
0 \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
i \\
0 \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
1 \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
i \\
0
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
0 \\
1
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
0 \\
i
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
i \\
0
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
0 \\
i
\end{array}\right)\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right)\left(\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right)\left(\begin{array}{l}
0 \\
0 \\
1 \\
i
\end{array}\right)\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) .
\end{gathered}
$$

The list may easily be continued to arbitrary dimension.

### 3.2 Physical Model of Quantum Decoherence

Mathematically, the construction of an extremal and hence true quantum decoherence channel is rather straightforward (Eq. (3.6). We are, however, also interested in a more physical interpretation of the previous results. In order to allow for some intuitive insight we deem it interesting to have a physically feasible model at hand. We start with the simplest case: a system of two qubits. Note that in case of a two-qubit channel extremality implies $r \leq 2$. For $r=1$ this is just unitary dynamics, so that $r=2$ gives the only possibility of an extremal, non-unitary phase damping channel, implying the relative environmental vectors $\left|a_{n}\right\rangle$ to be two-level states (i.e., qubits). In the quest to construct a physical model of quantum decoherence we therefore consider a toy model of a system of two qubits $\mathcal{A}$ and $\mathcal{B}$, interacting with an "environment" consisting of just a single qubit $\mathcal{R}$ (cf. Fig. 3.2).

The global three-qubit time evolution shall be described by a Hamiltonian

$$
\begin{equation*}
H=H_{\mathcal{S}}+H_{\mathcal{J}}+H_{\mathcal{R}}, \tag{3.6}
\end{equation*}
$$

where the interaction of system and reservoir is described by $H_{\mathcal{J}}$, while their respective free evolution is governed by $H_{\mathcal{S}}$ and $H_{\mathcal{R}}$. The desired phase-damping nature of the dynamics implies all operators acting on the system to be diagonal. We may thus set

$$
\begin{equation*}
H_{\mathcal{J}}=\kappa_{\mathcal{A}} \sigma_{z}^{\mathcal{A}} \otimes \sigma_{z}^{\mathcal{R}}+\kappa_{\mathcal{B}} \sigma_{z}^{\mathcal{B}} \otimes \sigma_{z}^{\mathcal{R}} \tag{3.7}
\end{equation*}
$$
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Figure 3.2: In the attempt to construct a physically feasible toy model of a quantum phasedamping channel, a system of two qubits $\mathcal{A}$ and $\mathcal{B}$ is coupled to a simple environment consisting of a single qubit $\mathcal{R}$.
while free evolution of the reservoir is given by

$$
\begin{equation*}
H_{\mathcal{R}}=\vec{\Gamma} \cdot \vec{\sigma}^{\mathcal{R}} \tag{3.8}
\end{equation*}
$$

(Note that couplings in the form of $H_{J}$ are present in the context of NMR experiments, where they are used to describe the internuclear dipole-dipole interaction with transverse coupling neglected [84]. In addition, they play a vital role in experiments on ion-trap quantum computers [12].) For simplicity, the system's free Hamiltonian $\left(H_{S}=\left(\Omega_{\mathcal{A}} / 2\right) \sigma_{z}^{\mathcal{A}}+\left(\Omega_{\mathcal{B}} / 2\right) \sigma_{z}^{\mathcal{B}}\right)$ is neglected in the following consideration. For any given time $t$ and assuming the usual product initial state, $\rho \otimes \sigma$, these dynamics lead to a phase-damping channel

$$
\begin{equation*}
\rho^{\prime}=\operatorname{tr}_{\mathcal{R}}\left[e^{-i H t}(\rho \otimes \sigma) e^{i H t}\right] . \tag{3.9}
\end{equation*}
$$

The diagonal character of the coupling allows for the diagonalization of the total Hamiltonian with respect to the phase-damping basis of the system,

$$
\begin{equation*}
H=\sum_{n=1}^{4}|n\rangle\langle n| \otimes \tilde{H}_{\mathfrak{R}}^{(n)} . \tag{3.10}
\end{equation*}
$$

The relative Hamiltonians $\tilde{H}_{\mathcal{R}}^{(n)}$ are now responsible for the relative dynamics of the single qubit representing the environment. With the environmental qubit initially in state $\left|\psi_{0}\right\rangle$ we thus arrive at the relative states of the reservoir, $\left|\psi_{n}\right\rangle:=\exp \left\{-i \tilde{H}_{\mathcal{R}}^{(n)} t\right\}\left|\psi_{0}\right\rangle$. The dynamics of the two-qubit system is then fully determined by these dynamical vectors. As discussed in Sec. 2.3.2, time evolution of the individual elements of the system's density matrix is
given in terms of overlaps of these states, that is, $\rho_{m n}^{\prime}=\left\langle\psi_{n} \mid \psi_{m}\right\rangle \rho_{m n}$. In order to identify extremality of the channel, we have to assess whether the relative states $\left|\psi_{n}\right\rangle$ form a FSOV. Using the Bloch representation for these states, $\left|\psi_{n}\right\rangle \mapsto \vec{b}_{n}$, where the $\vec{b}_{n}$ denote the so-called Bloch vectors (cf. App. A.4), we arrive at the following equivalence

$$
\begin{align*}
& \text { The relative states }\left|\psi_{n}\right\rangle \text { with } n=1, \ldots, 4 \Longleftrightarrow \Sigma:=\left|\begin{array}{cccc}
1 & 1 & 1 & 1 \\
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3} & \vec{b}_{4}
\end{array}\right| \neq 0 . \tag{3.11}
\end{align*}
$$

The FSOV condition is thus equivalent to the determinant $\Sigma$ being non-zero.

Each of the relative environmental Hamiltonians $\tilde{H}_{\mathfrak{R}}^{(n)}$ (Eq. (3.7)) describes time evolution of a two-state system. Being a Hermitian matrix, it may thus be rewritten using the Pauli spin matrices, $\tilde{H}_{\mathcal{R}}^{(n)}=\frac{\theta_{n}}{2}\left(\vec{v}_{n} \cdot \vec{\sigma}\right)$, so that

$$
\begin{equation*}
\left|\psi_{n}\right\rangle=e^{-i \frac{\theta_{n}}{2}\left(\vec{v}_{n} \cdot \vec{\sigma}\right) t}\left|\psi_{0}\right\rangle . \tag{3.12}
\end{equation*}
$$

It is now obvious that the Hamiltonians define rotations of the initial state of the environment of

$$
\begin{array}{ll}
\theta_{1}=\sqrt{\Gamma_{x}^{2}+\Gamma_{y}^{2}+\left(\Gamma_{z}+\kappa_{\mathcal{A}}+\kappa_{\mathcal{B}}\right)^{2}}, & \theta_{2}=\sqrt{\Gamma_{x}^{2}+\Gamma_{y}^{2}+\left(\Gamma_{z}+\kappa_{\mathcal{A}}-\kappa_{\mathcal{B}}\right)^{2}}, \\
\theta_{3}=\sqrt{\Gamma_{x}^{2}+\Gamma_{y}^{2}+\left(\Gamma_{z}-\kappa_{\mathcal{A}}+\kappa_{\mathcal{B}}\right)^{2}}, & \theta_{4}=\sqrt{\Gamma_{x}^{2}+\Gamma_{y}^{2}+\left(\Gamma_{z}-\kappa_{\mathcal{A}}-\kappa_{\mathcal{B}}\right)^{2}}, \tag{3.13}
\end{array}
$$

about the axes given by the normalized vectors

$$
\begin{align*}
& \vec{v}_{1}=\frac{1}{\theta_{1}}\left(\begin{array}{c}
\Gamma_{x} \\
\Gamma_{y} \\
\Gamma_{z}+\kappa_{\mathcal{A}}+\kappa_{\mathcal{B}}
\end{array}\right), \quad \vec{v}_{2}=\frac{1}{\theta_{2}}\left(\begin{array}{c}
\Gamma_{x} \\
\Gamma_{y} \\
\Gamma_{z}+\kappa_{\mathcal{A}}-\kappa_{\mathcal{B}}
\end{array}\right), \\
& \vec{v}_{3}=\frac{1}{\theta_{3}}\left(\begin{array}{c}
\Gamma_{x} \\
\Gamma_{y} \\
\Gamma_{z}-\kappa_{\mathcal{A}}+\kappa_{\mathcal{B}}
\end{array}\right), \quad \vec{v}_{4}=\frac{1}{\theta_{4}}\left(\begin{array}{c}
\Gamma_{x} \\
\Gamma_{y} \\
\Gamma_{z}-\kappa_{\mathcal{A}}-\kappa_{\mathcal{B}}
\end{array}\right) . \tag{3.14}
\end{align*}
$$

We may then use the simple relation

$$
\begin{equation*}
e^{ \pm i \frac{\theta_{n}}{2}\left(\vec{v}_{n} \cdot \vec{\sigma}\right) t}=\cos \left(\frac{\theta_{n}}{2} t\right) \mathbb{1} \pm i \sin \left(\frac{\theta_{n}}{2} t\right)\left(\vec{v}_{n} \cdot \vec{\sigma}\right) \tag{3.15}
\end{equation*}
$$

to arrive at the relative states at time $t$. For the Bloch vectors this results in the following
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Figure 3.3: Plot of the determinant $\Sigma$ defined in Eq. (3.11) for the set of parameters $\left[\kappa_{\mathcal{A}}=\right.$ $\left.0.4 ; \kappa_{\mathcal{B}}=1.2 ; \vec{\Gamma}=(0.4,0,1.0)\right]$. For any fixed time $t$ the discrete time evolution according to the Hamiltonian $H$ may be interpreted as a channel. At times $t$ with non-zero determinant the corresponding channel represents an instance of quantum decoherence.
time-dependence:

$$
\begin{equation*}
\vec{b}_{n}(t)=\vec{v}_{n}\left(\vec{v}_{n} \cdot \vec{b}_{0}\right)+\cos \left(\theta_{n} t\right)\left(\vec{v}_{n} \times \vec{b}_{0}\right) \times \vec{v}_{n}+\sin \left(\theta_{n} t\right)\left(\vec{v}_{n} \times \vec{b}_{0}\right), \tag{3.16}
\end{equation*}
$$

where $\vec{b}_{0}$ represents the initial state $\left|\psi_{0}\right\rangle$.
We let the initial state of the environment start at the north pole of the Bloch sphere, that is, $\vec{b}_{0}=(0,0,1)$. We find that extremality requires the parameters of our model to meet essentially three conditions
(i) asymmetric coupling: $0 \neq \kappa_{\mathcal{A}} \neq \kappa_{\mathcal{B}} \neq 0$,
(ii) $\Gamma_{x} \neq 0$ or $\Gamma_{y} \neq 0$, and
(iii) $\Gamma_{z} \neq 0$.

In Fig. 3.3 we show the determinant from Eq. (3.11) against time $t$ for a set of parameters with all three conditions met. Clearly, the corresponding phase-damping channels are extremal and hence non-RU at almost any time $t$. We have thus successfully defined channels describing dynamics of genuine quantum nature. To our knowledge this is the first physically feasible model of quantum decoherence.

### 3.2.1 Generalization to Arbitrary Dimension

We have seen that extremality of a phase-damping channel is possible only if the square of the rank $r$ of the channel is smaller than or equal to the Hilbert space dimension, i.e., $r^{2} \leq N$. Using the model of an extremal phase-damping channel on a Hilbert space of dimension 4 from the last section there are two possible ways to arrive at extremal channels in higher dimension.
(I) Let $D$ be an extremal channel of rank $r$ and dimension $N$. The Cholesky factorization (App. A.2) may be used to obtain a set of vectors $\left|a_{n}\right\rangle \in \mathbb{C}^{r}, n=1, \ldots, N$, such that $D_{m n}=\left\langle a_{n} \mid a_{m}\right\rangle$. Augmenting the set of vectors with $M$ arbitrary, normalized vectors $\left|\tilde{a}_{k}\right\rangle \in \mathbb{C}^{r}$ we arrive at a channel which is still of rank $r$, but now has dimension $N+M$. Since the FSOV condition is not affected by this procedure the channel is still extremal.
(II) An extremal channel of higher rank may be constructed in the same spirit as the 4dimensional prototype of Sec. 3.2 For a rank $r$ extremal channel, the qubits of our original toy model have to be replaced by $r$-state systems (Fig. 3.4). Accordingly, the channel has dimension $N=r^{2}$.

In analogy to the two-qubit model, the Hamiltonian may be set to be

$$
\begin{equation*}
H=H_{\mathcal{S}}+H_{J}+H_{\mathcal{R}} \tag{3.17}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{\mathcal{J}}=\sum_{i, j}\left(\kappa_{i j}^{\mathcal{A}} \sigma_{i}^{\mathcal{A}} \otimes \sigma_{j}^{\mathcal{R}}+\kappa_{i j}^{\mathcal{B}} \sigma_{i}^{\mathcal{B}} \otimes \sigma_{j}^{\mathcal{R}}\right) . \tag{3.18}
\end{equation*}
$$

Here, the $\sigma_{i}$ denote a set of traceless generators of the $\mathrm{SU}(r)$. In order to invoke a phase-damping channel on the system, we have to require $H_{\delta}$, as well as all operators $\sigma_{i}^{\mathcal{A}}, \sigma_{i}^{\mathcal{B}}$, to be diagonal. As in the two-qubit model, a diagonalization of the total Hamiltonian with respect to the phase-damping basis of system $\mathcal{S}$ leads to relative states $\left|\psi_{n}\right\rangle$ of the reservoir. Extremality is again guaranteed for channels where the relative states $\left\{\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{r^{2}}\right\rangle\right\} \subset \mathbb{C}^{r}$ of the reservoir form a FSOV. This may again be checked utilizing the Bloch representation, now for the $r$-level system of qudit $\mathcal{R}$ (see App. A.4

$$
\begin{gather*}
\text { The relative states }\left|\psi_{n}\right\rangle \text { with } \\
n=1, \ldots, r^{2} \text { form a FSOV }
\end{gather*} \Longleftrightarrow\left|\begin{array}{cccc}
2 / r & 2 / r & \cdots & 2 / r \\
\vec{b}_{1} & \vec{b}_{2} & \cdots & \vec{b}_{r^{2}} \tag{3.19}
\end{array}\right| \neq 0 .
$$



Figure 3.4: An extremal phase-damping channel of arbitrary rank $r$ may be obtained using $r$-state systems instead of qubits. Accordingly, the system's Hilbert space is of dimension $N=r^{2}$ 。

Note that (I) implies that all extremal channels with $r^{2}<N$ directly relate to an extremal channel with $r^{2}=\tilde{N}$ for some $\tilde{N}<N$. This is the case because, of the $N$ Bloch vectors, only $\tilde{N}$ can possibly yield a non-zero determinant (3.19). It is thus clear that the interesting cases are channels with $N=r^{2}(N=4,9,16, \ldots)$.

### 3.3 A Measure of Quantumness-The Birkhoff Defect

Up to now, the identification of non-classical decoherence dynamics relies on the extremal character of the corresponding channels. The FSOV criterion, and the constructive test using the Bloch representation, allow for the construction of a simple toy model exemplifying the notion of quantum decoherence. Nothing can be said, however, if the channel is not extremal. In the present section, we want to overcome this limitation using a distance measure, this way also engaging in a more quantitative discussion. Based on our model of quantum decoherence, we ask how quantum the corresponding channel is. This quantumness may be defined in terms of the Birkhoff defect, denoted by $d_{B}$ [85]. It is defined as the norm-distance of a given channel to the set of RU channels, thus involving the norm of a difference between two quantum channels. Such a difference is, of course, still a linear map, though not necessarily completely positive.

As in the original proposal, we may define the Birkhoff defect of a quantum channel $\mathcal{E}: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$ in terms of the cb-norm distance

$$
\begin{equation*}
d_{\mathrm{B}}(\mathcal{E})=\inf \left\|\mathcal{E}-\mathcal{E}_{\mathrm{RU}}\right\|_{c b}, \tag{3.20}
\end{equation*}
$$

where the infimum is taken over all RU channels $\mathcal{E}_{\mathrm{RU}}$.

### 3.3.1 The Calculation Scheme

The numerical evaluation of the Birkhoff defect involves two independent minimization procedures: (1) Minimization over all RU channels $\varepsilon_{\mathrm{RU}}$, and (2) Minimization with respect to equivalent generalized Kraus representations of the channel difference $\mathcal{E}-\mathcal{E}_{\mathrm{RU}}$ (see App. A.5). In step (1), the set of diagonal RU channels has to be parameterized. For this it is important to note that the number of unitary transformations needed to express a given RU channel depends on the channel's rank: in the case of rank $r$, the number of unitaries necessary is known not to exceed $r^{2}$ [77]. For a system of two qubits we may thus conclude that the set of diagonal RU channels is fully parameterized in terms of angles $\varphi_{n}^{i}$ defining matrices

$$
\begin{equation*}
U_{i}=\operatorname{diagonal}\left(e^{i \varphi_{1}^{i}}, e^{i \varphi_{2}^{i}}, e^{i \varphi_{3}^{i}}, e^{i \varphi_{4}^{i}}\right), \tag{3.21}
\end{equation*}
$$

and probabilities $p_{i}, \sum_{i} p_{i}=1$ with $i=1, \ldots, 16$. Note that in the operator sum the diagonal matrices $U_{i}$ may be brought into the equivalent form

$$
\begin{equation*}
U_{i}=\operatorname{diagonal}\left(1, e^{i\left(\varphi_{2}^{i}-\varphi_{1}^{i}\right)}, e^{i\left(\varphi_{3}^{i}-\varphi_{1}^{i}\right)}, e^{i\left(\varphi_{4}^{i}-\varphi_{1}^{i}\right)}\right), \tag{3.22}
\end{equation*}
$$

leaving a total number of 63 free parameters in step (1) ( 48 angles and 15 probabilities). Step (2) requires minimization over the set of $4 \times 4$ positive matrices $S \in \mathcal{M}_{4}$, including a total number of 19 free parameters (a diagonal matrix of the 4 positive eigenvalues and 15 parameters involved in the subsequent unitary rotation [86]).

The global minimization is thus a complex, high-dimensional optimization procedure. In order to apply the numerical minimization we use the following algorithm:
(1) Initialization

In order to select the point where additional minimization starts, five different sets of probabilities $p_{i}$ and random positive matrices $S \in \mathcal{M}_{4}$ are drawn. With these values fixed, minimization with respect to the angles $\varphi_{n}^{i}$ is performed. The best out of the five is then selected for further minimization.
(2) Alternating Minimization

The cb-norm distance is optimized with respect to (one at a time)

- the positive matrices $S \in \mathcal{M}_{4}$,
- the probabilities $p_{i}$, and


Figure 3.5: Birkhoff defect $d_{\mathrm{B}}$ against time $t$ for the dynamics resulting from the twoqubit toy model. The results allow for a quantitative estimation of quantumness of the corresponding channels.

- the angles $\varphi_{k}^{i}$,
whereas the other respective variable sets are left constant. These steps are repeated until no improvement is observed for two complete cycles.


### 3.3.2 Birkhoff Defect: Results

We evaluate the Birkhoff defect for the channels defined in our toy model with the same parameters as before, i.e., $\left[\kappa_{\mathcal{A}}=0.4 ; \kappa_{\mathcal{B}}=1.2 ; \vec{\Gamma}=(0.4,0,1.0)\right]$. The results are shown in Fig. 3.5 The quality of the results is quite satisfactory. For times where the determinant in Eq. (3.11) vanishes-giving a channel of RU type-we equally find the Birkhoff defect to be zero, $d_{\mathrm{B}}=0$. Plus, it shows a rather smooth time-dependence, there are no considerable fluctuations which could indicate an instability of the numerics.

Quite interestingly, we observe that the Birkhoff defect initially stays close to zero for a long time. Only after $t \approx 1$ a quantumness of appreciable size is assessed. Then, however, it stays well above zero for almost all times.

### 3.4 Adding Irreversibility

The physical model of quantum decoherence introduced in Sec. 3.2 was achieved via coupling of the quantum system to a single environmental qubit. The reservoir is thus trivially


Figure 3.6: In order to arrive at a more realistic decoherence scenario the original toy model is extended by an additional bath. For a coupling between reservoir qubit and bath with $\gamma \neq 0$ the system's decoherence is irreversible.
finite-dimensional, making the dynamics fully reversible and furthermore periodic. Note that these are features one would clearly refute in the context of "real" decoherence: rather than periodic revivals of the coherences, a complete loss of the system's quantum nature would be expected. In order to suppress these coherence revivals, we introduce an additional bath, leading to a deterioration of the correlations shared between system and reservoir. To this end, the reservoir qubit is coupled to some extra degrees of freedom driven by a Markovian master equation. In addition to the time evolution governed by the three-qubit Hamiltonian $H$, the von Neumann equation is extended by a so-called Lindblad operator $\mathcal{L}$ [87]:

$$
\begin{equation*}
\dot{\rho}=-i[H, \rho]+\mathcal{L}(\rho) . \tag{3.23}
\end{equation*}
$$

Since $\mathcal{L}$ acts on the reservoir qubit alone and since the Hamiltonian is block-diagonal in the phase-damping basis, that is,

$$
H=\left(\begin{array}{cccc}
\tilde{H}_{\mathcal{R}}^{(1)} & & & 0  \tag{3.24}\\
& \tilde{H}_{\mathcal{R}}^{(2)} & & \\
& & \tilde{H}_{\mathcal{R}}^{(3)} & \\
0 & & & \tilde{H}_{\mathcal{R}}^{(4)}
\end{array}\right)
$$

we may rewrite Eq. (3.23) according to

$$
\begin{equation*}
\dot{\tilde{\rho}}_{m n}=-i \tilde{H}_{\mathcal{R}}^{(m)} \tilde{\rho}_{m n}+i \tilde{\rho}_{m n} \tilde{H}_{\mathcal{R}}^{(n)}+\mathcal{L}\left(\tilde{\rho}_{m n}\right) \tag{3.25}
\end{equation*}
$$
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Here, we used $\rho=\sum_{m, n} \tilde{\rho}_{m n}|m\rangle\langle n|$ with $\tilde{\rho}_{m n}=\langle m| \rho|n\rangle$, with $\{|n\rangle\}_{n=1}^{4}$ denoting the phasedamping basis of the system's Hilbert space $\mathcal{H}_{\mathcal{S}}=\mathcal{H}_{\mathcal{A}} \otimes \mathcal{H}_{\mathcal{B}}$.

For the coupling of the reservoir qubit to the heat bath we consider two distinct processes: (I) relaxation into a heat bath of zero temperature, and (II) phase damping. In terms of the Pauli matrices $\sigma_{x}, \sigma_{y}$ and $\sigma_{z}$ and the ladder operators $\sigma_{ \pm}:=1 / 2\left(\sigma_{x} \pm i \sigma_{y}\right)$, the corresponding Lindblad operators read [87]

$$
\begin{align*}
\mathcal{L}^{(1)}\left(\tilde{\rho}_{m n}\right)= & \frac{\gamma}{2}(\bar{n}+1)\left\{2 \sigma_{-}^{\mathcal{R}} \tilde{\rho}_{m n} \sigma_{+}^{\mathcal{R}}-\sigma_{+}^{\mathcal{R}} \sigma_{-}^{\mathcal{R}} \tilde{\rho}_{m n}-\tilde{\rho}_{m n} \sigma_{+}^{\mathcal{R}} \sigma_{-}^{\mathcal{R}}\right\} \\
& +\frac{\gamma}{2} \bar{n}\left\{2 \sigma_{+}^{\mathcal{R}} \tilde{\rho}_{m n} \sigma_{-}^{\mathcal{R}}-\sigma_{-}^{\mathcal{R}} \sigma_{+}^{\mathcal{R}} \tilde{\rho}_{m n}-\tilde{\rho}_{m n} \sigma_{-}^{\mathcal{R}} \sigma_{+}^{\mathcal{R}}\right\} . \tag{3.26}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{L}^{(\mathrm{II})}\left(\tilde{\rho}_{m n}\right)=\frac{\gamma}{2}\left\{\sigma_{z}^{\mathcal{R}} \tilde{\rho}_{m n} \sigma_{z}^{\mathcal{R}}-\tilde{\rho}_{m n}\right\}, \tag{3.27}
\end{equation*}
$$

respectively. In both cases, the parameter $\gamma$ denotes the strength of the coupling between reservoir qubit and the newly introduced bath (see also Fig. 3.6).

The set of differential equations for the $\tilde{\rho}_{m n}$ is now solved numerically. As a measure for the mixedness of a quantum state, the purity of the system $\mathcal{S}$ is well suited for measuring the irreversibility of the dynamics. For a quantum system in state $\rho$, the purity $P$ is defined as the trace of the squared density matrix

$$
\begin{equation*}
P(\rho)=\operatorname{tr}\left[\rho^{2}\right] . \tag{3.28}
\end{equation*}
$$

The maximally possible value is equal to 1 , which is attained if and only if the system is in a pure state (that is, $\rho$ is a projector, $\rho^{2}=\rho$ ). In dimension $N$ it is, furthermore, bound from below by $1 / N$, corresponding to the completely mixed state $\mathbb{1}_{N} / N$.

In the case of the original toy model, the dynamics are of periodic nature by construction. This periodicity may be observed in long-term periodic revivals of the purity (see Fig. 3.7(a)). For increasing coupling, $\gamma \neq 0$, these revivals are more and more suppressed until a monotonous decay of the purity is observed (see the case $\gamma=0.5$, Fig. 3.7(a)). In the case where the additional bath leads to phase damping in the reservoir qubit, the substructure in the time evolution of the qubit's purity remains rather pronounced even for strong coupling (Fig. 3.8(a)). As expected, an increase in the coupling strength results in a decrease of the quantumness of the respective channel (Figs. 3.7(b) and 3.8(b)). Still, however, the Birkhoff defect stays well above zero for a considerable number of channels. This behaviour can be observed for both processes. For $\gamma$ large enough, the quantumness is zero for almost all times. That means that the respective channels may then, in principle, be decomposed


Figure 3.7: (a) Purity and (b) Birkhoff defect for the toy model coupled to an additional bath of zero temperature. The blue, solid lines represent the original, reversible toy model ( $\gamma=0$ ), the coupling parameters for non-zero couplings are given in the plots. For growing coupling strength $\gamma$, the Birkhoff defect of an average channel decreases until, for $\gamma$ large enough, it is zero at almost any time.


Figure 3.8: (b) Purity and (b) Birkhoff defect for the toy model coupled to an additional bath via phase damping. As in the case of relaxation, we observe a decrease of quantumness for growing coupling $\gamma$. Here, however, the substructure in the purity stays pronounced even for higher $\gamma$.

### 3.4 Adding Irreversibility

into a RU decomposition. We thus observe the quantumness to be of rather fragile nature. If the disturbance by the additional environment becomes intense enough, it is lost for almost all times.

## 4 A Geometric Measure of Quantumness

In Chapter 3 the Birkhoff defect was introduced, measuring the norm distance of a given decoherence channel to the convex set of RU channels. With it, a quantitative analysis of the quantum decoherence channels obtained from the toy model, Sec. 3.2, was possible. It was also used to identify quantum decoherence in cases where the extremality criterion was of no avail. A major drawback of this measure of quantumness, however, is its computational complexity: On average, the time effort for the optimization to yield a result is about 40 minutes per channe ${ }^{1}$ for a two-qubit system.

In the present chapter, we present a surprisingly simple and intuitive way around this difficulty. Based on the interpretation of a channel in terms of the Bloch representation (cf. App. A.3), we give a new, geometrically motivated measure of the quantumness of dynamics. The intuitive character of this geometric measure allows for remarkable ways to characterize the set of decoherence channels with respect to their quantumness. This is illustrated for the case of two-qubit phase damping. Here, we are able to identify the channel of maximum quantumness, i.e., the dynamics with maximum distance to the set of RU channels. We also find a one-parameter class of channels, maximizing the quantumness for a given purity of the dynamics.

In order to test the validity of our findings, we discuss yet another approach to such a measure based on the entanglement of assistance of a channel's Jamiolkowski state. Despite some qualitative variations with respect to the previously introduced measures, it is equally suitable to distinguish classical from true quantum decoherence in the model Hamiltonian of Chap. 3 Due to its greatly reduced complexity, this measure enables a rigorous comparison with the geometric measure. The insights gained on the basis of the geometric measure are in outstanding agreement with results based on the entanglement measure.
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### 4.1 Bloch Volume as a Measure of Quantumness

The Bloch vectors corresponding to the dynamical vectors of a phase-damping channel already play an important role in the identification of quantum decoherence (see Sec. 3.2]. In the toy model describing the phase damping of a system of two qubits coupled to a single environmental qubit, we saw that extremality of the channel was given as soon as the Bloch vectors satisfy

$$
\left|\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{4.1}\\
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3} & \vec{b}_{4}
\end{array}\right| \neq 0 .
$$

Once extremality is assured, the channel represents an instance of quantum decoherence, which may not be described in terms of RU dynamics. Some elementary matrix algebra shows that the determinant in Eq. (4.1) is actually equivalent-up to a factor-to the 3dimensional volume spanned by the Bloch vectors (see App. A.6). We may thus define the Bloch volume of the phase-damping channel $D$ via

$$
V_{\mathrm{B}}:=\operatorname{Vol}\left(\vec{b}_{1}, \ldots, \vec{b}_{4}\right)=\frac{1}{6}\left|\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{4.2}\\
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3} & \vec{b}_{4}
\end{array}\right| .
$$

The nature of the dynamics is therefore directly linked to a geometric object: the dynamics may be written in terms of a RU channel if and only if the respective Bloch vectors point to the same hyperplane ${ }^{2}$. If, however, they span a non-zero volume, the related dynamics is of true quantum nature (cf. Fig. 4.1]. Moreover, the size of the volume seems to give a meaningful measure of the distance to the set of RU channels. Figure 4.2 allows to compare the Bloch volume $V_{\mathrm{B}}$ with the Birkhoff defect $d_{\mathrm{B}}$, which measures the norm distance of a given channel to the set of RU channels in terms of the cb-norm (see Sec. 3.3). Here, we use the same set of parameters entering the Hamiltonian of the toy model, Eq. (3.7), as before. Also, the initial environmental state corresponds to $\vec{b}_{0}=(0,0,1)$. The two approaches show a remarkable agreement. We would like to stress the significance of the implication: rather than having to perform a prolonged optimization procedure, the volume involves the evaluation of the determinant of a $4 \times 4$-matrix.
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Figure 4.1: The Bloch volume: Phase-damping channels representing true quantum decoherence may be characterized in terms of the volume spanned by the corresponding Bloch vectors. For values of $V_{\mathrm{B}}=0$, (left circle and (b), exemplary) the corresponding Bloch vectors are coplanar, and the phase-damping channel is RU. For $V_{\mathrm{B}}>0$, (right circle and (c), exemplary) the dynamical vectors $\left|\psi_{n}\right\rangle$ form a FSOV, so that the corresponding Bloch vectors are not coplanar. In this case, the model gives a true quantum decoherence channel.

Recall that we have seen in Sec. 3.1 that extremality is possible for $r^{2} \leq N$ only (remember that $r$ denotes the rank, $N$ is the dimension of the channel). From this we know that $r=2$ is mandatory for two-qubit phase-damping dynamics $(N=4)$ to be extremal. Hence, the extremal channels in this case are in one-to-one correspondence to vectors in Bloch sphere spanning a tetrahedron with non-zero volume. Within the set consisting of quadruples of vectors in $\mathbb{R}^{3}$, the set of coplanar vectors is a null set. We can thus conclude that extremality is generic for channels with dimension 4 and rank 2.

### 4.1.1 Direct Calculation of the Bloch Volume

Of course, in order to be able to calculate the Bloch volume of a phase-damping channel, the corresponding Bloch vectors have to be assessed first. To begin with, given an arbitrary


Figure 4.2: The quantumness of the phase-damping channels resulting from the toy model in Sec. 3.2 for the set of parameters [ $\left.\kappa_{\mathcal{A}}=0.4 ; \kappa_{\mathcal{B}}=1.2 ; \vec{\Gamma}=(0.4,0,1.0)\right]$. The agreement between (b) Bloch volume $V_{\mathrm{B}}$ and (a) Birkhoff defect $d_{\mathrm{B}}$ is quite remarkable.
phase-damping channel $D$ one has to extract the dynamical vectors $\left|a_{n}\right\rangle$, using, e.g., the Cholesky factorization (App. A.2). Next, these dynamical vectors have to be translated into Bloch vectors (see App. A.3). Arising from the matrix representation of the channel, there are thus two intermediate steps to be completed before the Bloch volume may be obtained.

There is, however, a direct and much more elegant way to evaluate the Bloch volume. It is based on the so-called Caley-Menger determinant (see App. B). We find that

$$
V_{\mathrm{B}}^{2}=\frac{1}{288}\left|\begin{array}{ccccc}
0 & 1 & 1 & 1 & 1  \tag{4.3}\\
1 & & & & \\
1 & 4 & (\mathrm{id}- & D \star & \left.D^{*}\right) \\
1 & & &
\end{array}\right|
$$

Recall that $\star$ denotes the Hadamard product, i.e., the entry-wise product of matrices. As a consequence, the matrix representation of the identity, id, is a matrix with all entries equal to 1 .

## Generalization to Arbitrary Dimension

How can the above result, Eq. (4.3), be generalized to higher dimension? Again, recall that $r^{2} \leq N$ is necessary for a channel to be extremal (with $r$ being the rank and $N$ the dimension of the channel, respectively). Extremal channels with $r^{2}<N$ are, furthermore, directly connected to the cases $r^{2}=\tilde{N}$ with $\tilde{N}<N$ (see Sec. 3.2). In order to find interesting instances of extremality, we therefore have to examine dynamics in dimension $N=r^{2}$, that is $N=4,9,16$ and so on. For simplicity we may thus assume that $N=r^{2}$. In this case, the calculation of the volume may again be carried out using the Caley-Menger determinant (for details see App. B). The relation is given by

$$
V_{\mathrm{B}}^{2}=\frac{(-1)^{N}}{2^{N-1}((N-1)!)^{2}}\left|\begin{array}{cccc}
0 & 1 & \ldots & 1  \tag{4.4}\\
1 & & & \\
\vdots & & 4\left(\mathrm{id}-D \star D^{*}\right) \\
1 & &
\end{array}\right|
$$

In case the square of the rank is smaller than the channel's dimension, $r^{2}<N$, the direct calculation of the Caley-Menger determinant will yield a zero volume at all times. Rather, one has to check the corresponding determinant for all $r^{2}$-dimensional sub-matrices of $D$ obtained by discarding $N-r^{2}$ rows and columns of the same indices.

### 4.1.2 The Channel with Maximum Bloch Volume

The Bloch volume seems to give an exceptionally effortless way of determining a channel's quantumness. Furthermore, its geometric character offers a very intuitive approach to the issue of RU vs. non-RU dynamics. How can we exploit this fact in order to gain insights into the geometry of the set of true quantum decoherence? Let us first limit the discussion to the case of two-qubit dynamics, where the relevant object of interest is a volume in $\mathbb{R}^{3}$. From geometric considerations it is rather straightforward to arrive at the phase-damping channel with maximum Bloch volume. It corresponds to the case where the Bloch vectors span a regular tetrahedron inside the Bloch sphere, having an edge length of $\sqrt{\frac{8}{3}}$ and volume $\frac{8}{9 \sqrt{3}}$. A possible choice of Bloch vectors leading to this object is given by the following four vectors:

$$
\vec{b}_{1}=\left(\begin{array}{l}
0  \tag{4.5}\\
0 \\
1
\end{array}\right), \quad \vec{b}_{2}=\left(\begin{array}{c}
\sin \alpha \\
0 \\
\cos \alpha
\end{array}\right), \quad \vec{b}_{3}=\left(\begin{array}{c}
\sin \alpha \cos \frac{2 \pi}{3} \\
\sin \alpha \sin \frac{2 \pi}{3} \\
\cos \alpha
\end{array}\right), \quad \vec{b}_{4}=\left(\begin{array}{c}
\sin \alpha \cos \frac{2 \pi}{3} \\
-\sin \alpha \sin \frac{2 \pi}{3} \\
\cos \alpha
\end{array}\right),
$$

where $\alpha=\arccos \left(-\frac{1}{3}\right)$ is the so-called tetrahedral angle. With $x:=\sqrt{\frac{1+\cos \alpha}{2}}=\sqrt{\frac{1}{3}} \approx$ 0.57735 the corresponding phase-damping channel has the matrix representation

$$
D_{\Delta}=\left(\begin{array}{cccc}
1 & x & x & x  \tag{4.6}\\
x & 1 & i x & -i x \\
x & -i x & 1 & i x \\
x & i x & -i x & 1
\end{array}\right) .
$$

In terms of the Bloch volume $V_{\mathrm{B}}$, there exists no channel with greater quantumness.

### 4.1.3 SIC-POVMs and Quantum Decoherence

What about channels of maximum quantumness in higher dimension? In dimension $N$, the maximum Bloch volume is achieved for vectors spanning a regular ( $N-1$ )-simplex. Note that we have encountered this situation before: the projectors $\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right|$ of the dynamical vectors compatible with this situation form a SIC-POVM (see Sec. 2.6.2). If we conjecture the Bloch volume to be a suitable measure of quantumness, we can claim the channel corresponding to a SIC-POVM to be the dynamics which is maximally quantum in any dimension. Remember that the $N$ dynamical vectors forming a SIC-POVM are distinguished
by the relation $3^{3}$

$$
\begin{equation*}
\left|\left\langle\psi_{m} \mid \psi_{n}\right\rangle\right|^{2}=\frac{1}{\sqrt{N}+1}, \quad m \neq n . \tag{4.7}
\end{equation*}
$$

The Bloch volume of such a phase-damping channel may be evaluated using the CaleyMenger determinant (see App. B.3). It is given by

$$
\begin{equation*}
V_{\mathrm{B}}=\frac{\sqrt{N}\left(2 \frac{\sqrt{N}}{\sqrt{N}+1}\right)^{\frac{N-1}{2}}}{(N-1)!} . \tag{4.8}
\end{equation*}
$$

Note, however, that we now face the same difficulty mentioned in Sec. [2.6.2] it is hitherto unknown whether such an object exists in any dimension.
The construction of both analytical and numerical examples of SIC-POVMs in dimension $N$ relies on the identification of a fiducial state $|\psi\rangle$, which is mapped onto the final set by a group of unitary operators. For $N=2$, for example, one fiducial state is identified as the Bloch vector $(1,1,1) / \sqrt{3}$. The additional states are obtained after simple rotations by $\pi$ about the $x, y$, and $z$ axis, respectively [82]. Note that this situation is very similar to our toy model (see Sec. 3.2). Here, too, the environment starts out in a single pure state $\left|\psi_{0}\right\rangle$, which is subsequently mapped onto the relative states of the environment via some unitary transformation $\tilde{U}_{n}$. It is thus interesting to note that there are instances where the relative environmental Hamiltonians of our model of quantum decoherence succeed in spanning a SIC-POVM. This is the case if, for example, we choose the parameters to be $\left[\kappa_{\mathcal{A}}=1.688 ; \kappa_{\mathcal{B}}=0.918 ; \vec{\Gamma}=(1,0,0)\right]$, the Bloch vector of the initial state points in $x$ direction, that is, $\vec{b}_{0}=(1,0,0)$. The Bloch volume achieves the maximum possible value for $t \approx 1.35$; then, the Bloch vectors of the relative states of the environment span a regular tetrahedron inside the Bloch sphere (see Fig. 4.3).
Another interesting idea relating to SIC-POVMs is discussed in several papers by Chris Fuchs and co-workers [88, 89, 90]. His idea is to look at implementations of quantum cryptography protocols. Usually, the security of such schemes relies on the fact that any eavesdropper reveals himself by disturbing the quantum information he reads. The amount of disturbance, however, delicately depends on the set of states in which the information is encoded. Just consider the example given in [90]: "given a state $|\psi\rangle$, the measurement which projects onto $|\psi\rangle$ and its orthogonal complement causes no disturbance to the state". For the purpose of securely transmitting quantum information, one thus needs an ensemble of states that enables the legitimate user to detect an intruder. The idea is formally cast into a measure
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Figure 4.3: If the parameters in the model Hamiltonian are chosen appropriately, the relative states of the environment form a SIC-POVM. Here, we chose the initial state to point in $x$ direction (straight, black vector). Starting from this point, the relative states (dashed vectors) evolve along the blue, dotted arcs until they span a regular tetrahedron, indicated in red.
called "the quantumness of a set of quantum states", giving an evaluation of how difficult it is for an eavesdropper to remain unnoticed. It turns out that an optimal choice for encoding the information is given by a SIC-POVM [89].

### 4.2 Characterization of Two-Qubit Phase Damping

How can the geometric character of the Bloch volume be used to gain further insight into the set of quantum decoherence channels? We study this question in the present section with the help of the example of two-qubit phase-damping dynamics. In the following section, the purity plays a central role in the characterization of channels. Recall that the purity $P$ of a quantum state is simply defined as the trace of the state's density matrix squared:

$$
\begin{equation*}
P(\rho):=\operatorname{tr}\left[\rho^{2}\right] . \tag{4.9}
\end{equation*}
$$

It is a very helpful way to categorize quantum states with respect to their "mixedness", giving an estimation of how close the state is to being pure. A pure state is distinguished by its idempotence: $\rho^{2}=\rho$. Its purity is thus equal to 1 . The completely mixed state, on the other
hand, is the most remote to the set of pure states. It is an incoherent superposition of all basis states with equal weights. Its purity evaluates to $1 / N$, depending on the dimension $N$ of the quantum system scrutinized.

### 4.2.1 Purity of a Phase-Damping Channel

How can the purity help in the characterization of phase-damping channels? It is important to note that purity remains unchanged under unitary (Hamiltonian) dynamics. A change of a quantum system's purity is thus a definite indicator that the underlying dynamics is nonunitary. A damping of the coherences will always result in a purity loss. Looking at the diminution a channel causes may therefore reveal how strong the state is affected by the decoherence process. But how exactly can the loss of purity, due to a certain phase-damping channel $D$, be measured? Let us consider the situation where the channel is applied to the initial state $\rho$ with $\rho_{m n}=1 / N$ for all $m, n=1, \ldots, N$. Certainly, this initial state is pure, that is, $P(\rho)=1$. The final state, however, has a purity given by

$$
\begin{align*}
P(D \star \rho) & =\operatorname{tr}\left[(D \star \rho)^{2}\right] \\
& =\left(\sum_{n=1}^{N} \rho_{n n}^{2}+\sum_{m, n=1 ; m \neq n}^{N}\left|d_{m n}\right|^{2}\left|\rho_{m n}\right|^{2}\right) \\
& =\frac{1}{N}+\frac{1}{N^{2}} \sum_{m, n=1 ; m \neq n}^{N}\left|d_{m n}\right|^{2} . \tag{4.10}
\end{align*}
$$

Note that this is trivially equal to the purity of the Jamiolkowski state of the phase-damping channel $D$,

$$
\begin{align*}
P\left(\rho^{D}\right) & =P\left(\frac{D}{N}\right) \\
& =\frac{1}{N}+\frac{1}{N^{2}} \sum_{m, n=1 ; m \neq n}^{N}\left|d_{m n}\right|^{2} . \tag{4.11}
\end{align*}
$$

We will refer to $P\left(\rho^{D}\right)$ simply as the purity of the channel $D$. Since all matrix elements of $D$ are equally weighted in this sum, it may be seen as a way to evaluate a channel's effect on the purity of a state on average.

Since the Kraus rank of the channel is equal to the rank of the corresponding Jamiolkowski state [77], we know that the (unital) channel represents unitary dynamics if and only if $P\left(\rho^{D}\right)=1$. In this case, the dynamics of course cannot change any state's purity. On the other hand, we see in Eq. (4.11) that $P\left(\rho^{D}\right)=1 / N$ is only possible if $d_{m n}=0$ for all $m, n=1, \ldots, N$ with $m \neq n$. Then, however, any initial state is mapped onto a state with
diagonal density matrix. We may call this channel the completely decohering channel, $D_{\mathrm{cd}}$. Based on these considerations, a channel's purity may thus be used as an indication of the effect of the channel on any arbitrary initial state. In other words, it measures the decoherence potential of the dynamics. If it is close to 1 , the channel cannot change a state's purity to a great extent. If it approaches a value of $1 / N$, however, its impact, in terms of purity, will perhaps be large.


Figure 4.4: The single-qubit phase-damping channel $D$ simply contracts the Bloch sphere towards the $z$-axis. Here, a parameter of $|c|=0.6$ is used. The dynamics leads to a deformation of the sphere into an ellipsoid, causing a decrease of the volume by a factor of $|c|^{2}$.

The underlying idea is easily understood at the example of single-qubit dynamics. Here, a phase-damping channel is fully characterized by a single, complex parameter $c$. In order to estimate the average effect of the dynamics, we consider it's influence on the manifold of all pure qubit states, represented by the Bloch sphere (a sphere in $\mathbb{R}^{3}$ of radius 1 , see App. A.3). In effect, the channel simply contracts the sphere by the factor $|c|$ towards the $z$-axis, leaving intact only the eigenstates of $\sigma_{z},|0\rangle$ and $|1\rangle$ (Fig. 4.4, see also App. A.7). The phase-damping dynamics thus leads to a deformation of the Bloch sphere, causing a reduction of the volume. To estimate the overall effect of the channel, it is instructive to look at the relative change in volume which is easily obtained to be (see App. A.7)

$$
\begin{equation*}
\frac{V^{\prime}}{V}=|c|^{2} \tag{4.12}
\end{equation*}
$$

(Here, $V$ and $V^{\prime}$ denote the volume before and after the phase damping, respectively.) The
purity of the channel, on the other hand, is simply given by

$$
\begin{equation*}
P\left(\rho^{D}\right)=\frac{1}{2}\left(1+|c|^{2}\right) . \tag{4.13}
\end{equation*}
$$

The connection between the channel's purity and the volume reduction is thus obvious. Although this clear-cut geometric interpretation is no longer valid in higher dimensions, the general idea about the purity measuring the decoherence potential should be clear.

### 4.2.2 Mixed Channels of Maximum Quantumness (MCMQ)

We may now use the purity together with the Bloch volume in order to gain some more insights into the geometry of the set of phase-damping channels. In the preceding sections, we have been acquainted with several extremal examples. First, we have successfully identified the channel of maximum Bloch volume and, hence, arguably of maximum quantumness. Note that it has a purity of

$$
\begin{align*}
P\left(\rho^{D_{\Delta}}\right) & =\frac{1}{4}+\frac{12}{16}|x|^{2} \\
& =\frac{1}{2} \tag{4.14}
\end{align*}
$$

On the other hand we saw that the pure (unital) channels correspond to unitary transformations, thus trivially belonging to the set of RU channels. What can be said about channels with intermediate values of $1 / 2<P\left(\rho^{D}\right)<1$ ? Certainly, at any given amount of purity, there must exist channels maximizing the Bloch volume. In order to find these channels, we have to maximize the volume for a given value of purity. The purity $P$ of an arbitrary phasedamping channel of rank 2 may be expressed in terms of the corresponding Bloch vectors $\vec{b}_{n} \in \mathbb{R}^{3}$. In fact, it is straightforward to arrive at the following form:

$$
\begin{equation*}
P\left(\rho^{D}\right)=\frac{1}{2}\left(1+\left|\vec{b}_{S}\right|^{2}\right), \tag{4.15}
\end{equation*}
$$

where $\vec{b}_{S}$ denotes the barycentre of the Bloch vectors, that is, $\vec{b}_{S}=\left(\vec{b}_{1}+\ldots+\vec{b}_{4}\right) / 4$.
We are thus interested in finding the tetrahedron spanning the maximum volume, while the distance from its corners' barycenter to the origin has a fixed value. We find this maximum numerically: it is achieved for the cases depicted in Fig. 4.5 The Bloch vectors may be defined as in Eq. (4.5), yet with $\alpha \in[0, \arccos (-1 / 3)]$. For $\alpha=0$ the volume is zero, the purity equals one and the corresponding channel is unitary. For $\alpha=\arccos (-1 / 3)$ we have the case of the channel with maximum volume. The values in between give the mixed channels with maximum quantumness (MCMQ). The picture that comes to mind is the act of


Figure 4.5: Schematic Plot of the Bloch vectors (black, dashed arrows) corresponding to the channel with maximum volume (big) and to a selection of MCMQ (small) spanning tetrahedra (red lines) of decreasing volume.
closing an umbrella: while one of the Bloch vectors (the central rod) remains fixed, the three remaining ones move towards the first just like the metal frame carrying the fabric.

### 4.3 Quantumness of Assistance

In this section we discuss yet another option for a quantumness measure, enabling us to rigorously test the validity of all results found so far. Its major advantage as compared to the Birkhoff defect is that the calculations involved require much less effort. The main reason is that less optimization procedures are involved. The basic idea, which relies on the Jamiolkowski isomorphism, was first presented in [21]. Recalling the definition from Sec. 2.4 the Jamiolkowski state $\rho^{\varepsilon}$ of the channel $\varepsilon$ is defined via

$$
\begin{equation*}
\rho^{\varepsilon}=\frac{1}{N} \sum_{m, n} \mathcal{E}(|m\rangle\langle n|) \otimes|m\rangle\langle n| . \tag{4.16}
\end{equation*}
$$

That is, the channel is applied to one "half" of the maximally entangled pure state $\sum_{n}|n n\rangle / \sqrt{N}$.

For a RU channel it is rather obvious that the corresponding Jamiolkowski state is a convex mixture of maximally entangled states, since entanglement is unaffected by local unitary transformations [30]. Conversely, the Jamiolkowski state being a convex mixture of maxi-
mally entangled states also implies the channel is RU. This is true since maximum entanglement may be attained by pure states only. The pure states forming the Jamiolkowski state thus have to be connected to the initial, maximally entangled state via some unitary transformation. The identification of a RU channel may now be achieved using the entanglement of assistance. Remember that the entanglement of assistance involves a maximization of the entanglement over all pure-state decompositions of a mixed state:

$$
\begin{equation*}
E_{A}(\rho):=\max _{\left\{p_{i},\left|\psi_{i}\right\rangle\right\}}\left\{\sum_{i} p_{i} E\left(\psi_{i}\right): \sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|=\rho\right\} . \tag{4.17}
\end{equation*}
$$

Therefore, a quantum channel $\mathcal{E}$ is RU if and only if its Jamiolkowski state has maximum entanglement of assistance [21].

In order to arrive at a measure of quantumness, we choose to make some minor yet helpful modifications. First, the entanglement of assistance gets renormalized, such that it is bound from above and below by 1 and 0 , respectively. In the second step we invert this renormalized quantity simply by subtracting it from 1 . The quantumness, as measured in terms of the entanglement of assistance, is thus given by

$$
\begin{equation*}
Q_{A}(\varepsilon)=1-\frac{E_{A}\left(\rho^{\varepsilon}\right)}{\log _{2} N} \tag{4.18}
\end{equation*}
$$

$\log _{2} N$ giving the maximum value for the entanglement of assistance. We now have $0 \leq$ $Q_{\mathrm{A}} \leq 1$ with $Q_{\mathrm{A}}=0$ if and only if the corresponding channel is RU.

## Quantumness of Assistance: First Results

For the calculation of the entanglement of assistance $E_{A}$ we use the method described in [91] and [92] (see also App. A.1), which was originally formulated in the context of entanglement of formation. For channels of rank 2, the evaluation involves optimization with respect to a unitary $4 \times 4$ matrix $U \in \mathcal{M}_{4}$. Thus, a total number of 15 parameters is involvedmuch less than was the case for the Birkhoff defect $d_{\mathrm{B}}$. This results in a great reduction of computational cost: here, the average computation time is about 2 minutes, making the calculation 20 times as fast. In a first step, we compare the results of this new measure with the Birkhoff defect and the Bloch volume. The comparison is again based on the toy model of Chap. 3 The results are shown in Figs. 4.6 and 4.7 We observe that the quantumness of assistance is equally able to identify RU dynamics. That is, we find $Q_{\mathrm{A}}=0$ whenever the other measures are zero as well. Qualitatively, the agreement of Birkhoff defect and Bloch volume appears best. A direct comparison reveals that some of the local maxima are shifted


Figure 4.6: Comparison of (a) Birkhoff defect $d_{\mathrm{B}}$, (b) Bloch volume $V_{\mathrm{B}}$, and (c) the quantumness of assistance $Q_{\mathrm{A}}$ for channels arising from the model Hamiltonian of Sec. 3.2 Here, the same parameters as in Fig. 4.2 are used $\left[\kappa_{\mathcal{A}}=0.4 ; \kappa_{\mathcal{B}}=1.2 ; \vec{\Gamma}=(0.4,0,1.0)\right]$. While the quantumness of assistance is clearly able to identify RU dynamics, it shows some qualitative aberrations compared to the previously defined measures. It may be observed, for example, that the hierarchy of certain maxima is reversed (indicated with arrows).


Figure 4.7: Comparison of (a) Birkhoff defect $d_{\mathrm{B}}$, (b) Bloch volume $V_{\mathrm{B}}$, and (c) the quantumness of assistance $Q_{\mathrm{A}}$ for a different set of parameters $\left[\kappa_{\mathcal{A}}=0.32 ; \kappa_{\mathcal{B}}=1.35 ; \vec{\Gamma}=\right.$ $(0.55,1.14,0.9)]$. In addition to a change in the hierarchy of local maxima, one may observe an obvious shift in the location of the third local maximum (indicated with an arrow).
quite significantly towards different values of time $t$ (see the third maximum in Fig. 4.7(b) between $t=5$ and $t=6$, for example).

### 4.4 Comparison of Bloch Volume and Quantumness of Assistance

The measures introduced in the present chapter shall now be studied as to their mutual relation. We start by looking at random samples of two-qubit phase-damping channels. They are generated according to the property $D_{m n}=\left\langle a_{n} \mid a_{m}\right\rangle$, where the $\left|a_{n}\right\rangle \in \mathbb{C}^{r}$ are normalized vectors, $r$ giving the rank of the resulting channel. That is, we define $D$ as the Gram matrix of the complex $\left|a_{n}\right\rangle$. We use vectors equally distributed on the unit sphere in $\mathbb{C}^{r}$. First, only channels of rank 2 are studied. For each channel we calculate Bloch volume $V_{\mathrm{B}}$ and quantumness $Q_{\mathrm{A}}$ as well as the purity $P$. The result is shown in Fig. 4.8.


Figure 4.8: Quantumness vs. Bloch volume of a set of randomly generated phase-damping channels of rank 2 . The color coding indicates the purity of the channel in the following way: red ( $0.5 \leq P<0.6$ ), yellow ( $0.6 \leq P<0.7$ ), green ( $0.7 \leq P<0.8$ ), blue ( $0.8 \leq P<0.9$ ), black $(0.9 \leq P<1)$. The dashed line corresponds to the one-parameter set of MCMQ. The channel with maximum Bloch volume $D_{\Delta}$ (and purity 0.5 ) is indicated with a black dot, as are the MCMQ with purity $0.6,0.7,0.8$, and 0.9 (from right to left). The agreement of the upper bound of the quantumness for fixed $V_{\mathrm{B}}$ with the analytically obtained set of MCMQ is quite remarkable. The vertical black line represents the one-parameter class of channels $D_{\phi}$ with constant Bloch volume of $V_{\mathrm{B}} \approx 0.2357$.

One can clearly see that, depending on the purity of the channel, there exist certain bounds to the quantumness as well as to the Bloch volume: the lower the purity, the higher the


Figure 4.9: Schematic Plot of the tetrahedra spanned by the one-parameter class of phasedamping channels with constant Bloch volume. The black and green tetrahedra correspond to values of $\phi=-0.5$ and $\phi=0.25$, respectively. The values in between are indicated with gray, dashed lines.
accessible quantumness and volume. In Fig. 4.8 this is highlighted using a color scheme to single out specific purity intervals. Certainly, there is no one-to-one correspondence between the two measures; yet, the correlation is evident. Towards the channels of maximum volume within a given purity interval both measures seem to converge. Note that this would strongly support the validity of the MCMQ in terms of the quantumness of assistance $Q_{\mathrm{A}}$. Also shown in the figure is the set of MCMQ (black, dashed line). They form an upper bound on $Q_{\text {A }}$ for a fixed Bloch volume. The Black dots on this line represent the MCMQ of purity $0.5,0.6, \ldots, 0.9$ (from right to left).

### 4.4.1 Quantum Channels With Constant Bloch Volume

The comparison of Bloch volume and quantumness reveals a clear correlation which, however, obviously depends on additional parameters. The accessory dependence on the purity of the channel is clearly visible in Fig.4.8. How can the connection between Bloch volume $V_{\mathrm{B}}$ and quantumness $Q_{\mathrm{A}}$ in relation to the purity be studied more closely? For this, we define a one-parameter class of phase-damping channels of constant Bloch volume yet parameter dependent quantumness and purity. We let

$$
\vec{b}_{1}=\left(\begin{array}{c}
\cos \phi  \tag{4.19}\\
-\sin \phi \\
0
\end{array}\right), \quad \vec{b}_{2}=\left(\begin{array}{c}
-\cos \phi \\
-\sin \phi \\
0
\end{array}\right), \quad \vec{b}_{3}=\left(\begin{array}{c}
0 \\
-1 \\
0
\end{array}\right), \quad \vec{b}_{4}=\left(\begin{array}{c}
0 \\
-\sin \theta \\
\cos \theta
\end{array}\right) .
$$

The volume $V_{\mathrm{B}}$ spanned by these 4 vectors is easily obtained to be

$$
\begin{equation*}
V_{\mathrm{B}}=\frac{1}{3} \cos \theta \cos \phi(1-\sin \phi) \tag{4.20}
\end{equation*}
$$

a value conditional on the two independent angles $\theta$ and $\phi$. In order to fix the volume to a certain value we can simply let

$$
\begin{equation*}
\theta=\arccos \left(\frac{3 V_{\mathrm{B}}}{\cos \phi(1-\sin \phi)}\right) . \tag{4.21}
\end{equation*}
$$

In order to proceed we set the Bloch volume to an arbitrary fixed value $V_{B}=\sqrt{2} / 6 \approx 0.2357$.


Figure 4.10: Purity $P$ (a) and quantumness of assistance $Q_{\mathrm{A}}$ (b) against $\phi$ for the oneparameter class of phase-damping channels of constant Bloch volume. It is clearly visible that there is no monotonic relation. As the insets reveal, the maxima of the two curves (indicated with dashed lines) are at different angles, too.

Translating the Bloch vectors into quantum states, $\vec{b}_{n} \mapsto\left|\psi_{n}\right\rangle$, we can define (via $D_{m n}^{\phi}=$ $\left\langle\psi_{n} \mid \psi_{m}\right\rangle$ ) the phase-damping channels $D^{\phi}$. This way we are able to present a one-parameter
set of phase-damping channels $D^{\phi}$, all having the same Bloch volume (see Fig. 4.9). Note that the angle $\theta$ is defined for values of $\phi$ approximately hedged by $-0.5 \leq \phi \leq 0.25$.
For the related class of phase-damping channels we analyze both purity and quantumness $Q_{\mathrm{A}}$. The quantumness covers a range of roughly 0.015 to 0.05 . In Fig. 4.8 this interval is depicted as a thick, black line. It covers almost the whole span of available values at the specified Bloch volume. In Fig. 4.10 it is clearly noticeable that there is no monotonic correlation between quantumness and purity. Both the minimum and the maximum of the respective quantity do not appear at the same value of $\phi$. Clearly, thus, the purity of a channel alone does not account for the ambiguity in the relation of Bloch volume and quantumness.

### 4.5 Characterization in the Quantumness-Purity-Plane

All results obtained so far are best visualized in the Quantumness-Purity-Plane (Fig. 4.11). It shows the relation between the dynamics's potential to decohere a quantum state (as measured by the purity) and the maximum possible quantumness. The maximally quantum channel, denoted with $D_{\Delta}$, has a purity of 0.5 . The channels corresponding to unitary dynamics, on the other hand, have $P=1$. In the plot they are represented by $D_{U}$. In between $D_{\Delta}$ and $D_{U}$ we have the MCMQ, which maximize the accessible quantumness for a given decoherence potential. They are depicted in Fig. 4.11 as a solid black line. In order to complete the picture, we further include the completely decohering channel, which has the matrix representation

$$
D_{\mathrm{cd}}=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{4.22}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

It simply annihilates all existing coherences in a quantum state and may be seen as the fiercest phase-damping process possible. It is easy to see that $D_{\mathrm{cd}}$ belongs to the set of RU channels: its RU decomposition is given by the diagonal matrices $(\mathbb{1} \otimes \mathbb{1}) / 4,\left(\sigma_{z} \otimes \mathbb{1}\right) / 4,\left(\mathbb{1} \otimes \sigma_{z}\right) / 4$, and $\left(\sigma_{z} \otimes \sigma_{z}\right) / 4$. The channel has a purity of $P\left(\rho^{D_{c d}}\right)=0.25$.

In order to give an estimation of the validity of the MCMQ as an upper bound, we compare it with the quantities obtained for a randomly generated set of channels. This time, however, we draw channels of rank 2,3 , and 4 . The resulting values can be observed in Fig. 4.11 Each random channel is shown by a single point, with the color indicating the respective rank. From Sec. 3.1] we know that channels of rank 2 with non-zero quantumness are extremal with respect to the set of quantum channels. With increasing rank, the average


Figure 4.11: Quantumness in terms of Purity for a random set of phase-damping channels. The color coding indicates the rank of the respective channels: rank $r=2$ (red), rank $r=3$ (green), and rank $r=4$ (blue). The solid line represents the MCMQ, yielding an upper bound to the accessible quantumness in terms of purity $P$. No single channel in violation of this bound is found. Also depicted are the channel of maximum quantumness, $D_{\Delta}$, and the completely decohering channel $D_{\text {cd }}$. The $D_{\lambda}$ are defined as convex mixture of these two, while $D_{U}$ stands for channels representing unitary dynamics.
quantumness is thus expected to decline, as may be observed in the plot. For a total number of 70000 randomly generated channels no single violation of the upper bound introduced by the MCMQ is observed. We take this as a strong sign that the MCMQ also maximize the quantumness $Q_{\mathrm{A}}$ in terms of the purity. We deem it quite remarkable that the intuitive character of the Bloch volume is able to give such valuable insights into the geometry of quantum decoherence processes.

We further observe that below a purity of 0.5 there are only few channels with considerable quantumness. In order to understand this detail, we look at channels that are defined as convex mixture of the channel with maximum volume, $D_{\Delta}$, and the completely decohering channel, $D_{\text {cd }}$ :

$$
\begin{equation*}
D_{\lambda}=(1-\lambda) D_{\Delta}+\lambda D_{\mathrm{cd}} . \tag{4.23}
\end{equation*}
$$

For this one-parameter class of channels we numerically estimate the quantumness. We find that the channels quantumness rapidly decays to zero for increasing $\lambda$ (see the dashed line in Fig. 4.11). For a parameter of $\lambda>0.2$, all channels already have zero quantumness and hence belong to the class of RU channels. Of course, we cannot claim this to be an upper


Figure 4.12: The trajectory of the model Hamiltonian of Sec. 3.2 in the $Q_{\mathrm{A}}-P$-Plane. The accessible domain is indicated by a gray background. Here, the parameters are chosen such that the dynamics is of maximum quantumness at a certain instant of time.
bound for quantumness; yet, the consideration helps to better understand the small number of channels with considerable quantumness for purity below 0.5 .

## Toy model in the Quantumness-Purity-Plane

As a closure of the present chapter, we deem it instructive to depict the channels obtained from the model Hamiltonian of Sec. 3.2 in the Quantumness-Purity Plane (Fig. 4.12). Since the channels have rank $r \leq 2$ by construction, their purity may not drop below 0.5 . Therefore, the accessible domain for channels based on the toy model is bound not only by the MCMQ, but also in purity. This accessible region is indicated with a gray shading. The example shown here is chosen so that there is a time at which the channel achieves the maximum possible quantumness (see Sec. 4.1.3). The corresponding parameters are $\left[\kappa_{\mathcal{A}}=1.688 ; \kappa_{\mathcal{B}}=0.918 ; \vec{\Gamma}=(1,0,0)\right]$. As an initial state we chose the Bloch vector pointing in $x$-direction, $\vec{b}_{0}=(1,0,0)$. The quantumness reaches its maximum for $t \approx 1.35$. At this point, the Bloch vectors of the relative environmental states span a regular tetrahedron inside the Bloch sphere.

## 5 Quantum Decoherence via Entangled Local Reservoirs?

In Chapter 3 we saw that phase-damping dynamics of a single qubit is always of RU type. Clearly, thus, the dynamics of a system of qubits, which is subject to phase damping due to local reservoirs, is of RU type, too. Namely, the global dynamics is the sum of the individual RU terms. Such a situation is quite common in the context of spin chains. Here, the model Hamiltonian usually rests on next-neighbor coupling among the qubits, which additionally couple to their local environment [93, 94].

How does this situation change when we allow the local environments to be quantum correlated (i.e., entangled)? In the present section, we want to study this question in a realistic experimental context. We study a system of two qubits locally interacting with a bipartite environment sharing entanglement of some kind (see Fig. [5.1). The bipartite environment shall be represented by two electromagnetic field modes of a superconducting cavity. Each qubit interacts with its designated cavity mode, while any coupling to the other mode, as well as between the modes themselves, is suppressed. We consider different initial conditions of the two cavity modes. First, the entanglement manifests itself in an uncertainty of the location of a single photon shared by the two modes. In the second approach, the initial state is given by a squeezed, Gaussian state.

In order not to mislead the reader's expectations, we would like to anticipate that-most interestingly-the quest for true quantum decoherence via entangled reservoirs remains an open question. That is, despite the various initial conditions of the environment and despite the different models of interaction studied, all dynamics will be found to be of RU nature. To some extent, the identification of the dynamics' RU character is done numerically; however, for a large class of dynamics we are also able to definitely exclude the true quantum property analytically. Nonetheless, a general statement is yet to be found.


Figure 5.1: Can entanglement turn classical decoherence into quantum decoherence? The two qubits $\mathcal{A}$ and $\mathcal{B}$ are coupled to their local environments $E_{\mathcal{A}}$ and $E_{\mathcal{B}}$, respectively. A phase-damping channel is thus known to be RU as long as the two reservoirs are separable. Does entanglement between the local environments (here indicated by the red dashed line) change this?

### 5.1 Experimental Setup

Let us consider a possible experimental realization of the above mentioned scenario. Our discussion shall be based on actual experiments that have been realized at the "Laboratoire Kastler Brossel" at Ecole Normale Supérieure (ENS) in Paris. In the experiments, single circular Rydberg atoms are used to manipulate and probe the states of photons which are trapped in a superconducting cavity [95]. The atoms undergo the following procedure (cf. Fig. 5.2): A short maser pulse at stage B prepares single circular Rydberg states. The relevant atomic states are the Rydberg levels with quantum numbers 51 (excited state, $|e\rangle$ ) and 50 (ground state, $|g\rangle$ ), having a transition frequency of 51.1 GHz [96]. The atoms' internal state may be manipulated using the microwave source S , allowing to initialize arbitrary superpositions of $|g\rangle$ and $|e\rangle$. During the time spent inside the cavity C, the atoms interact with the electromagnetic field. Using a second stage of microwave pulses allows the atomic state to be analyzed right before detection at the state-selective field-ionization detector D .

The cavity itself consists of two superconducting niobium mirrors facing each other. It resembles a resonator of ultrahigh finesse at frequency $\omega / 2 \pi=51 \mathrm{GHz}$. Its field energy damping time $T_{c}$ is given by $T_{c} \approx 130 \mathrm{~ms}$, leading to a very long lifetime of the infused electromagnetic field. The corresponding quality factor is given by $Q=\omega T_{c}=4.2 \times 10^{10}$. The mirrors exhibit a slightly asymmetric architecture: due to a toroidal surface with radii of curvature of 39.4 and 40.6 mm there is a frequency splitting of 1.2 MHz between the


Figure 5.2: Experimental setup: Velocity-selected rubidium atoms first pass stage $B$, where single atoms are excited in circular Rydberg states. While passing cavity C, the atoms are able to interact with the cavity mode. Finally, the atoms are counted by the field-ionization detector $D$. At stages $R_{1}$ and $R_{2}$, microwave fields are used to prepare and analyze the atoms before and after interaction with the resonator, respectively (Picture taken from [96]).
two TEM $_{900}$ modes of orthogonal linear polarization near 51 GHz . This frequency splitting ensures that the atoms are effectively coupled to a single mode only. Tuning of the cavity is performed by four piezoelectric actuators translating one of the mirrors [95].

### 5.1.1 Resonant Coupling

For the case of resonant coupling, let us consider the situation where the atom enters the empty cavity in the excited state. The combined atom-cavity state is thus given as $|e, 0\rangle$ (for simplicity, only the relevant mode is included in the description). Tuning the cavity to resonance with the atomic transition then leads to Rabi oscillations of the atomic state: the probability of finding the atom in the excited state at time $t$ is given by [40]

$$
\begin{equation*}
P_{e}(t)=\cos ^{2}\left(\Omega_{0} t\right) \tag{5.1}
\end{equation*}
$$

where the vacuum Rabi frequency is found to be $\Omega_{0} / 2 \pi=47 \mathrm{kHz}$. Likewise, the combined atom-cavity state oscillates between $|e, 0\rangle$ and $|g, 1\rangle$. The velocity of the atoms is adjusted such that the full atom-cavity interaction time at resonance corresponds to a $2 \pi$ Rabi pulse [97]. A shorter pulse length may be achieved by suddenly tuning the cavity out of resonance.


Figure 5.3: Atomic levels utilized in the realization of a QPG.

### 5.1.2 Conditional Quantum Phase Gate

The resonant interaction of atom and cavity may be used to design a conditional quantum phase gate (QPG), as has been shown in [98]. For a system of two qubits described by $|\mu \nu\rangle(\mu, v=0,1)$ a QPG is defined via

$$
\begin{equation*}
|\mu v\rangle \stackrel{\mathrm{QPG}}{\longmapsto} e^{i \delta_{\mu 1} \delta_{v 1} \phi}|\mu v\rangle . \tag{5.2}
\end{equation*}
$$

That is, it adds a phase $\phi$ to the state if both qubits are in state $|1\rangle$ or else leaves it unaltered. In order to realize the QPG, a third atomic level is utilized (cf. Fig[5.3). It is the Rydberg state with quantum number 49 , denoted by $|i\rangle$. The relevant degrees of freedom for the two-qubit system are now described by the atomic qubit basis $\{|i\rangle,|g\rangle\}$ and the zero- and one-photon state of the cavity, $\{|0\rangle,|1\rangle\}$. An atom in state $|i\rangle$ passes the cavity without interaction; atom and cavity are thus fully decoupled. The same is true for the atom in state $|g\rangle$ with no photon in the cavity. The only interaction is thus taking place for the combined state $|g, 1\rangle$. With the cavity in resonance to the $|g\rangle-|e\rangle$ transition, the atom performs a full Rabi cycle, transforming [98]

$$
\begin{equation*}
|g, 1\rangle \mapsto-|g, 1\rangle=e^{i \phi}|g, 1\rangle, \text { with } \phi=\pi . \tag{5.3}
\end{equation*}
$$

Now, this is exactly what defines the action of a QPG. Note that the QPG is a universal twoqubit quantum gate in the sense that any unitary transformation on two qubits can be achieved using a sequence of this gate and additional rotations of the individual qubits [98, 99]. In the following sections we investigate the dynamics of two qubits $\mathcal{A}$ and $\mathcal{B}$, which locally couple to their respective mode $a$ and $b$ of the cavity. The local character of the coupling may be achieved by letting the two qubits pass the cavity one at a time. During the interaction time, the cavity field is tuned such that each qubit may couple to its respective field mode. We study two different initial scenarios: First, the modes of the cavity share one single photon. Here, the entanglement of the state is due to the uncertainty in determining which mode the photon is in. In a second approach the cavity starts out in a squeezed entangled state,
requiring a formulation in continuous variables.

### 5.2 Two Modes Sharing a Single Photon

In the first situation there shall be only one photon inside the cavity, which is shared by the two modes $a$ and $b$. Thus, clearly the modes may be treated as two-state systems in Fock space, where the basis states $|\mu\rangle$ denote the number of photons (here $\mu=0,1$ ) in the respective mode. As a generic Hamiltonian for our purposes, describing the joint time evolution of both Rydberg atoms and both modes, we may set

$$
\begin{align*}
H & =\Omega_{\mathcal{A}} \sigma_{z}^{(\mathcal{A})}+g_{\mathcal{A} a} \sigma_{z}^{(\mathcal{A})} \sigma_{z}^{(a)}+\vec{\Gamma}^{(a)} \cdot \vec{\sigma}^{(a)} \\
& +\Omega_{\mathcal{B}} \sigma_{z}^{(\mathcal{B})}+g_{\mathcal{B} b} \sigma_{z}^{(\mathcal{B})} \sigma_{z}^{(b)}+\vec{\Gamma}^{(b)} \cdot \vec{\sigma}^{(b)} . \tag{5.4}
\end{align*}
$$

Here, the free evolution of the qubits and the modes is described via the parameters $\Omega_{\mathcal{A}}, \Omega_{\mathcal{B}}, \vec{\Gamma}^{(a)}$, and $\vec{\Gamma}^{(b)}$, respectively. (Note that due to the diagonal coupling the environmental modes stay within their initially assigned two-state subspace spanned by the Fock states $|0\rangle$ and $|1\rangle$. The free evolution of the environment may therefore be adequately characterized in terms of the Pauli matrices.) The (diagonal) coupling of qubit $\mathcal{A}$ and $\mathcal{B}$ to the corresponding mode $a$ and $b$ is described in terms of the parameters $g_{\mathcal{A} a}$ and $g_{\mathcal{B} b}$, respectively.
Rewriting the global Hamiltonian in terms of the two-qubit basis $\{|n\rangle\}_{n=1}^{4}$ gives the relative Hamiltonians $H_{\mathcal{R}}^{(n)}$ of the environment,

$$
\begin{align*}
H & =\sum_{n=1}^{4}|n\rangle\langle n| \otimes \tilde{H}_{\mathcal{R}}^{(n)} \\
& =\sum_{\mu, v=0}^{1}|\mu v\rangle\langle\mu v| \otimes\left(\tilde{h}_{a}^{(\mu)} \otimes \tilde{h}_{b}^{(v)}\right) . \tag{5.5}
\end{align*}
$$

In the last step we use the standard definition of the computational basis for a two-qubit system, that is, $\{|1\rangle=|00\rangle,|2\rangle=|01\rangle,|3\rangle=|10\rangle,|4\rangle=|11\rangle\}^{11}$. We also define the abbreviations

$$
\tilde{h}_{a / b}^{(0)}=+\Omega_{\mathcal{A} / \mathcal{B}} \mathbb{1}+\left(\begin{array}{c}
\Gamma_{x}^{(a / b)}  \tag{5.6}\\
\Gamma_{y}^{(a / b)} \\
\Gamma_{z}^{(a / b)}+g_{\mathcal{A} a / B} b
\end{array}\right) \cdot \vec{\sigma}^{(a / b)}
$$

[^9]and
\[

\tilde{h}_{a / b}^{(1)}=-\Omega_{\mathcal{A} / \mathcal{B}} \mathbb{1}+\left($$
\begin{array}{c}
\Gamma_{x}^{(a / b)}  \tag{5.7}\\
\Gamma_{y}^{(a / b)} \\
\Gamma_{z}^{(a / b)}-g_{\mathcal{A} a / \mathfrak{B} b}
\end{array}
$$\right) \cdot \vec{\sigma}^{(a / b)} .
\]

Again, we have that the phase-damping channel is determined by the overlap of the relative states of the environment

$$
\begin{equation*}
D_{m n}=\left\langle\psi_{n} \mid \psi_{m}\right\rangle=\left\langle\psi_{0}\right| \tilde{U}_{m n}\left|\psi_{0}\right\rangle \tag{5.8}
\end{equation*}
$$

with $\tilde{U}_{m n}=e^{i \tilde{H}_{\mathcal{R}}^{(n)} t} e^{-i \tilde{H}_{\mathcal{R}}^{(m)} t}$. Due to the local coupling, the Hamiltonians relative to the phasedamping basis of the system are of the form $\tilde{H}_{\mathcal{R}}^{(n)}=\tilde{h}_{a}^{(\mu)} \otimes \tilde{h}_{a}^{(v)}$ (recall the identification of $(n)$ with the double index $(\mu, v)$ in Greek letters). The same is true of course for the unitary operators $\tilde{U}_{n}$. That means we can write $\tilde{U}_{n}=\tilde{u}_{\mu}^{(a)} \otimes \tilde{u}_{v}^{(b)}$ and, likewise,

$$
\begin{equation*}
\tilde{U}_{n n^{\prime}}=\tilde{u}_{\mu \mu^{\prime}}^{(a)} \otimes \tilde{u}_{v v^{\prime}}^{(b)} \tag{5.9}
\end{equation*}
$$

Now, if the environment's initial state is separable, that is $\left|\psi_{0}\right\rangle=\left|\phi_{0}^{(a)}\right\rangle \otimes\left|\theta_{0}^{(b)}\right\rangle$, the corresponding channel based on the Hamiltonian in Eq. (5.4) is certainly RU, for we may write

$$
\begin{align*}
D_{n n^{\prime}} & =\left\langle\psi_{0}\right| \tilde{U}_{n n^{\prime}}\left|\psi_{0}\right\rangle \\
& =\left\langle\phi_{0}^{(a)}\right| \tilde{u}_{\mu \mu^{\prime}}^{a}\left|\phi_{0}^{(a)}\right\rangle \cdot\left\langle\theta_{0}^{(b)}\right| \tilde{u}_{v v^{\prime}}^{(b)}\left|\theta_{0}^{(b)}\right\rangle \\
& =D_{\mu \mu^{\prime}}^{(a)} \cdot D_{v v^{\prime}}^{(b)} \\
& =D_{\mu v, \mu^{\prime} v^{\prime}} . \tag{5.10}
\end{align*}
$$

The channel may thus equally be written in tensor product form, that is,

$$
\begin{equation*}
D=D^{(a)} \otimes D^{(b)} . \tag{5.11}
\end{equation*}
$$

The phase-damping channel is thus a product of two single-qubit phase-damping channels, which are known to be RU (see Chap. 3).

If the initial state $\left|\psi_{0}\right\rangle$ is entangled, however, the answer to the question of whether the resulting channel is of RU type is not as obvious. In our case, where the two modes share a single photon, a generic pure state is given as

$$
\begin{equation*}
|\psi\rangle=\alpha|01\rangle+\beta|10\rangle, \quad|\alpha|^{2}+|\beta|^{2}=1, \tag{5.12}
\end{equation*}
$$

Note that the state is entangled whenever $\alpha \neq 0$ or $\alpha \neq 1$. In the attempt to find a phasedamping channel representing a quantum decoherence process we take different parameters of Hamiltonian (5.4) and the initial state $\left|\psi_{0}\right\rangle$ of the environment, such that (i) $\left|\psi_{0}\right\rangle$ is entangled and (ii) the purity of the phase-damping channel covers the whole range between $P\left(\rho^{D}\right)=0.25$ and $P\left(\rho^{D}\right)=1$. This second criterion shall prevent the channels to reside in domains where little or no quantumness is to be expected (see Sec.4.5). However, as already indicated in the introduction of the present chapter, the evaluation of the Birkhoff defect for these randomly chosen channels yields no single incident of quantum decoherence.

### 5.3 Two Modes in a Gaussian Entangled State

In the following attempt, we want to consider the situation where the two modes are initially prepared in an entangled Gaussian state. A standard example is the pure two-mode squeezed state (cf. Sec. (2.1.2) with a Wigner function given by

$$
\begin{align*}
W\left(q_{a}, p_{a}, q_{b}, p_{b}\right)=\frac{4}{\pi^{2}} \exp \{ & -e^{-2 r}\left[\left(q_{a}+q_{b}\right)^{2}+\left(p_{a}-p_{b}\right)^{2}\right] \\
& \left.-e^{+2 r}\left[\left(q_{a}-q_{b}\right)^{2}+\left(p_{a}+p_{b}\right)^{2}\right]\right\} . \tag{5.13}
\end{align*}
$$

Recall that the state's entanglement depends on the squeezing parameter $r$ only. With mode $b$ traced out, e.g., it measures the uncertainties of both remaining quadratures $q_{a}$ and $p_{a}$.
Remember that we want to consider the situation where the two qubits $\mathcal{A}$ and $\mathcal{B}$ couple locally to the two electromagnetic field modes $a$ and $b$, respectively. We define our global Hamiltonian as

$$
\begin{align*}
H & =\Omega_{\mathcal{A}} \sigma_{z}^{(\mathcal{A})}+\sigma_{z}^{(\mathcal{A})} \otimes g_{a} \hat{q}_{a}+\omega_{a}\left(\frac{\hat{p}_{a}^{2}}{2}+\frac{\hat{q}_{a}^{2}}{2}\right) \\
& +\Omega_{\mathfrak{B}} \sigma_{z}^{(\mathcal{B})}+\sigma_{z}^{(\mathcal{B})} \otimes g_{b} \hat{q}_{b}+\omega_{b}\left(\frac{\hat{p}_{b}^{2}}{2}+\frac{\hat{q}_{b}^{2}}{2}\right) . \tag{5.14}
\end{align*}
$$

Note that this kind of coupling is very similar to the (non-dissipative) Spin-Boson model, which is a regularly employed tool to model decoherence in two-level systems [100]. Here, however, each qubit couples only to a single mode instead of an infinite continuum. As before, diagonalization with respect to the mutual basis $\{|n\rangle\}$ of qubits $\mathcal{A}$ and $\mathcal{B}$ yields the relative environmental Hamiltonians

$$
\begin{array}{ll}
\tilde{H}_{\mathcal{R}}^{(1)}=\left(\Omega_{\mathcal{A}}+\Omega_{\mathcal{B}}\right) \mathbb{1}+\tilde{h}_{a}^{(+)}+\tilde{h}_{b}^{(+)} & \tilde{H}_{\mathcal{R}}^{(2)}=\left(\Omega_{\mathcal{A}}-\Omega_{\mathcal{B}}\right) \mathbb{1}+\tilde{h}_{a}^{(+)}+\tilde{h}_{b}^{(-)} \\
\tilde{H}_{\mathcal{R}}^{(3)}=\left(-\Omega_{\mathcal{A}}+\Omega_{\mathfrak{B}}\right) \mathbb{1}+\tilde{h}_{a}^{(-)}+\tilde{h}_{b}^{(+)} & \tilde{H}_{\mathcal{R}}^{(4)}=-\left(\Omega_{\mathcal{A}}+\Omega_{\mathfrak{B}}\right) \mathbb{1}+\tilde{h}_{a}^{(-)}+\tilde{h}_{b}^{(-)}, \tag{5.15}
\end{array}
$$

where we define the relative Hamiltonians of mode $a / b$ as

$$
\begin{align*}
\tilde{h}_{a / b}^{( \pm)} & =\frac{\hat{p}_{a / b}^{2}}{2}+\frac{\hat{\underline{q}}_{a / b}^{2}}{2} \pm g_{a / b} \hat{q}_{a / b} \\
& =\frac{\hat{p}_{a / b}^{2}}{2}+\frac{\left[\hat{q}_{a / b} \pm g_{a / b}\right]^{2}}{2}-\frac{g_{a / b}^{2}}{2} . \tag{5.16}
\end{align*}
$$

In order to arrive at the matrix representation of the phase-damping channel D , we have to evaluate the following expressions:

$$
\begin{align*}
D_{m n} & =\operatorname{tr}\left[\hat{\rho} e^{i \tilde{H}_{\mathcal{R}}^{(m)} t} e^{-i \tilde{H}_{\mathcal{R}}^{(m)} t}\right] \\
& =\operatorname{tr}\left[\hat{\rho} \tilde{U}_{m n}(t)\right] \\
& =\int d q_{a} \int d p_{a} \int d q_{b} \int d p_{b} W\left(q_{a}, p_{a}, q_{b}, p_{b}\right) \tilde{U}_{m n}^{(W)}(t) . \tag{5.17}
\end{align*}
$$

Here, we define the unitaries $\tilde{U}_{m n}(t)=e^{i \tilde{H}_{\mathcal{R}}^{(n)}} e^{-i \tilde{H}_{\mathcal{R}}^{(m)} t}$ with corresponding Wigner representation

$$
\begin{align*}
\tilde{U}_{m n}^{(W)}= & \int d q_{a}^{\prime} \int d q_{b}^{\prime}\left\langle q_{a}+\frac{q_{a}^{\prime}}{2}\right| \otimes\left\langle q_{b}+\frac{q_{b}^{\prime}}{2}\right| \tilde{U}_{m n}(t)\left|q_{a}-\frac{q_{a}^{\prime}}{2}\right\rangle \otimes\left|q_{b}-\frac{q_{b}^{\prime}}{2}\right\rangle \\
& \times e^{-i\left(p_{a} q_{a}^{\prime}+p_{b} q_{b}^{\prime}\right)} \\
= & \exp \left\{-4 i\left(c_{c_{a} q_{a}}^{m n} q_{a}+c_{p_{a}}^{m n} p_{a}+c_{q_{b}}^{m n} q_{b}+c_{p_{b}}^{m n} p_{b}\right)\right\} . \tag{5.18}
\end{align*}
$$

The relevant calculations are carried out in the appendix (App. C.1). As a final result we arrive at the following form of the phase-damping channel

$$
\begin{align*}
D_{m n}= & \exp \left\{-e^{-2 r}\left[\left(c_{q_{a}}^{m n}+c_{q_{b}}^{m n}\right)^{2}+\left(c_{p_{a}}^{m n}-c_{p_{b}}^{m n}\right)^{2}\right]\right. \\
& \left.-e^{+2 r}\left[\left(c_{q_{a}}^{m n}-c_{q_{b}}^{m n}\right)^{2}+\left(c_{p_{a}}^{m n}+c_{p_{b}}^{m n}\right)^{2}\right]\right\} \tag{5.19}
\end{align*}
$$

The respective coefficients are listed in Table 5.1

### 5.3.1 Direct Assessment of the RU Character

The phase-damping channels arrived at in the previous section may actually directly be shown to be of RU type. For this we have to take a closer look at the unitary matrices $\tilde{U}_{m n}^{(W)}$ in Wigner representation, Eq. (5.18). They may be rewritten in the form

$$
\begin{equation*}
U_{m n}^{(W)}(t)=\exp \left\{i 4\left(\Phi_{m}(\vec{r})-\Phi_{n}(\vec{r})\right)\right\}, \tag{5.20}
\end{equation*}
$$

| $m n$ | $c_{q_{a}}^{m n}$ | $c_{p_{a}}^{m n}$ | $c_{q_{b}}^{m n}$ | $c_{p_{b}}^{m n}$ |
| :---: | :---: | :---: | :---: | :---: |
| 12 | 0 | 0 | $2 g_{b} \sin \left(\omega_{b} t\right)$ | $2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |
| 13 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | 0 | 0 |
| 14 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | $2 g_{b} \sin \left(\omega_{b} t\right)$ | $2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |
| 23 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | $-2 g_{b} \sin \left(\omega_{b} t\right)$ | $-2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |
| 24 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | 0 | 0 |
| 34 | 0 | 0 | $2 g_{b} \sin \left(\omega_{b} t\right)$ | $2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |

Table 5.1: List of the coefficients appearing in the definition of the phase-damping channel $D$ [Eq. (5.19]].
with $\vec{r}:=\left(q_{a}, p_{a}, q_{b}, p_{b}\right)$. This may be done by letting

$$
\begin{equation*}
\Phi_{n}(\vec{r}):=\vec{\alpha}_{n} \cdot \vec{r} \tag{5.21}
\end{equation*}
$$

where the vectors $\vec{\alpha}_{n}$ are defined to be

$$
\begin{align*}
& \vec{\alpha}_{1}=\left(\begin{array}{c}
2 g_{a} \sin \left(\omega_{a} t\right) \\
2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right] \\
2 g_{b} \sin \left(\omega_{b} t\right) \\
2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]
\end{array}\right), \quad \vec{\alpha}_{2}=\left(\begin{array}{c}
2 g_{a} \sin \left(\omega_{a} t\right) \\
2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right] \\
0 \\
0
\end{array}\right), \\
& \vec{\alpha}_{3}=\left(\begin{array}{c}
0 \\
0 \\
2 g_{b} \sin \left(\omega_{b} t\right) \\
2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]
\end{array}\right), \quad \vec{\alpha}_{4}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right) \tag{5.22}
\end{align*}
$$

When inserted into Eq. (5.17), which gives the matrix elements $D_{m n}$ of the phase-damping channel, we find

$$
\begin{equation*}
D_{m n}=\int d q_{a} \int d p_{a} \int d q_{b} \int d p_{b} W\left(q_{a}, p_{a}, q_{b}, p_{b}\right) \exp \left\{i 4\left(\Phi_{m}(\vec{r})-\Phi_{n}(\vec{r})\right)\right\} \tag{5.23}
\end{equation*}
$$

Since the Wigner function $W\left(q_{a}, p_{a}, q_{b}, p_{b}\right)$ of a Gaussian state is positive (i.e., a probability distribution), we can immediately conclude that the corresponding channel is RU (see Sec. 2.2.4).

### 5.4 Entangled State With Negative Wigner Function

The positivity of the Wigner function in Eq. (5.23) is crucial in the identification of the channel's RU character. Clearly, thus, any positive and normalized distribution in the phase space of the two modes will lead to dynamics that may be interpreted in terms of a RU channel. But what about a Wigner function that is negative in some areas? If that is the case, we may not immediately decide the case. In order to find instances of such a situation, we choose to revisit the case where the two modes initially share a fixed number ( $n$ ) of photons. The initial state of the modes may thus be described by the vector

$$
\begin{equation*}
|\psi\rangle=\alpha|0 n\rangle+\beta|n 0\rangle, \tag{5.24}
\end{equation*}
$$

with $\alpha, \beta \in \mathbb{C}$ and $|\alpha|^{2}+|\beta|^{2}=1$. The state's Wigner function may be derived directly from the characteristic function (see Sec. 2.1.2). With $L_{n}(x)$ denoting the Laguerre polynomials [101], it is given by (see App. C.2)

$$
\begin{align*}
\chi^{(n)}\left(\eta_{a}, \eta_{b}\right)= & {\left[|\alpha|^{2} L_{n}\left(\left|\eta_{b}\right|^{2}\right)-\alpha \beta^{*} \frac{\left(\eta_{a} \eta_{b}^{*}\right)^{n}}{n!}\right.} \\
& \left.-\beta \alpha^{*} \frac{\left(\eta_{b} \eta_{a}^{*}\right)^{n}}{n!}+|\beta|^{2} L_{n}\left(\left|\eta_{a}\right|^{2}\right)\right] e^{-\frac{\left|\eta_{a}\right|^{2}}{2}} e^{-\frac{\left|\eta_{b}\right|^{2}}{2}} . \tag{5.25}
\end{align*}
$$

In Fig. 5.4]we plot some of the resulting Wigner functions of the reduced states with mode $b$ traced out. They are given by

$$
\begin{align*}
& W_{\mathrm{red}}^{(1)}\left(q_{a}, p_{a}\right)=\frac{2}{\pi}\left(|\alpha|^{2}-L_{1}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)|\beta|^{2}\right) e^{-2\left(q_{a}^{2}+p_{a}^{2}\right)},  \tag{5.26a}\\
& W_{\mathrm{red}}^{(2)}\left(q_{a}, p_{a}\right)=\frac{2}{\pi}\left(|\alpha|^{2}+L_{2}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)|\beta|^{2}\right) e^{-2\left(q_{a}^{2}+p_{a}^{2}\right)}, \tag{5.26b}
\end{align*}
$$

and

$$
\begin{equation*}
W_{\mathrm{red}}^{(3)}\left(q_{a}, p_{a}\right)=\frac{2}{\pi}\left(|\alpha|^{2}-L_{3}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)|\boldsymbol{\beta}|^{2}\right) e^{-2\left(q_{a}^{2}+p_{a}^{2}\right)}, \tag{5.26c}
\end{equation*}
$$

respectively (see App. C.2). Clearly, the functions are not positive everywhere. The respective states are thus good examples of entangled states with a negative Wigner function. Having acquired the Wigner functions $W^{(n)}\left(q_{a}, p_{a}, q_{b}, p_{b}\right)$, the respective channels are obtained via Eq. (5.23). Now, the constructive proof of the channel's RU nature cannot be used anymore, since $W^{(n)}\left(q_{a}, p_{a}, q_{b}, p_{b}\right)<0$ is possible. The corresponding channels are thus again numerically scrutinized for quantumness. Despite the negativity of the Wigner


Figure 5.4: Wigner function $W_{\text {red }}^{(n)}\left(q_{a}, p_{a}\right)$ of the reduced state of mode $a$ for the two modes sharing (a) one photon ( $n=$ 1), (b) two photons ( $n=$ 2), and (c) three photons $(n=3)$. In all cases we set $\alpha=\sqrt{0.1}$ and $\beta=$ $\sqrt{0.9}$. All functions evidently take on negative values around the origin.

functions, we find no single instance where the dynamics is of non-RU type.

To summarize, in the present chapter we have studied a scenario where a system of two qubits couples to their respective, local environments. If the bipartite environment starts out in a separable state, the dynamics is trivially of RU nature. However, we consider different situations involving entanglement between the local reservoirs, where an RU affiliation may not be easily deduced. Despite this fact, we find no single instance of true quantum (i.e., non-RU) dynamics. In case of the (non-dissipative) Spin-Boson model with an environment described by a positive Wigner function, these findings are purely analytical. All other cases are studied numerically. Of course, it would be very satisfactory to have a definite explanation for the negative results of the present chapter. However, despite some mentionable effort, we have not succeeded yet in finding such an explanation. Thus, the subject provides an interesting field for further investigations.

## 6 Conclusion and Outlook

Decoherence is seen as the main obstacle preventing the realization of quantum information processors of relevant size. It leads to a complete loss of entanglement in quantum systems, thereby spoiling the main ingredient of many of the proposed algorithms which promise a significant speed-up over conventional, classical schemes. In the attempt to make use of quantum mechanical properties on larger and larger scales it is thus unquestionable that a thorough knowledge of all processes involved is needed.

A priori, there exist various mechanisms offering a possible explanation for the origin of decoherence. In perhaps the most prominent attempt, it is ascribed to growing correlations between the system of interest and its quantum environment. The constant "monitoring" of the system by its surroundings and the involved transfer of information are responsible for the state to finally become classical [5]. Often, however, decoherence may as well be attributed to stochastic fluctuations of classical fields. Due to local or temporal variations of the surrounding electromagnetic fields, the individual constituents of an ensemble may each accumulate a slightly varying phase during time evolution. As soon as an ensemble average is performed, the relative phases are washed out, causing the coherences to degenerate.

The purpose of the present thesis is to clarify what distinguishes true quantum from classical decoherence. This distinction is of genuine interest not only from an experimental perspective, where an identification of the processes leading to decoherence is needed in any effort to enhance accuracy. As in the case of the Spin Echo technique, a classical decoherence process might allow for a partial reversal of its effects without the need for additional measurements. Furthermore, we hope that our studies help to elucidate the true role of entanglement in open quantum system decoherence. Throughout the thesis, we concentrate on pure decoherence scenarios where no dissipation is involved, typically denoted with phase damping (or dephasing).

Based on a simple model we are able to give a generic example of a feasible two-qubit phase-damping channel, of which we show that it does not belong to the set of RU channels. It thus represents a case of true quantum decoherence which may not be understood in classical terms. While the actual example gives a channel acting on a four-dimensional Hilbert space, we give explicit instructions of how to generalize the results to arbitrary dimension.

## 6 Conclusion and Outlook

The resulting dynamics is studied with respect to the Birkhoff defect which introduces a measure of a channel's norm distance to the set of RU channels. For an extension of the model using an additional heat bath, thereby introducing veritable irreversibility, we still observe genuine quantum decoherence. For most of the channels, the quantumness remains non-zero as long as the coupling to the bath is small enough. For growing coupling strength, however, the quantum character of the dynamics becomes increasingly fragile. If the influence of the additional environment gets too large, the quantum character is lost for almost all channels.

Remarkably, we observe a strong correlation between the Birkhoff defect and the volume of the tetrahedron spanned by the Bloch vectors representing the relative states of the environmental qubit. This leads us to introduce a new, geometrically motivated measure of quantumness-the Bloch volume. Rather than demanding lengthy optimization routines as is the case for the calculation of the norm distance, the Bloch volume requires the evaluation of a single determinant. We exploit the intuitive character of the new geometric measure in order to arrive at a characterization of phase-damping dynamics. The purity of a channel is shown to give an estimation of its decoherence potential, i.e., the severity with which it possibly affects any given quantum state. For two qubits, we observe a strong correlation between a channel's achievable quantumness and its decoherence potential. Since the evaluation of a channel's purity is much less involved, this connection may be used to quickly estimate an upper bound to the quantumness potentially present. Furthermore, based on the geometric measure, we are able to identify the set of mixed channels with maximum quantumness (MCMQ), maximizing the distance to the set of RU channels for a given decoherence potential. In addition, it is demonstrated that the toy model introduced in Chapter 3 is capable of provoking dynamics which is maximally quantum, i.e., which has a maximum distance to the set of RU channels. The respective channel of maximum quantumness is intimately related to the concept SIC-POVMs, corresponding to a symmetrically-placed basis of Hilbert space operators.

In the last part of the thesis, we study the influence of entanglement between local reservoirs on the RU character of dynamics. The analysis is based on two qubits which couple locally to their respective environment. From the findings of Chapter 3 it is thus evident that the dynamics belongs to the RU class as long as the reservoirs are in a separable state. We examine various situations where the local environments are not separable but entangled. Despite the multitude of situations, we find no single instance of true quantum decoherence. In the case where the coupling is described by a (non-dissipative) Spin-Boson model, our findings are in part analytical. Here, we are able to confirm that local coupling leads to RU dynamics whenever the initial state of the environment is described by a positive Wigner function. Therefore, any attempt to construct a true quantum decoherence channel with the
environment in a Gaussian entangled state is doomed to fail. However, even in the case of a negative Wigner function, all channels studied are of RU type. Since no analytical results are found, we rely on a numerical examination of the resulting quantumness of the channels.

For future studies we see many interesting routes of continuation. Since the model of quantum decoherence is based on a physically feasible situation, it would be very interesting to actually try an experimental realization. As in our theoretical investigation, the corresponding channels may then also be studied with respect to the fragility of their true quantum nature. Secondly, we note that the Bloch volume suffers from being valid in the case of extremal channels only. Here, the great hope is to find a generalization of this measure of quantumness for the case of non-extremal channels.

In addition, we show that the toy model presented may lead to relative environmental states spanning a SIC-POVM (a symmetrically placed operator basis in Hilbert space). In this context, a rigorous study of the circumstances leading to a phase-damping channel with maximum Bloch volume might help in the construction of SIC-POVMs in higher dimension-a problem yet to be solved.

Not least, the results of Chapter 5may indicate that entanglement between local reservoirs does not change a channel's RU nature (which trivially follows in the separable case). However, it remains an open question whether this is so in general. We deem it worthwhile to continue with the investigations for a definite criterion.

## Appendix

## A Technical Toolkit

## A. 1 Convex Roof Construction

Every pure-state decomposition of a density matrix $\rho$ can be obtained via the following procedure [91]:
(i) Via diagonalization of $\rho$, a complete set of orthogonal eigenvectors $\left|v_{i}\right\rangle$ corresponding to the nonzero eigenvalues $\lambda_{i}$ is obtained. These vectors shall be subnormalized, such that $\left\langle v_{i} \mid v_{i}\right\rangle$ is equal to the $i$-th eigenvalue $\lambda_{i}$.
(ii) Every decomposition $\left\{\left|w_{i}\right\rangle\right\}$ of $\rho$ can then be obtained via

$$
\begin{equation*}
\left|w_{i}\right\rangle=\sum_{j=1}^{r} U_{i j}^{*}\left|v_{j}\right\rangle . \tag{A.1}
\end{equation*}
$$

where $r$ denotes the rank of $\rho . U$ is an $m \times m$ unitary matrix with $m \geq r$. The new states $\left|w_{i}\right\rangle$ are already subnormalized such that $\left\langle w_{i} \mid w_{i}\right\rangle$ is equal to the probability of $\left|w_{i}\right\rangle$ in the decomposition. In terms of the $\left|w_{i}\right\rangle$ the full state is thus given as $\rho=\sum_{i}\left|w_{i}\right\rangle\left\langle w_{i}\right|$.

The entanglement of formation is then obtained as the minimum of pure state entanglement (entanglement entropy) needed over all possible decompositions:

$$
\begin{equation*}
\left.E_{F}(\rho)=\min _{\left|w_{i}\right\rangle}\left\{\sum_{i}\left\langle w_{i} \mid w_{i}\right\rangle E\left(\frac{\left|w_{i}\right\rangle}{\sqrt{\left\langle w_{i} \mid w_{i}\right\rangle}}\right)\left|\rho=\sum_{i}\right| w_{i}\right\rangle\left\langle w_{i}\right|\right\} . \tag{A.2}
\end{equation*}
$$

In order to obtain the entanglement of assistance, the minimum has to be replaced by the maximum. For a density operator of rank $r$ a maximum of $r^{2}$ pure states is needed for the minimum (maximum) to be achieved [92, 102].

## A. 2 The Cholesky Factorization

Given the non-negative matrix $D \in \mathcal{M}_{N}$, the Cholesky factorization gives

$$
\begin{equation*}
D=A A^{\dagger}, \tag{A.3}
\end{equation*}
$$

## A Technical Toolkit

with $A \in \mathcal{M}_{N}$ a lower triangular matrix, where $A$ is in general not unique. The $n$-th row of $A$ may then be identified with a complex vector $\left|a_{n}\right\rangle \in \mathbb{C}^{N}$ such that $D_{m n}=\left\langle a_{n} \mid a_{m}\right\rangle$. If $D$ is a positive semi-definite matrix of rank $r<N$, there exists a unique $A$ with columns $r+1$ through $N$ identical to zero [103]. That is, the vectors $\left|a_{n}\right\rangle$ may be chosen as elements of $\mathbb{C}^{r}$. One possible algorithm for obtaining the Cholesky factorization is given by

$$
\begin{align*}
& m>n: \quad A_{m n}=\left(D_{m n}-\sum_{k=1}^{n-1} A_{m k} A_{n k}^{*}\right) / A_{n n}, \\
& m=n: \quad A_{m m}=\sqrt{1-\sum_{k=1}^{m-1}\left|A_{m k}\right|^{2}} \tag{A.4}
\end{align*}
$$

Starting from the upper left corner of the matrix, the algorithm proceeds to compute the matrix row by row. Note that if $A_{n n}=0$ for $m>n$, one has to divide by 1 .

## A. 3 Bloch Representation for N -level Systems

It is a well-known fact that any Hermitian matrix $\rho_{H} \in \mathcal{M}_{N}$ may be written in the form [30, 104]

$$
\begin{equation*}
\rho_{H}=\frac{1}{2}\left(\frac{2}{N} \mathbb{1}_{N}+\vec{b} \cdot \vec{\sigma}\right) \tag{A.5}
\end{equation*}
$$

where $\vec{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{N^{2}-1}\right)$ is the vector of traceless generators of the $\mathrm{SU}(N)$ obeying

$$
\begin{equation*}
\sigma_{i} \sigma_{j}=\frac{2}{N} \delta_{i j} \mathbb{1}_{N}+f_{i j k} \sigma_{k}+i g_{i j k} \sigma_{k} \tag{A.6}
\end{equation*}
$$

The structure constants $f_{i j k}$ (vanishing for $N=2$ ) and $g_{i j k}$ form a totally symmetric and a totally anti-symmetric tensor, respectively, $\vec{b}$ is a real vector in $\mathbb{R}^{N^{2}-1}$. From a given matrix $\rho_{H}$, the vector elements $b_{i}$ are obtained via

$$
\begin{equation*}
b_{i}=\operatorname{tr}\left[\rho_{H} \sigma_{i}\right] . \tag{A.7}
\end{equation*}
$$

A density matrix $\rho$ is a Hermitian matrix with the additional properties

$$
\begin{equation*}
\text { (i) } \operatorname{tr} \rho=1 \quad \text { and } \quad \text { (ii) } \rho \geq 0 \tag{A.8}
\end{equation*}
$$

In this case, the vector $\vec{b}$ is usually called Bloch vector, and we denote the set of Bloch vectors with $\mathcal{B}\left(\mathbb{R}^{N^{2}-1}\right)$. It is clear, that conditions $(i)$ and (ii) impose additional constraints


Figure A.1: Bloch representation of a two-level system. The north pole of the sphere is usually identified with the computational basis vector $|0\rangle$, its orthogonal counterpart $|1\rangle$ is found at the south-pole. The inside corresponds to the mixed state space.
on the vector $\vec{b}$. One can easily deduce that $\operatorname{tr} \rho^{2} \leq 1$, corresponding to

$$
\begin{equation*}
|\vec{b}| \leq \sqrt{\frac{2(N-1)}{N}}=: r_{N} . \tag{A.9}
\end{equation*}
$$

For $N=2$, this concept leads to the well-known Bloch sphere (cf. Fig. A.1), a sphere in $\mathbb{R}^{3}$ of radius 1 . Here, each vector on the surface represents a pure state, whereas the points inside correspond to the mixed states. Note, however, that in general not every vector with A.9) represents an actual quantum state. Rather, it is known that for $N \geq 3$ the Bloch vector space $\mathcal{B}\left(\mathbb{R}^{N^{2}-1}\right)$ is a proper subset of the ball $B_{r_{N}}(0)$ with radius $r_{N}$ [104].

## A. 4 Identifying a FSOV Using the Bloch representation

In Sec. 3.1] we discuss the property of a set of complex vectors $\left\{\left|a_{1}\right\rangle, \ldots,\left|a_{N}\right\rangle\right\} \subset \mathbb{C}^{r}$ called a "full set of vectors" (FSOV) [17], which is attained if, for a complex matrix $M \in \mathcal{M}_{r}$, $\left\langle a_{n}\right| M\left|a_{n}\right\rangle=0 \forall n=1, \ldots, N$ implies $M=0$.
How can this formal criterion be cast into a constructive one? For this we make use of the ideas leading to the Bloch representation. It is clear that any linear operator may be represented using a special operator basis and a complex vector. As operator basis we may choose the identity together with $\vec{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{r^{2}-1}\right)$, the set of trace-less generators
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of the $\mathrm{SU}(r)$ already introduced in the definition of the Bloch representation, App. A. 3 , Rewriting both the projectors $P_{n}:=\left|a_{n}\right\rangle\left\langle a_{n}\right|$ and operator $M$ according to $P_{n}=: \vec{B}_{n} \cdot\left(\mathbb{1}_{r}, \vec{\sigma}\right)$ and $M=: \vec{Q} \cdot\left(\mathbb{1}_{r}, \vec{\sigma}\right)$, a simple calculation shows that

$$
\begin{align*}
\operatorname{tr}\left[M P_{n}\right] & =\operatorname{tr}\left[\left(\vec{Q} \cdot\left(\mathbb{1}_{r}, \vec{\sigma}\right)\right)\left(\vec{B}_{n} \cdot\left(\mathbb{1}_{r}, \vec{\sigma}\right)\right)\right] \\
& =\vec{Q} \cdot \vec{B}_{n} . \tag{A.10}
\end{align*}
$$

Note that the $\vec{B}_{n}$ representing the projectors $P_{n}$ correspond to $\vec{B}_{n}=\frac{1}{2}\left(\frac{2}{r}, \vec{b}_{n}\right)$, where the $\vec{b}_{n}$ are the Bloch vectors as defined in App. A. 3

The FSOV criterion is now satisfied if

$$
\begin{equation*}
\vec{Q} \cdot \vec{B}_{n}=0 \quad \forall n=1, \ldots, N \quad \Rightarrow \quad \vec{Q}=0 . \tag{A.11}
\end{equation*}
$$

This is only possible if the vectors $\left\{\vec{B}_{n}\right\}_{n=1}^{N}$ span the $\mathbb{R}^{r^{2}}$, requiring $N \geq r^{2}$. For $N=r^{2}$ this may be checked using the determinant

$$
\frac{1}{2^{r^{2}}}\left|\begin{array}{llll}
\vec{B}_{1} & \vec{B}_{2} & \cdots & \vec{B}_{r^{2}}
\end{array}\right|=\left|\begin{array}{cccc}
\frac{2}{r} & \frac{2}{r} & \cdots & \frac{2}{r}  \tag{A.12}\\
\vec{b}_{1} & \vec{b}_{2} & \cdots & \vec{b}_{r^{2}}
\end{array}\right| \neq 0 .
$$

In the case that $N>r^{2}$ all subsets of $\left\{\vec{B}_{n}\right\}$ containing $r^{2}$ elements have to be checked for linear independence.

## A. 5 Calculation of the cb-Norm

In this section we want to discuss a suitable method of calculating the cb-norm of a linear map. The method is presented and described in the article by Johnston, Kribs and Paulsen [105]. We here give a summary of the relevant steps needed in the numerical evaluation, introducing an important modification of the algorithm for our purposes discussing the case of diagonal maps. For further discussion and proofs please see the original article.

The calculation of the cb-norm of a linear map relies on the generalized Kraus representation: To a linear map $\Phi: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$ there exist matrices $K_{i} \in \mathcal{M}_{N}$ and $L_{i} \in \mathcal{M}_{N}$,
$1 \leq i \leq m \leq N^{2}$, such that

$$
\begin{align*}
\Phi(\rho) & =\sum_{i=1}^{m} K_{i} \rho L_{i} \\
& =\left(\begin{array}{lll}
K_{1}, & \ldots & K_{m}
\end{array}\right)\left(\begin{array}{cccc}
\rho & 0 & \cdots & 0 \\
0 & \rho & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \rho
\end{array}\right)\left(\begin{array}{c}
L_{1} \\
\vdots \\
L_{m}
\end{array}\right), \tag{A.13}
\end{align*}
$$

and such that the cb-norm of the map is given by $\|\Phi\|_{c b}^{2}=\left\|\sum_{i} K_{i} K_{i}^{\dagger}\right\|\left\|\sum L_{i}^{\dagger} L_{i}\right\|$. Based on this representation the cb-norm is obtained in the following way:

Theorem 4. The cb-norm of a linear map $\Phi: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$ is given by

$$
\begin{equation*}
\|\Phi\|_{c b}=\inf \left\{\left\|\sum_{i} K_{i} K_{i}^{\dagger}\right\|^{1 / 2}\left\|\sum L_{i}^{\dagger} L_{i}\right\|^{1 / 2}\right\} \tag{A.14}
\end{equation*}
$$

where the infimum is taken over all generalized Kraus representation of the map $\Phi$.
The single steps in the calculation of the cb-norm are subsumed in the following algorithm
(I) Find a linearly independent generalized Kraus representation
(I.1) Find a basis $\left\{X_{1}, \ldots, X_{l}\right\}$ for the span of $\left\{K_{1}, \ldots, K_{m}\right\}$ and express $K_{i}=\sum_{j} d_{i j} X_{j}$.
(I.2) Insert into (A.13), obtaining

$$
\begin{align*}
\Phi(\rho) & =\sum_{i=1}^{m}\left(\sum_{j=1}^{l} d_{i j} X_{j}\right) \rho L_{i} \\
& =\sum_{j=1}^{l} X_{j} \rho\left(\sum_{i=1}^{m} d_{i j} L_{i}\right) \\
& =\sum_{j=1}^{l} X_{j} \rho Y_{j}, \tag{A.15}
\end{align*}
$$

where $Y_{j}=\sum_{i} d_{i, j} L_{i}$.
(I.3) Find a basis $\left\{\tilde{Y}_{1}, \ldots, \tilde{Y}_{k}\right\}$ for the span of $\left\{Y_{1}, \ldots, Y_{l}\right\}$. As in steps (1) and (2), express $Y_{i}=\sum_{j} \tilde{d}_{i j} \tilde{Y}_{j}$ and insert into (A.13), yielding

$$
\begin{equation*}
\Phi(\rho)=\sum_{i=1}^{k} \tilde{X}_{i} \rho \tilde{Y}_{i} . \tag{A.16}
\end{equation*}
$$

At this point, both sets $\left\{\tilde{X}_{1}, \ldots, \tilde{X}_{k}\right\}$ and $\left\{\tilde{Y}_{1}, \ldots, \tilde{Y}_{k}\right\}$ are linearly independent, completing the first part of the algorithm.
(II) Calculation of cb-Norm

Based on the linearly independent generalized Kraus representation obtained in part (I), the cb-norm is obtained with the help of a positive invertible matrix $S=\left(s_{i j}\right) \in \mathcal{M}_{k}$ with inverse $S^{-1}=\left(t_{i j}\right)$. Based on this matrix we define $H_{i}=\sum_{j} s_{i j} \tilde{Y}_{j}$ and $G_{i}=\sum_{j} t_{j i} \tilde{X}_{j}$. Then

$$
\begin{equation*}
\|\Phi\|_{c b}=\inf _{S}\left\{\left\|\sum_{i} G_{i} G_{i}^{\dagger}\right\|^{1 / 2}\| \| \sum_{i} H_{i}^{\dagger} H_{i}\left\|^{1 / 2}\right\|\right\} \tag{A.17}
\end{equation*}
$$

where the infimum is taken over all invertible matrices $S$.

## A.5.1 Specifics for Diagonal Maps of Full Rank

In the case of a diagonal map with full rank step (I) of the algorithm may be left out completely. With full rank we denote the case, where the diagonal map $D: \mathcal{M}_{N} \rightarrow \mathcal{M}_{N}$ has $N$ nonzero eigenvalues, that is, the rows and columns of $D$ are linearly independent. In this case we may introduce the linearly independent generalized Kraus representation with

$$
\begin{align*}
& G_{i}=\operatorname{diagonal}\left(D_{1 i}, \ldots, D_{N i}\right),  \tag{A.18}\\
& i  \tag{A.19}\\
& H_{i}=\operatorname{diagonal}(0, \ldots, \stackrel{\downarrow}{1}, \ldots, 0) .
\end{align*}
$$

We may thus circumvent step (I) without further ado.

## A. 6 Volume Spanned by a FSOV

We show the equivalence of the determinant of the FSOV criterion with the volume spanned by the Bloch vectors for arbitrary dimension. For simplicity we consider only the case $N=$ $r^{2}$, the generalization is however straightforward. We thus have $r^{2}$ vectors $\vec{B}_{n} \in \mathbb{R}^{r^{2}}$ entering
the determinant. Based on the definitions in Sec. A.4]we get [72]

$$
\begin{align*}
\left(\frac{1}{2}\right)^{r^{2}}\left|\vec{B}_{1} \cdots \vec{B}_{r^{2}}\right| & =\left|\begin{array}{ccc}
\frac{2}{r} & \cdots & \frac{2}{r} \\
\vec{b}_{1} & \cdots & \vec{b}_{r^{2}}
\end{array}\right| \\
& =\left|\left(\begin{array}{ccc}
\frac{2}{r} & \cdots & \frac{2}{r} \\
\vec{b}_{1} & \cdots & \vec{b}_{r^{2}}
\end{array}\right)\left(\begin{array}{cccc}
1 & -1 & \cdots & -1 \\
& 1 & & \\
& & \ddots & \\
& & & 1
\end{array}\right)\right| \\
& \left.=\frac{2}{r} \right\rvert\,\left(\vec{b}_{2}-\vec{b}_{1}\right)\left(\vec{b}_{3}-\vec{b}_{1}\right) \cdots \\
& \left.=\frac{2\left(r^{2}-1\right)!}{r} \operatorname{Vol}\left(\vec{b}_{r^{2}}-\ldots, \vec{b}_{1}\right) \right\rvert\, \\
& \neq 0, \tag{A.20}
\end{align*}
$$

where $\operatorname{Vol}\left(\vec{b}_{1}, \ldots, \vec{b}_{r^{2}}\right)$ denotes the volume of the parallelogram spanned by the real, $r^{2}-1$ dimensional vectors $\left\{\vec{b}_{1}, \ldots, \vec{b}_{r^{2}}\right\}$.

## A. 7 Phase-Damping of a Single Qubit: Deformation of the Bloch Sphere

In order to estimate the effect of a phase-damping channel on the volume of the Bloch sphere, recall that a single qubit may be written as (cf. App. A.3)

$$
\begin{align*}
\rho & =\frac{1}{2}(\mathbb{1}+\vec{r} \cdot \vec{\sigma})  \tag{A.21}\\
& =\frac{1}{2}\left(\begin{array}{cc}
1+r_{z} & r_{x}-i r_{y} \\
r_{x}+i r_{y} & 1-r_{z}
\end{array}\right), \tag{A.22}
\end{align*}
$$

where $\vec{r}$ denotes the Bloch vector. In this representation, the effect of the phase-damping channel $D$ on the Bloch vectors is straightforward. Applying the channel gives

$$
\begin{align*}
D \star \rho & =\left(\begin{array}{cc}
1 & c \\
c^{*} & 1
\end{array}\right) \star \frac{1}{2}\left(\begin{array}{cc}
1+r_{z} & r_{x}-i r_{y} \\
r_{x}+i r_{y} & 1-r_{z}
\end{array}\right)  \tag{A.23}\\
& =\frac{1}{2}\left(\begin{array}{cc}
1+r_{z} & |c| e^{i \phi}\left(r_{x}-i r_{y}\right) \\
|c| e^{-i \phi}\left(r_{x}+i r_{y}\right) & 1-r_{z}
\end{array}\right) \tag{A.24}
\end{align*}
$$

where we made use of the polar decomposition $c=|c| e^{i \phi}$. It in now obvious that $r_{z}$ is left unaltered, while the parts perpendicular to the $z$-axis suffer from a decrease by a factor of $|c|$

## A Technical Toolkit

together with a rotation around $z$. Using the cylindrical symmetry properties, we assess the final volume via

$$
\begin{equation*}
V^{\prime}=\int_{0}^{2 \pi} d \varphi \int_{-1}^{1} d z \int_{0}^{R(z)} d r r \tag{A.25}
\end{equation*}
$$

where $R(z)=|c| \sqrt{1-z^{2}}$. As a result we find $V=\frac{4}{3} \pi|c|^{2}$, so that the relative change with respect to the initial Bloch sphere $\left(V=\frac{4}{3} \pi\right)$ trivially equals

$$
\begin{equation*}
\frac{V^{\prime}}{V}=|c|^{2} \tag{A.26}
\end{equation*}
$$

## B Calculation of the Bloch Volume

## B. 1 The Caley-Menger Determinant

The volume of a simplex spanned by real vectors in Euclidean space may be evaluated using the so-called Caley-Menger determinant. The following derivation may be found in [106]. Let us consider the volume of a $(N-1)$ simplex, spanned by the vectors $\vec{x}_{n}=$ $\left(x_{n}^{(1)}, x_{n}^{(2)}, \ldots, x_{n}^{(N-1)}\right) \in \mathbb{R}^{N-1}, n=1, \ldots, N$. Using basic matrix algebra (cf. Sec. A.6), it is straightforward that the volume is given as

$$
\operatorname{Vol}_{N-1}=\frac{1}{(N-1)!}\left|\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{B.1}\\
x_{1}^{(1)} & x_{2}^{(1)} & \cdots & x_{N}^{(1)} \\
x_{1}^{(2)} & x_{2}^{(2)} & \cdots & x_{N}^{(2)} \\
\vdots & \vdots & & \vdots \\
x_{1}^{(N-1)} & x_{2}^{(N-1)} & \cdots & x_{N}^{(N-1)}
\end{array}\right|
$$

In order to arrive at the Caley-Menger determinant, the matrix is augmented by a $(N+$ 1)th row and column, with all new elements zero except for the intersecting one which is equal to one. Note that the determinant is unaltered by this operation. Multiplying this new determinant with the one obtained from it by interchanging the first two rows and columns, followed by a transposition, leads to the equivalence

$$
\mathrm{Vol}_{N-1}^{2}=\frac{-1}{((N-1)!)^{2}}\left|\begin{array}{ccccc}
0 & 1 & 1 & \ldots & 1  \tag{B.2}\\
1 & \vec{x}_{1} \cdot \vec{x}_{1} & \vec{x}_{1} \cdot \vec{x}_{2} & \cdots & \vec{x}_{1} \cdot \vec{x}_{N} \\
1 & \vec{x}_{2} \cdot \vec{x}_{1} & \vec{x}_{2} \cdot \vec{x}_{2} & \cdots & \vec{x}_{2} \cdot \vec{x}_{N} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \vec{x}_{N} \cdot \vec{x}_{1} & \vec{x}_{N} \cdot \vec{x}_{2} & \cdots & \vec{x}_{N} \cdot \vec{x}_{N}
\end{array}\right| .
$$

The distance $s_{m n}=\sqrt{\left(\vec{x}_{m}-\vec{x}_{n}\right) \cdot\left(\vec{x}_{m}-\vec{x}_{n}\right)}$ between the vertices $m$ and $n$ is related to the scalar product via

$$
\begin{equation*}
\vec{x}_{m} \cdot \vec{x}_{n}=\frac{1}{2}\left(\vec{x}_{m} \cdot \vec{x}_{n}+\vec{x}_{m} \cdot \vec{x}_{n}-s_{m n}^{2}\right) \tag{B.3}
\end{equation*}
$$

After insertion into Eq. B.2, now subtracting from the $n$th row the product of the preceding row by $\frac{1}{2}\left(\vec{x}_{n-1} \cdot \vec{x}_{n-1}\right), n=2, \ldots N$, one arrives after some additional reductions at

$$
\begin{equation*}
\operatorname{Vol}_{N-1}^{2}=\frac{(-1)^{N}}{2^{N-1}((N-1)!)^{2}} \operatorname{det}\left(A_{N}\right) . \tag{B.4}
\end{equation*}
$$

Here, we have defined the Caley-Menger Determinant

$$
\operatorname{det}\left(A_{N}\right)=\left|\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1  \tag{B.5}\\
1 & 0 & s_{1,2}^{2} & \cdots & s_{1, N}^{2} \\
1 & s_{1,2}^{2} & 0 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & s_{N-1, N}^{2} \\
1 & s_{1, N}^{2} & \cdots & s_{N-1, N}^{2} & 0
\end{array}\right|
$$

## B. 2 Bloch Volume of a Phase-Damping Channel

The Caley-Menger determinant offers a very elegant way to directly calculate the volume spanned by the Bloch vectors corresponding to the dynamical vectors representing a phasedamping channel $D$. To see this, let $D$ be a phase-damping channel of a quantum system of dimension $N$. As introduced in Sec.2.2.4 its matrix elements may be obtained as overlap of N dynamical vectors

$$
\begin{equation*}
D_{m n}=\left\langle a_{n} \mid a_{m}\right\rangle, \quad m, n=1, \ldots, N, \tag{B.6}
\end{equation*}
$$

which may be identified as relative states of some quantum environment. For a channel of rank $r$, the dynamical vectors $\left|a_{n}\right\rangle$ may be chosen as vectors in $\mathbb{C}^{r}$ (see App. A.2), allowing a representation in terms of $\left(r^{2}-1\right)$-dimensional Bloch vectors $\vec{b}_{n}$. The mutual distance between any of these Bloch vectors equates to

$$
\begin{align*}
s_{m, n}^{2} & =\left|\vec{b}_{m}-\vec{b}_{n}\right|^{2}=\left|\vec{b}_{m}\right|^{2}-2 \vec{b}_{m} \cdot \vec{b}_{n}+\left|\vec{b}_{n}\right|^{2} \\
& =4\left(1-\frac{1}{r}\right)-2 \vec{b}_{m} \cdot \vec{b}_{n}, \tag{B.7}
\end{align*}
$$

where the Bloch vectors are defined according to Eq. A.7). The matrix elements $D_{m n}$ may be used to extract the distances in the following way.

$$
\begin{align*}
\left|D_{m n}\right|^{2} & =\left|\left\langle a_{n} \mid a_{m}\right\rangle\right|^{2}=\operatorname{tr}\left[\rho_{n} \rho_{m}\right] \\
& =\operatorname{tr}\left[\left(\frac{1}{r} \mathbb{1}_{r}+\frac{1}{2} \vec{b}_{n} \cdot \vec{\sigma}\right)\left(\frac{1}{r} \mathbb{1}_{r}+\frac{1}{2} \vec{b}_{m} \cdot \vec{\sigma}\right)\right] \\
& =\operatorname{tr}\left[\frac{1}{r^{2}} \mathbb{1}_{r}+\frac{1}{2 r} \vec{b}_{n} \cdot \vec{\sigma}+\frac{1}{2 r} \vec{b}_{m} \cdot \vec{\sigma}+\frac{1}{4}\left(\vec{b}_{n} \cdot \vec{\sigma}\right)\left(\vec{b}_{m} \cdot \vec{\sigma}\right)\right] \\
& =\frac{1}{r}+\frac{1}{4} \operatorname{tr}\left[\sum_{m, n} b_{j, m} b_{i, n}\left(\frac{2}{r} \delta_{m n} \mathbb{1}_{r}+\left(f_{i j k}+i g_{i j k}\right) \sigma_{k}\right)\right] \\
& =\frac{1}{r}+\frac{1}{2} \vec{b}_{n} \cdot \vec{b}_{m} . \tag{B.8}
\end{align*}
$$

Putting the last two results together we obtain

$$
\begin{align*}
s_{m, n}^{2} & =4\left(1-\frac{1}{r}\right)-4\left(\left|D_{m n}\right|^{2}-\frac{1}{r}\right) \\
& =4\left(1-\left|D_{m n}\right|^{2}\right) \tag{B.9}
\end{align*}
$$

so that we arrive at the equivalence

$$
\left(\begin{array}{cccc}
0 & s_{1,2}^{2} & \cdots & s_{1, N}^{2}  \tag{B.10}\\
s_{1,2}^{2} & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & s_{N-1, N}^{2} \\
s_{1, N}^{2} & \cdots & s_{N-1, N}^{2} & 0
\end{array}\right)=4\left(\mathrm{id}-D \star D^{*}\right)
$$

Now, in case the Bloch vectors form a simplex, that is, we have $N$ vectors $\vec{b}_{n} \in \mathbb{R}^{N-1}$, we can evaluate the volume via

$$
\begin{equation*}
\operatorname{Vol}_{N-1}^{2}=\frac{(-1)^{N}}{2^{N-1}((N-1)!)^{2}} \operatorname{det}\left(A_{N}\right) \tag{B.11}
\end{equation*}
$$

where the Caley-Menger determinant is now given as

$$
\operatorname{det}\left(A_{N}\right)=\left|\begin{array}{cccc}
0 & 1 & \ldots & 1  \tag{B.12}\\
1 & & & \\
\vdots & & 4\left(\mathrm{id}-D \star D^{*}\right) & \\
1 & & &
\end{array}\right|
$$

## B. 3 Bloch Volume of a SIC-POVM

As discussed in the preceding section the Caley-Menger determinant allows to evaluate the volume spanned by the dynamical vectors $\left\{\left|a_{n}\right\rangle\right\}_{n=1}^{N}$. Based on the matrix representation $D$, where $D_{m n}=\left\langle a_{n} \mid a_{m}\right\rangle$, the volume is given by

$$
V_{\mathrm{B}}^{2}=\frac{(-1)^{N}}{2^{N-1}((N-1)!)^{2}}\left|\begin{array}{cccc}
0 & 1 & \cdots & 1  \tag{B.13}\\
1 & & \\
\vdots & 4\left(\mathrm{id}-D \star D^{*}\right) \\
1 & &
\end{array}\right|
$$

In case the dynamical vectors form a SIC-POVM (see Sec. 2.6.2), we have

$$
4\left(\mathrm{id}-D \star D^{*}\right)=\left(\begin{array}{cccc}
0 & x & \cdots & x  \tag{B.14}\\
x & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & x \\
x & \cdots & x & 0
\end{array}\right)
$$

with $x=4\left(1-\left|\left\langle a_{n} \mid a_{m}\right\rangle\right|^{2}\right)=4\left(\frac{\sqrt{N}}{\sqrt{N}+1}\right)$.
In order to calculate the Bloch volume we need the following
Lemma 1. The determinant of

$$
A_{N}=\underbrace{\left(\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1  \tag{B.15}\\
1 & 0 & x & \cdots & x \\
1 & x & 0 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & x \\
1 & x & \cdots & x & 0
\end{array}\right)}_{N+1}
$$

is given by $\left|A_{N}\right|=N(-1)^{N} x^{N-1}$.
We give the proof by induction:
(I) Induction basis $(N=2)$ :

$$
\left|A_{2}\right|=\left|\begin{array}{lll}
0 & 1 & 1  \tag{B.16}\\
1 & 0 & x \\
1 & x & 0
\end{array}\right|=2 x=2(-1)^{2} x^{2-1}
$$

complying with the assumption.
(II) Induction step: Let $\left|A_{N}\right|=N(-1)^{N} x^{N-1}$

Through expansion along the first column with a successive rearrangement we find

$$
\begin{align*}
\left|A_{N+1}\right| & =\left|\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & x & \cdots & x \\
1 & x & 0 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & x \\
1 & x & \cdots & x & 0
\end{array}\right| \\
& =(N+1)(-1)^{N+1}\left|\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 0 \\
0 & x & x & \cdots & x \\
x & 0 & x & & x \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
x & \cdots & x & 0 & x
\end{array}\right| \tag{B.17}
\end{align*}
$$

On the other hand we have

$$
\begin{align*}
\left(\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 1 \\
0 & 1 & 0 & \cdots & 0 & x \\
0 & 0 & 1 & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 & x \\
0 & 0 & \cdots & 0 & 1 & x \\
x & 0 & 0 & \cdots & 0 & 0
\end{array}\right) \underbrace{\left(\begin{array}{cccccc}
0 & 1 & 1 & \cdots & 1 & 0 \\
1 & 0 & x & \cdots & x & 0 \\
1 & x & 0 & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & x & 0 \\
1 & x & \cdots & x & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 1
\end{array}\right)}=\underbrace{\left(\begin{array}{ccccccc}
0 & 1 & 1 & \cdots & 1 & 1 \\
1 & 0 & x & \cdots & x & x \\
1 & x & 0 & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & x & x \\
1 & x & \cdots & x & 0 & x \\
0 & x & \cdots & x & x & 0
\end{array}\right)}_{=: \tilde{A}_{N+1}}  \tag{B.18}\\
=\left(\begin{array}{lll}
\left(\begin{array}{lll}
0 & \\
0 & A_{N} & \\
0 & \cdots & 0
\end{array}\right)
\end{array}\right)
\end{align*}
$$

Note that $\tilde{A}_{N+1}$ is identical to $A_{N+1}$ except for the lower left corner (highlighted in red -0 and 1 , respectively). From expansion along the first column and comparison with (B.17) it is thus easy to see that the determinants of $\tilde{A}_{N+1}$ and $A_{N+1}$ are related
by

$$
\begin{align*}
\left|A_{N+1}\right| & =\left|\tilde{A}_{N+1}\right|+(-1)^{N+1}\left|\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 0 \\
0 & x & x & \cdots & x \\
x & 0 & x & & x \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
x & \cdots & x & 0 & x
\end{array}\right| \\
& =\left|\tilde{A}_{N+1}\right|+(-1)^{N+1}\left[\frac{(-1)^{N+1}}{N+1}\left|A_{N+1}\right|\right] \\
& =\left|\tilde{A}_{N+1}\right|+\frac{1}{N+1}\left|A_{N+1}\right|, \tag{B.19}
\end{align*}
$$

leading to

$$
\begin{equation*}
\left|A_{N+1}\right|=\frac{N+1}{N}\left|\tilde{A}_{N+1}\right| . \tag{B.20}
\end{equation*}
$$

In evaluating the determinant of the left-hand side in Eq. (B.18) we make use of the product formula $|A B|=|A||B|$. The determinant of the first matrix can easily be obtained via expansion along the last column, followed by some reshuffling, giving the value of $-x$. For the second matrix it is straightforward to see that its determinant is identical to $\left|A_{N}\right|$. Together with Eq. (B.20) this gives

$$
\begin{align*}
\left|A_{N+1}\right| & =\frac{N+1}{N}\left|\tilde{A}_{N+1}\right| \\
& =\frac{N+1}{N}(-x)\left|A_{N}\right| \\
& =(N+1)(-1)^{N+1} x^{N}, \tag{B.21}
\end{align*}
$$

thus completing the proof.
The volume itself finally equates to

$$
\begin{equation*}
V_{\mathrm{B}}=\frac{\sqrt{N}\left(2 \frac{\sqrt{N}}{\sqrt{N}+1}\right)^{\frac{N-1}{2}}}{(N-1)!} . \tag{B.22}
\end{equation*}
$$

## C Calculations in the Wigner Representation

## C. 1 The Two-Mode Entangled Channel

In order to arrive at the full form of the phase-damping channel considered in Sec. 5] we have to evaluate all matrix elements defined as

$$
\begin{equation*}
D_{m n}=\int d q_{a} \int d p_{a} \int d q_{b} \int d p_{b} W\left(q_{a}, p_{a}, q_{b}, p_{b}\right) \tilde{U}_{m n}^{(W)}(t), \tag{C.1}
\end{equation*}
$$

with the Wigner representation of the two-mode squeezed entangled state

$$
\begin{align*}
& W\left(q_{a}, p_{a}, q_{b}, p_{b}\right)=\frac{4}{\pi^{2}} \exp \left\{-e^{-2 r}\left[\left(q_{a}+q_{b}\right)^{2}+\left(p_{a}-p_{b}\right)^{2}\right]\right.  \tag{C.2}\\
&\left.-e^{+2 r}\left[\left(q_{a}-q_{b}\right)^{2}+\left(p_{a}+p_{b}\right)^{2}\right]\right\} .
\end{align*}
$$

and the unitary operators

$$
\begin{array}{r}
\tilde{U}_{m n}^{(W)}(t)=\int d q_{a}^{\prime} \int d q_{b}^{\prime}\left\langle q_{a}+\frac{q_{a}^{\prime}}{2}\right| \otimes\left\langle q_{b}+\frac{q_{b}^{\prime}}{2}\right| \tilde{U}_{m n}(t)\left|q_{a}-\frac{q_{a}^{\prime}}{2}\right\rangle \otimes\left|q_{b}-\frac{q_{b}^{\prime}}{2}\right\rangle  \tag{C.3}\\
\times e^{-i\left(p_{a} q_{a}^{\prime}+p_{b} q_{b}^{\prime}\right)} .
\end{array}
$$

Remember that the unitaries are given as $\tilde{U}_{m n}(t)=e^{i \tilde{H}_{R}^{(n)}} e^{-i \tilde{\tilde{H}}_{R}^{(m)} t}$. Using the expressions obtained in Eq. (5.15) for the relative Hamiltonians $\tilde{H}_{R}^{(n)}$, the unitary operators needed in order to calculate all matrix elements of the phase-damping channel are

$$
\begin{align*}
& \tilde{U}_{12}(t)=e^{-2 \Omega_{\mathfrak{B}} t} e^{i \tilde{\hbar}_{b}^{(-)} t} e^{-i \tilde{h}_{b}^{(+)} t}=\tilde{U}_{21}^{*}(t),  \tag{C.4a}\\
& \tilde{U}_{13}(t)=e^{-2 \Omega_{A} t} e^{i \hat{i}_{a}^{(-)} t} e^{-i \tilde{h}_{a}^{(+)} t}=\tilde{U}_{31}^{*}(t),  \tag{C.4b}\\
& \tilde{U}_{14}(t)=e^{-2\left(\Omega_{\mathcal{A}}+\Omega_{\mathcal{B}}\right) t} e^{i \tilde{h}_{a}^{(-)} t} e^{i \bar{h}_{b}^{(-)} t} e^{-i \tilde{\bar{h}}_{d}^{(+)} t} e^{-i \tilde{h}_{b}^{(+)} t}=\tilde{U}_{41}^{*}(t) \text {, }  \tag{C.4c}\\
& \tilde{U}_{23}(t)=e^{-2\left(\Omega_{\mathcal{A}}-\Omega_{\mathfrak{B}}\right) t} e^{i \tilde{\bar{h}}_{a}^{(-)} t} e^{i \tilde{h}_{b}^{(+)} t} e^{-i \tilde{\tilde{h}}_{a}^{(+)} t} e^{-i \tilde{h}_{b}^{(-)} t}=\tilde{U}_{32}^{*}(t),  \tag{C.4d}\\
& \tilde{U}_{24}(t)=e^{-2 \Omega_{A} t} e^{i \tilde{\hbar}_{a}^{(-)} t} e^{-i \tilde{h}_{d}^{(+)} t}=\tilde{U}_{42}^{*}(t) \text {, }  \tag{C.4e}\\
& \tilde{U}_{34}(t)=e^{-2 \Omega_{\mathbb{B}} t} e^{i \hat{k}_{b}^{(-)} t} e^{-i \tilde{h}_{b}^{(+)} t}=\tilde{U}_{43}^{*}(t) \text {. } \tag{C.4f}
\end{align*}
$$

Exemplary we will carry out the evaluation of matrix element $D_{12}$. The Wigner representation of $\tilde{U}_{12}(t)$ is given by

$$
\begin{equation*}
\tilde{U}_{12}^{(W)}(t)=e^{-2 i \Omega_{\mathbb{B}} t} \int d q_{b}^{\prime} \int d q\left\langle q_{b}+\frac{q_{b}^{\prime}}{2}\right| e^{i \tilde{h}_{b}^{(-)} t}|q\rangle\langle q| e^{-i \tilde{h}_{b}^{(+)} t}\left|q_{b}-\frac{q_{b}^{\prime}}{2}\right\rangle e^{-i p_{b} q_{b}^{\prime}} . \tag{C.5}
\end{equation*}
$$

where an additional resolution of the identity, $\mathbb{1}=\int d q|q\rangle\langle q|$, has been inserted. The timeevolution amplitudes now appearing in the evaluation of the Wigner representation may be assessed with the help of the path integral formulation of quantum mechanics [107]. For our case the relevant results are given by

$$
\begin{array}{r}
\left\langle q_{b}+\frac{q_{b}^{\prime}}{2}\right| e^{i \hat{h}_{b}^{(-)} t}|q\rangle=e^{-i g_{b}^{2} / 2 t} \sqrt{\frac{1}{2 \pi i \sin \left(\omega_{b} t\right)}} \exp \left\{-\frac{i}{2} \frac{1}{\sin \left(\omega_{b} t\right)}\right. \\
\times\left(\left[\left(q-g_{b}\right)^{2}+\left(q_{b}+\frac{q_{b}^{\prime}}{2}-g_{b}\right)^{2}\right] \cos \left(\omega_{b} t\right)\right. \\
\left.\left.\quad-2\left(q-g_{b}\right)\left(q_{b}+\frac{q_{b}^{\prime}}{2}-g_{b}\right)\right)\right\} \tag{C.6}
\end{array}
$$

and

$$
\begin{align*}
\langle q| e^{-i h_{b}^{(+)}}\left|q_{b}-\frac{q_{b}^{\prime}}{2}\right\rangle=e^{+i g_{b}^{2} / 2 t} & \sqrt{\frac{1}{2 \pi i \sin \left(\omega_{b} t\right)}} \exp \left\{+\frac{i}{2} \frac{1}{\sin \left(\omega_{b} t\right)}\right. \\
\times & \left(\left[\left(q+g_{b}\right)^{2}+\left(q_{b}-\frac{q_{b}^{\prime}}{2}+g_{b}\right)^{2}\right] \cos \left(\omega_{b} t\right)\right. \\
& \left.\left.-2\left(q+g_{b}\right)\left(q_{b}-\frac{q_{b}^{\prime}}{2}+g_{b}\right)\right)\right\} \tag{C.7}
\end{align*}
$$

Multiplication of the two amplitudes yields

$$
\begin{align*}
& \left\langle q_{b}+\frac{q_{b}^{\prime}}{2}\right| e^{i \hat{h}_{b}^{(-)} t}|q\rangle\langle q| e^{-i \tilde{h}_{b}^{(+)} t}\left|q_{b}-\frac{q_{b}^{\prime}}{2}\right\rangle=\left|\frac{1}{2 \pi \sin \left(\omega_{b} t\right)}\right| \exp \left\{\frac{i}{2} \frac{1}{\sin \left(\omega_{b} t\right)}\right. \\
& \left.\quad \times\left(\left[4 q_{b} g_{b}-4 q_{b}\left(\frac{q_{b}^{\prime}}{2}-g_{b}\right)\right] \cos \left(\omega_{b} t\right)+2\left(q q_{b}^{\prime}-2 q g_{b}-2 q_{b} g_{b}\right)\right)\right\} . \tag{C.8}
\end{align*}
$$

## C. 1 The Two-Mode Entangled Channel

We are now able to carry out the integration in Eq.(C.5). First, consider the integration with respect to $q$, leading to

$$
\begin{align*}
I\left[q_{b}^{\prime}\right]:= & \int d q\left\langle q_{b}+\frac{q_{b}^{\prime}}{2}\right| e^{i \tilde{h}_{b}^{(-)} t}|q\rangle\langle q| e^{-i \tilde{h}_{b}^{(+)} t}\left|q_{b}-\frac{q_{b}^{\prime}}{2}\right\rangle \\
= & \left|\frac{1}{2 \pi \sin \left(\omega_{b} t\right)}\right| \exp \left\{-\frac{i}{2} \frac{1}{\sin \left(\omega_{b} t\right)}\left(4 q_{b}\left(\frac{q_{b}^{\prime}}{2}-g_{b}\right) \cos \left(\omega_{b} t\right)+4 q_{b} g_{b}\right)\right\} \\
& \times \int d q \exp \left\{-i 2 \pi\left[\frac{1}{2 \sin \left(\omega_{b} t\right)}\left(2 g_{b}\left(\cos \left(\omega_{b} t\right)-1\right)-q_{b}^{\prime}\right)\right] q\right\} \\
= & \exp \left\{-\frac{i}{2} \frac{1}{\sin \left(\omega_{b} t\right)}\left(4 q_{b}\left(\frac{q_{b}^{\prime}}{2}-g_{b}\right) \cos \left(\omega_{b} t\right)+4 q_{b} g_{b}\right)\right\} \\
& \times \delta\left(q_{b}^{\prime}+2 g_{b}\left[\cos \left(\omega_{b} t\right)-1\right]\right) \tag{C.9}
\end{align*}
$$

The second integration with respect to $q_{b}^{\prime}$ is then easily obtained, leading to the Wigner representation of the unitary operator $\tilde{U}_{12}(t)$ :

$$
\begin{align*}
\tilde{U}_{12}^{(W)}(t) & =\int d q_{b}^{\prime} I\left[q_{b}^{\prime}\right] e^{-i p_{b} q_{b}^{\prime}} \\
& =\exp \left\{-i q_{b} g_{b} \sin \left(\omega_{b} t\right)-i p_{b} g_{b}\left[\cos \left(\omega_{b} t\right)-1\right]\right\} \tag{C.10}
\end{align*}
$$

The result is obviously of the form $\exp \left\{-i\left(c_{q_{b}} q_{b}+c_{p_{b}} p_{b}\right)\right\}$ with $c_{q_{b}}=g_{b} \sin \left(\omega_{b} t\right)$ and $c_{p_{b}}=$ $g_{b}\left[\cos \left(\omega_{b} t\right)-1\right]$. In order to generalize the subsequent evaluation we may thus set

$$
\begin{equation*}
\tilde{U}_{m n}^{(W)}(t)=\exp \left\{-i 4\left(c_{q_{a}}^{m n} q_{a}+c_{p_{a}}^{m n} p_{a}+c_{q_{b}}^{m n} q_{b}+c_{p_{b}}^{m n} p_{b}\right)\right\} . \tag{C.11}
\end{equation*}
$$

We may now proceed with the calculation of the final result: the matrix elements $D_{m n}$. Based on the identity

$$
\begin{equation*}
\int d x \exp \left\{-a x^{2}-(b+i c) x\right\}=\sqrt{\frac{\pi}{a}} \exp \left\{\frac{(b+i c)^{2}}{4 a}\right\} \tag{C.12}
\end{equation*}
$$

C Calculations in the Wigner Representation

| $m n$ | $c_{q_{a}}^{m n}$ | $c_{p_{a}}^{m n}$ | $c_{q_{b}}^{m n}$ | $c_{p_{b}}^{m n}$ |
| :---: | :---: | :---: | :---: | :---: |
| 12 | 0 | 0 | $2 g_{b} \sin \left(\omega_{b} t\right)$ | $2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |
| 13 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | 0 | 0 |
| 14 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | $2 g_{b} \sin \left(\omega_{b} t\right)$ | $2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |
| 23 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | $-2 g_{b} \sin \left(\omega_{b} t\right)$ | $-2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |
| 24 | $2 g_{a} \sin \left(\omega_{a} t\right)$ | $2 g_{a}\left[1-\cos \left(\omega_{a} t\right)\right]$ | 0 | 0 |
| 34 | 0 | 0 | $2 g_{b} \sin \left(\omega_{b} t\right)$ | $2 g_{b}\left[1-\cos \left(\omega_{b} t\right)\right]$ |

Table C.1: List of the coefficients in the final result, Eq. (C.13).
we arrive at

$$
\begin{align*}
D_{m n}= & \frac{4}{\pi^{2}} \int d q_{a} \int d p_{a} \int d q_{b} \int d p_{b} \exp \left\{-e^{-2 r}\left[\left(q_{a}+q_{b}\right)^{2}+\left(p_{a}-p_{b}\right)^{2}\right]\right. \\
& \left.-e^{+2 r}\left[\left(q_{a}-q_{b}\right)^{2}+\left(p_{a}+p_{b}\right)^{2}\right]-i 4\left(c_{q_{a}}^{m n} q_{a}+c_{p_{a}}^{m n} p_{a}+c_{q_{b}}^{m n} q_{b}+c_{p_{b}}^{m n} p_{b}\right)\right\} \\
= & \frac{4}{\pi^{2}} \int d q_{a} \int d q_{b} \exp \left\{-\left(q_{a}^{2} 2 \cosh (2 r)+q_{a} q_{b} 4 \sinh (2 r)\right.\right. \\
& \left.\left.+q_{b}^{2} 2 \cosh (2 r)+i 4\left(c_{q_{a}}^{m n} q_{a}+c_{q_{b}}^{m n} q_{b}\right)\right)\right\} \\
& \times \int d p_{a} \int d p_{b} \exp \left\{-\left(p_{a}^{2} 2 \cosh (2 r)-p_{a} p_{b} 4 \sinh (2 r)\right.\right.
\end{aligned} \quad \begin{aligned}
& \left.\left.\quad+p_{b}^{2} 2 \cosh (2 r)+i 4\left(c_{p_{a}}^{m n} p_{a}+c_{p_{b}}^{m n} p_{b}\right)\right)\right\} \\
& =
\end{align*} \quad \exp \left\{-e^{-2 r\left[\left(c_{q_{a}}^{m n}+c_{q_{b}}^{m n}\right)^{2}+\left(c_{p_{a}}^{m n}-c_{p_{b} m}^{m n}\right)^{2}\right]} \begin{array}{l}
\left.-e^{+2 r}\left[\left(c_{q_{a}}^{m n}-c_{q_{b}}^{m n}\right)^{2}+\left(c_{p_{a}}^{m n}+c_{p_{b}}^{m n}\right)^{2}\right]\right\} .
\end{array}\right.
$$

The relevant results are listed in Table C. 1

## C. 2 Wigner Function of Two Modes Sharing 1,2, and 3 Photons

We consider a pure state of two modes containing $n$ photons. The entanglement shall rest on the lack of knowledge which of the two modes is actually occupied. The initial state thus
reads

$$
\begin{equation*}
|\psi\rangle=\alpha|0 n\rangle_{a b}+\beta|n 0\rangle_{a b}, \tag{C.14}
\end{equation*}
$$

where $|\alpha|^{2}+|\beta|^{2}=1$. The Wigner function may be obtained as Fourier transform of the characteristic function, which is defined as

$$
\begin{align*}
\chi\left(\eta_{a}, \eta_{b}\right) & =\operatorname{tr}\left[\hat{\rho} e^{\eta_{a} a^{*}-\eta_{a}^{*} \hat{a}} e^{\eta_{b} \hat{b}^{\dagger}-\eta_{b}^{*} \hat{b}}\right] \\
& =\langle\psi| \hat{D}_{a}\left(\eta_{a}\right) \hat{D}_{b}\left(\eta_{b}\right)|\psi\rangle . \tag{C.15}
\end{align*}
$$

Here we made use of the so-called displacement operators of the form $\hat{D}(\eta)=\exp \left\{\eta \hat{a}^{\dagger}-\right.$ $\left.\eta^{*} \hat{a}\right\}$. These are unitary operators mapping the vacuum state onto a coherent state, that is,

$$
\begin{equation*}
\hat{D}(\eta)|0\rangle=|\eta\rangle=e^{-\frac{\mid \eta^{2}}{2}} \sum_{n=0}^{\infty} \frac{\eta^{n}}{\sqrt{n!}}|n\rangle . \tag{C.16}
\end{equation*}
$$

If we now plug the initial state into Eq. (C.15) we get

$$
\begin{align*}
\chi\left(\eta_{a}, \eta_{b}\right)= & |\alpha|^{2}\langle 0| \hat{D}_{a}\left(\eta_{a}\right)|0\rangle\langle n| \hat{D}_{b}\left(\eta_{b}\right)|n\rangle \\
& +\alpha \beta^{*}\langle n| \hat{D}_{a}\left(\eta_{a}\right)|0\rangle\langle 0| \hat{D}_{b}\left(\eta_{b}\right)|n\rangle \\
& +\beta \alpha^{*}\langle 0| \hat{D}_{a}\left(\eta_{a}\right)|n\rangle\langle n| \hat{D}_{b}\left(\eta_{b}\right)|0\rangle \\
& +|\beta|^{2}\langle n| \hat{D}_{a}\left(\eta_{a}\right)|n\rangle\langle 0| \hat{D}_{b}\left(\eta_{b}\right)|0\rangle . \tag{C.17}
\end{align*}
$$

The individual factors in this sum are obtained to be

$$
\begin{equation*}
\langle 0| \hat{D}(\eta)|n\rangle=\frac{\left(-\eta^{*}\right)^{n}}{\sqrt{n!}} e^{-\frac{|\eta|^{2}}{2}}, \quad \text { and } \quad\langle n| \hat{D}(\eta)|0\rangle=\frac{(\eta)^{n}}{\sqrt{n!}} e^{-\frac{|\eta|^{2}}{2}} . \tag{C.18}
\end{equation*}
$$

Furthermore, using the identity $\hat{D}(\eta) \hat{a}^{\dagger}=\left(\hat{a}^{\dagger}-\eta^{*}\right) \hat{D}(\eta)$, we arrive at

$$
\begin{align*}
& \langle 0| \hat{D}(\eta)|0\rangle=e^{-\frac{|\eta|^{2}}{2}}=L_{0}\left(|\eta|^{2}\right) e^{-\frac{|\eta|^{2}}{2},} \\
& \langle 1| \hat{D}(\eta)|1\rangle=\left[-|\eta|^{2}+1\right] e^{-\frac{|\eta|^{2}}{2}}=L_{1}\left(|\eta|^{2}\right) e^{-\frac{\mid \eta^{2}}{2}},  \tag{C.19}\\
& \langle 2| \hat{D}(\eta)|2\rangle=\frac{1}{2}\left[|\eta|^{4}-4|\eta|^{2}+2\right] e^{-\frac{| |^{2}}{2}}=L_{2}\left(|\eta|^{2}\right) e^{-\frac{\mid \eta^{2}}{2}}, \\
& \langle 3| \hat{D}(\eta)|3\rangle=\frac{1}{6}\left[-|\eta|^{6}+9|\eta|^{4}-18|\eta|^{2}+6\right] e^{-\frac{\mid \eta^{2}}{2}}=L_{3}\left(|\eta|^{2}\right) e^{-\frac{|\eta|^{2}}{2}} .
\end{align*}
$$

Here, $L_{n}(x)$ denote the so-called Laguerre Polynomials [101]. Everything put together gives the characteristic function

$$
\begin{align*}
\chi^{(n)}\left(\eta_{a}, \eta_{b}\right)= & {\left[|\alpha|^{2} L_{n}\left(\left|\eta_{b}\right|^{2}\right)-\alpha \beta^{*} \frac{\left(\eta_{a} \eta_{b}^{*}\right)^{n}}{n!}\right.} \\
& \left.-\beta \alpha^{*} \frac{\left(\eta_{b} \eta_{a}^{*}\right)^{n}}{n!}+|\beta|^{2} L_{n}\left(\left|\eta_{a}\right|^{2}\right)\right] e^{-\frac{\mid \eta_{a} 2^{2}}{2}} e^{-\frac{\left|\eta_{b}\right|^{2}}{2}} . \tag{C.20}
\end{align*}
$$

The resulting Wigner functions read

$$
\begin{align*}
& W^{(1)}\left(q_{a}, p_{a}, q_{b}, p_{b}\right)=-\frac{4}{\pi^{2}} {\left[|\alpha|^{2} L_{1}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)-4 \alpha \beta^{*}\left(q_{a}+i p_{a}\right)\left(p_{b}-i q_{b}\right)\right.} \\
&\left.-4 \beta \alpha^{*}\left(q_{a}-i p_{a}\right)\left(q_{b}+i p_{b}\right)+|\beta|^{2} L_{1}\left(4\left(q_{a}^{2}+p_{a}^{2}\right)\right)\right] \\
& \times e^{-2\left(q_{a}^{2}+p_{a}^{2}+q_{b}^{2}+p_{b}^{2}\right)} \tag{C.21a}
\end{align*}
$$

for one photon ( $n=1$ ),

$$
\begin{array}{r}
W^{(2)}\left(q_{a}, p_{a}, q_{b}, p_{b}\right)=+\frac{4}{\pi^{2}}\left[|\alpha|^{2} L_{2}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)+8 \alpha \beta^{*}\left(q_{a}+i p_{a}\right)^{2}\left(p_{b}-i q_{b}\right)^{2}\right. \\
\left.+8 \beta \alpha^{*}\left(q_{a}-i p_{a}\right)^{2}\left(q_{b}+i p_{b}\right)^{2}+|\beta|^{2} L_{2}\left(4\left(q_{a}^{2}+p_{a}^{2}\right)\right)\right] \\
\times e^{-2\left(q_{a}^{2}+p_{a}^{2}+q_{b}^{2}+p_{b}^{2}\right)} \tag{C.21b}
\end{array}
$$

for two photons ( $n=2$ ), and finally

$$
\begin{gather*}
W^{(3)}\left(q_{a}, p_{a}, q_{b}, p_{b}\right)=-\frac{4}{\pi^{2}}\left[|\alpha|^{2} L_{3}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)-\frac{64}{6} \alpha \beta^{*}\left(q_{a}+i p_{a}\right)^{3}\left(p_{b}-i q_{b}\right)^{3}\right. \\
\left.-\frac{64}{6} \beta \alpha^{*}\left(q_{a}-i p_{a}\right)^{3}\left(q_{b}+i p_{b}\right)^{3}+|\beta|^{2} L_{3}\left(4\left(q_{a}^{2}+p_{a}^{2}\right)\right)\right] \\
\times e^{-2\left(q_{a}^{2}+p_{a}^{2}+q_{b}^{2}+p_{b}^{2}\right)} \tag{C.21c}
\end{gather*}
$$

for three photons $(n=3)$.

The respective reduced states simply equate to (see also [40])

$$
\begin{align*}
& W_{\mathrm{red}}^{(1)}\left(q_{a}, p_{a}\right)=\frac{2}{\pi}\left(|\alpha|^{2}-L_{1}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)|\beta|^{2}\right) e^{-2\left(q_{a}^{2}+p_{a}^{2}\right)},  \tag{C.22a}\\
& W_{\mathrm{red}}^{(2)}\left(q_{a}, p_{a}\right)=\frac{2}{\pi}\left(|\alpha|^{2}+L_{2}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)|\beta|^{2}\right) e^{-2\left(q_{a}^{2}+p_{a}^{2}\right)}, \tag{C.22b}
\end{align*}
$$

C. 2 Wigner Function of Two Modes Sharing 1,2, and 3 Photons
and

$$
W_{\mathrm{red}}^{(3)}\left(q_{a}, p_{a}\right)=\frac{2}{\pi}\left(|\alpha|^{2}-L_{3}\left(4\left(q_{b}^{2}+p_{b}^{2}\right)\right)|\beta|^{2}\right) e^{-2\left(q_{a}^{2}+p_{a}^{2}\right)}
$$

respectively.
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[^0]:    ${ }^{1}$ That is, the parameters describing the individual parts may be indeterminate, while the global state is fully known.

[^1]:    ${ }^{2}$ Note that in the present section we use the common mode of discrimination between quantum operators and classical variables: the former are equipped with a hat.

[^2]:    ${ }^{3}$ For simplicity we consider the case of an equal superposition. In general, states of the form $c_{1}\left|\psi_{1}\right\rangle+c_{2}\left|\psi_{2}\right\rangle$ with complex numbers $c_{1}, c_{2}$ and $\left|c_{1}\right|^{2}+\left|c_{2}\right|^{2}=1$ are allowed.

[^3]:    ${ }^{4}$ Note that with a slight abuse of notation we denote the channel and its matrix representation with the same symbol $D$.

[^4]:    ${ }^{5}$ With probabilities we denote a set of positive, real numbers that sum to one.

[^5]:    ${ }^{1}$ Note that the results by Landau and Streater were also found independently in [83] and [18].

[^6]:    ${ }^{1}$ Using the built-in numerical minimization routine NMinimize in Mathematica version 7.0.1.0 on a usual workstation CPU with 2.66 GHz .

[^7]:    ${ }^{2}$ Strictly speaking, only the "only if"-part has been shown so far. In order to see the "if"-part, first note that for a channel with $\vec{b}_{1}, \ldots, \vec{b}_{4}$ pointing to a plane parallel to the $x$ - $y$-plane RU nature follows immediately, for we can write the corresponding relative states in the form $\left|\psi_{n}\right\rangle=\left(\sqrt{1-p} e^{i \varphi_{1}^{(n)}}, \sqrt{p} e^{i \varphi_{2}^{(n)}}\right)$ with the same $p$ for all $n=1, \ldots, 4$. This results in a Kraus form $\rho^{\prime}=(1-p) U_{1} \rho U_{1}^{\dagger}+p U_{2} \rho U_{2}^{\dagger}$ with $U_{i}=\operatorname{diagonal}\left(e^{i \varphi_{i}^{(1)}}, \ldots, e^{i \varphi_{i}^{(4)}}\right)$. For arbitrary coplanar Bloch vectors a suitable rotation of both the initial state $\left|\psi_{0}\right\rangle$ and the relative Hamiltonians $\tilde{H}_{\mathcal{R}}^{(n)}$ leaves the phase-damping channel unaltered, whereas the plane spanned by the new Bloch vectors is again parallel to the $x-y$-plane.

[^8]:    ${ }^{3}$ Note that the definition of $N$ here is different from the one in Sec. 2.6.2

[^9]:    ${ }^{1}$ Here and in the following we make use of both notations. In order to make clear which one is used, we will denote indices ranging from 1 to 4 with Latin symbols $(m, n)$, whereas indices ranging from 0 to 1 will be written in Greek symbols $(\mu, v)$.

