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Abstract

The human sense of hearing is characterized by its exquisite sensitivity, sharp fre-
quency selectivity, and wide dynamic range. These features depend on an active
process that in the inner ear boosts vibrations evoked by auditory stimuli. Sponta-
neous otoacoustic emissions constitute a demonstrative manifestation of this phys-
iologically vulnerable mechanism. In the cochlea, sensory hair bundles transduce
sound-induced vibrations into neural signals. Hair bundles can power mechanical
movements of their tip, oscillate spontaneously, and operate as tuned nonlinear am-
plifiers of weak periodic stimuli. Active hair-bundle motility constitutes a promising
candidate with respect to the biophysical implementation of the active process un-
derlying human hearing.

The responsiveness of isolated hair bundles, however, is seriously hampered by
intrinsic fluctuations. In this thesis, we present theoretical and experimental results
concerning the noise-imposed limitations of nonlinear amplification by active sensory
hair bundles. We analyze the effect of noise within the framework of a stochastic
description of hair-bundle dynamics and relate our findings to generic aspects of the
stochastic dynamics of oscillatory systems.

Hair bundles in vivo are often elastically coupled by overlying gelatinous mem-
branes. In addition to theoretical results concerning the dynamics of elastically
coupled hair bundles, we report on an experimental study. We have interfaced dy-
namic force clamp performed on a hair bundle from the sacculus of the bullfrog with
real-time stochastic simulations of hair-bundle dynamics. By means of this setup,
we could couple a hair bundle to two virtual neighbors, called cyber clones. Our
theoretical and experimental work shows that elastic coupling leads to an effective
noise reduction. Coupled hair bundles exhibit an increased coherence of sponta-
neous oscillations and an enhanced amplification gain. We therefore argue that
elastic coupling by overlying membranes constitutes a morphological specialization
for reducing the detrimental effect of intrinsic fluctuations.
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Chapter 1

Introduction

Hearing has an impact on a multitude of human activities. Auditory cues, such as
the sounding of a cyclist’s bell, help us to generate an internal representation of the
surrounding environment. In order for another individual’s utterances to be intelli-
gible as speech, our ear must be capable of resolving their frequency content, as well
as their dynamic and temporal structure. The intellectual and emotional pleasures
induced by a piece of music are likewise dependent on our ability to appropriately
analyze auditory stimuli.

The human ear performs the task of hearing with remarkable acuity. With audi-
tory frequencies stretching over a range from about 20 Hz up to 20 kHz, an untrained
individual can readily discern two tones that differ in frequency by less than 0.5%.
As for temporal resolution, humans can detect gaps on the order of only a few
milliseconds separating two pure tones. At the same time, the ear operates over a
vast dynamic range, covering about six orders of magnitude in sound pressure level
(SPL). Being able to perceive the faintest sounds, such as the rustling of leaves in
a tree at about 0 dB SPL, the human ear also copes with the roaring of a starting
airplane’s engine at about 120 dB SPL.

The last century has seen remarkable progress with regard to our understanding
of the biophysical principles underlying hearing. Some fundamental issues, however,
are left unresolved and continue to challenge researchers from various fields.

Within the inner ear, the transduction of sound-induced mechanical vibrations
into neural signals is achieved by cells which are equipped with a specialized sen-
sory organelle, the so-called hair bundle. The hair bundle is a tuft of interlinked
stereocilia emanating from the hair cell’s apical surface. Hair bundles constitute
active elements, possessing the ability to oscillate spontaneously and to operate as
nonlinear amplifiers of appropriate mechanical stimuli. Active hair-bundle motility
has been proposed as a key element in understanding the origin of the inner ear’s
exquisite sensitivity, broad dynamic range and acute frequency resolution.

In this thesis, we present both theoretical and experimental results regarding the
dynamics and signal detection properties of single and coupled hair bundles. In
particular, we analyze the effects of intrinsic fluctuations on hair-bundle operation
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and show that elastically coupled hair bundles are expected to outperform isolated
ones due to a noise-reduction effect. We relate our findings to results dealing with
generic aspects concerning the dynamics of noisy oscillators.

1.1 Hearing in vertebrates

In the inner ear of vertebrates, several sensory organs are dedicated to the trans-
duction of mechanical stimuli into neural signals. In mammals, the utricle and
sacculus are sensors of linear accelerations of the head. Together with the semicir-
cular canals, which are detectors of rotational head movements, they constitute the
vestibular system. The auditory system in mammals comprises a single inner ear
organ, the cochlea. In all the other vertebrate classes, structurally similar inner ear
organs have evolved for the detection of sound and head accelerations [68, 105, 88].

In humans, the pinna performs the function of a hearing horn (see fig. 1.1A).
Incoming sound stimuli are funneled toward the tympanic membrane via the external
auditory meatus . The outer ear constitutes a complex resonant cavity with a sound
pressure gain of about 20dB at 2.5 kHz, measured at the ear drum [146].

The air-filled middle ear transmits vibrations of the tympanic membrane to the
fluid-filled cochlea via three miniscule bones, the so-called ossicles. More specifically,
the chain of ossicles comprises the malleus, the incus, and the stapes. The latter
is embedded into the oval window, a membranous opening in the cochlea’s boney
wall. In order to minimize the reflection of acoustic energy at the interface between
the low-impedance tympanic membrane and the high-impedance oval window, the
middle-ear has evolved to perform an effective impedance matching [125].

The cochlea is a coiled cavity in the temporal bone, forming part of the inner ear.
It is divided longitudinally, i.e. from base to apex, into three scalae (see fig. 1.1B and
fig. 1.2A). The perilymph-filled scalae tympani and vestibuli are joined at the apical
end of the cochlea by an opening known as the helicotrema. The scala media is filled
with endolymph. It is separated from the scala vestibuli by Reissner’s membrane
and from the scala tympani by the basilar membrane, the latter being an elastic
membrane with a length of about 35mm in humans [164]. The oval window opens
onto the scala vestibuli. A movement of the stapes displaces cochlear fluids towards
a second membranous window, the round window opening onto the scala tympani
(see fig. 1.2B).

Oscillatory movements of the stapes induce pressure gradients across the three
scalae, causing a wave-like displacement of the basilar membrane to travel from
base to apex [170, 138]. After a gradual build up, the traveling waves’ amplitude
peaks at a location determined by its frequency, and rapidly decays thereafter. The
cochlea therefore exhibits a tonotopic organization. For each location on the basilar
membrane there is a characteristic frequency which elicits a maximal response. This
characteristic frequency gradually varies along the cochlea, with high frequencies
close to the base and low frequencies close to the apex [57].
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Figure 1.1: Morphology of the human ear. (A) The human ear is subdivided into the outer,
middle and inner ear. Sound, i.e. waves of oscillating air pressure, are concentrated by the pinna
and the external auditory meatus/ear canal onto the tympanic membrane/eardrum. Vibrations of
the eardrum effect an oscillatory movement of the ossicles (malleus, incus, stapes). The stapes is
attached like a piston to the oval window of the cochlea. The latter, a bone-enclosed spiral, is part
of the osseous labyrinth, which comprises the semicircular canals and also the remaining organs
of the vestibular system. Sensory information of the vestibular and auditory system is sent to the
brain via the 8th cranial nerve. Adapted from ref. [1]. In (B), we present a sketch of the uncoiled
cochlea. Three scalae can be distinguished, with the scala tympani and scala vestibuli connected
at the apical end of the cochlea by the helicotrema. The oval window is located at the basal end of
the scala vestibuli. Since cochlear fluids are effectively incompressible, movements of the stapes are
paralleled by movements of a membrane overstretching the round window. Oscillatory movements
of the stapes cause a wave of basilar membrane vibrations to travel from the base of the cochlea
to its apex. The amplitude of the traveling wave peaks at a location determined by its frequency,
with high frequencies being located near the base and low frequencies near the apex of the cochlea.
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Figure 1.2: The organ of Corti. In (A) a sketch of a slice of the cochlea is shown, with the cut
being made orthogonal to the cochlea’s longitudinal axis. Note the three scalae, with Reissner’s
membrane and the basilar membrane separating the scala media from the scala vestibuli and the
scala tympani, respectively. Located on the basilar membrane within the scala media is the organ
of Corti. The latter is a complex morphological structure sketched in (B). Two types of sensory
hair cells, namely the inner and outer hair cells can be distinguished. While the hair bundles of
inner hair cells project into the surrounding endolymph, the tips of the outer hair-cell bundles are
embedded in the overlying tectorial membrane. Most afferent nerve fibers end on inner hair cells.
The predominant innervation of outer hair cells is by efferent nerve fibers. Adapted from ref. [43].

The basilar membrane supports the organ of Corti, a complex morphological
structure consisting of sensory and supporting cells (see fig. 1.2B). Two types of
sensory cells have evolved: the inner and outer hair cells. A single row of inner hair
cells lines the cochlea from base to apex. There are three to five parallel rows of outer
hair cells, with the number of rows increasing with distance from the base of the
cochlea [125]. In total, the human cochlea contains approximately 15,000 hair cells
[164]. Each hair cell is endowed with a specialized mechanosensitive organelle, the
hair bundle ([110], see also fig. 1.7B). By means of mechanosensitive ion-channels,
the hair bundle transduces tip-deflections into ionic currents entering the soma of the
hair cell (see also section 1.4). The ensuing modulation of the membrane potential
ultimately triggers a neural response via the release of neurotransmitters at the basal
side of the cell. Inner hair-cell bundles project into the surrounding endolymph.
In contrast, the tips of outer hair-cell bundles are embedded into the overlying
tectorial membrane, an acellular gelatinous matrix composed of collagen fibrils and
non-collageneous proteins [58, 135, 50].

Sound-induced vibrations of the basilar membrane prompt a shearing movement
of the reticular lamina, i.e. of the outer hair cell’s apical surface, with respect to
the tectorial membrane. In this way, a deflection of the outer hair-cell bundles is
elicited. At the same time, hydrodynamic flows within the subtectorial cleft, i.e. the
endolymph-filled gap formed by the tectorial membrane and the reticular lamina,
lead to a deflection of the inner hair-cell bundles.
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Sensory information about auditory stimuli is relayed to the brain predominantly
by the inner hair cells. The mammalian cochlea is innervated by approximately
30,000 afferent sensory neurons, about 90-95% of which connect directly with inner
hair cells [151, 14]. Thus while being by far more numerous, outer hair cells receive
only about 5−10% of the cochlea’s afferent innervation. Of the approximately 1,800
efferent neurons, 800 connect to the region of outer hair cells, the remaining 1,000
fibers innervate the region of inner hair cells [173].

1.2 From resonance theory to the cochlear amplifier

One of the earliest modern theories for to the human sense of hearing was put
forward in 1863 by Hermann von Helmholtz [172]. Two important developments
preceded his proposal. In mathematics, the first half of the 19th century had seen
the advent of Fourier analysis [46]. Within this theoretical framework, temporal
signals, such as intricate air pressure variations corresponding to complex sounds,
could for the first time be conceptualized as being made up of simple sinusoids, i.e.
pure tones. On the other hand, due to refined staining techniques, Alfonso Corti in
1851 had been able to give a description of the inner ear, which was unprecedented
in terms of its morphological detail [24]. Most importantly, he had mapped out the
organ of Corti and noted its serial arrangement along the cochlea. In the spirit of
these two advancements, Helmholtz developed his resonance theory of hearing. He
envisioned the individual rods of the arches of Corti passively resonating in response
to auditory stimulation, subject to a gradual change of resonant frequency along the
basilar membrane. According to this idea, a sound stimulus would elicit a complex
pattern of resonant vibrations, which could be detected by neural innervation. In
short, Helmholtz suggested that the human cochlea operated in a similar fashion to a
linear Fourier analyzer. There was, however, a problem with this view. As cochlear
fluids dampen passive resonances and significantly broaden their bandwidth, the
behaviorally observed sharp frequency resolution of the human ear was not readily
explained by Helmholtz’s theory.

An important step toward our current understanding of cochlear mechanics was
taken in the first half of the 20th century by Georg von Békésy [170]. He observed
that the basilar membrane exhibits a morphological gradient along its length. While
it is narrow and stiff at the base, it widens toward the apex and becomes more com-
pliant. Constructing artificial cochlear ducts to scale from water tanks and elastic
sheets with appropriate stiffness gradients, Békésy found that mechanical models
of this kind could perform a rudimentary form of frequency analysis [167]. High
frequency tones induced a broad peak of vibration close to the base of the arti-
ficial basilar membrane and low frequencies close to its apex. Békésy confirmed
and refined these findings by means of measurements performed on actual cochleae,
dissected from cadavers of various mammalian species and birds [168, 169]. Due
to the limited sensitivity of his observation technique, he was restricted to intense
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Figure 1.3: The envelope of the traveling wave as observed by Békésy. The maximal amplitude
of the traveling wave, i.e. its envelope, is shown as a function of distance from the stapes for three
different stimulation frequencies. Note that the peak of the envelope shifts from apex to base upon
increase of the stimulus frequency, indicative of the cochlea’s tonotopic organization. Reproduced
from ref. [171].

stimulation at sound pressure levels of about 120-140 dB, which exceed the physi-
ologically relevant range. Békésy showed that stimulation of the oval window with
a pure tone elicits a wave of basilar membrane displacement traveling from base to
apex. The maximal vibration amplitude as a function of distance along the basilar
membrane determines the wave’s envelope (see fig. 1.3). When measuring this am-
plitude, Békésy observed the following: on its path, the amplitude of the traveling
wave gradually built up and peaked at a frequency-dependent location. Beyond this
peak, the wave decayed rapidly. A few years later, Jozef Zwislocki presented a one-
dimensional mathematical description of cochlear mechanics which closely matched
Bekesy’s findings [180].

The work of Békésy and Zwislocki established the now classical paradigm of the
traveling wave. Two problems with this view need mentioning. Békésy’s data indi-
cated that the response of the basilar membrane was only poorly frequency selective.
This was in stark contrast with the observed frequency resolution of human hear-
ing. Furthermore, Békésy had found a linear dependence of the basilar membrane’s
response amplitude on sound pressure level. Linear extrapolation to the full range
of physiologically relevant sound intensities suggested that close to the threshold
of hearing sound stimuli would elicit a response with an amplitude on the order of
1/500 of the diameter of a hydrogen atom. A truly startling prediction!

By the end of the first half of the last century, however, the predominant view was
that the main questions concerning cochlear mechanics by and large were resolved.
Support for this view also came in the 1940s and 1950s, when the first studies on
neural responses were performed on cochlear afferents [48, 160]. In agreement with
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Figure 1.4: Mechanical and neural tuning curves. In order to probe the sharpness of mechanical
frequency selectivity of a specific place along the basilar membrane, as well as the tuning of nerve
fibers emanating from this very place, threshold tuning curves can be recorded as a function of
frequency. To obtain a mechanical tuning curve, for each frequency, while monitoring basilar
membrane vibrations, the minimal sound intensity needed to elicit a response exceeding a fixed
threshold amplitude is recorded. More precisely, the threshold is set in terms of the vibration’s peak
velocity (here 1µm/s). For a given frequency, this peak velocity is proportional to the vibration
amplitude. In the case of neural tuning curves, a similar threshold criterion is formulated in terms
of the neuron’s spiking rate (for more details see e.g. ref. [125]). As shown in (A), by the mid-1970s
the available data seemed to reveal a profound discrepancy between mechanical (solid lines) and
neural (dashed lines) tuning curves, possibly attributable to the operation of a “second filter” [30].
Refined measurements as displayed in (B) and (C), however, showed that earlier measurements of
basilar membrane responses were compromised, most likely due to the physiological vulnerability
of the cochlea and the large sound intensities used. Adapted from ref. [22].

Békésy’s measurements, the data indicated that single nerve fibers, innervating a
specific place along the basilar membrane, responded to auditory stimulation in a
frequency selective manner. While the observed tuning was poor, it was consistent
with the broad tuning curves observed by Békésy and predicted theoretically by
Zwislocki.

The discussion was revived in the late 1960s and early 1970s, when the use of
refined techniques for obtaining single nerve recordings seemed to reveal a discrep-
ancy between neural and mechanical tuning curves. While the mechanical response
of the basilar membrane still appeared only broadly tuned, nerve fibers emanating
from the cochlea exhibited a profoundly sharper frequency selectivity (see fig. 1.4A).
In order to explain this state of affairs, Ted Evans in 1972 proposed the existence
of a “second filter” which prior to neural encoding would sharpen the poorly tuned
mechanical output of the basilar membrane. Several theories as to the implementa-
tion of this additional filter were brought forward in subsequent years (for a review
see ref. [30]).
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A resolution of the issue, however, was reached in a different way. Making use
of the Mössbauer effect and later of heterodyne laser interferometry, new measure-
ment techniques introduced in the late 1960s, allowed for improved measurements
of cochlear mechanics. As a consequence of the enhanced sensitivity of the exper-
imental set-ups, the response of the basilar membrane could be probed for sound
intensities much lower than those used by Békésy. At the same time, it became
increasingly apparent that cochlear performance is strongly influenced by the in-
tegrity of the cochlear preparation, meaning that it is physiologically vulnerable.
Ultimately, the response of the basilar membrane was shown to be just as sharply
tuned as the response of single cochlear nerve fibers (see fig. 1.4B and C, [145, 119]).
In particular it was found to be much more frequency selective than Békésy’s ex-
periments had suggested.

Around the same time, another highly influential finding was made. As mentioned
earlier, Békésy regarded the cochlea as a linear system. In 1971 William Rhode
reported on measurements which in contrast revealed clear signs of nonlinearity.
Measuring at a fixed location of the squirrel monkey’s cochlea, he observed that
for stimulation at the characteristic frequency, the amplitude of basilar membrane
vibrations increased sublinearly with sound pressure level. For pure tones with
differing frequencies, however, he observed linear behavior. In other words, Rhode’s
data pointed toward the existence of a frequency dependent nonlinearity shaping
cochlear mechanics. While this finding was considered of immense importance, it
nevertheless took almost 10 years before Rhode’s results could be reproduced by
independent groups [145, 139] (for a more recent data set see fig. 1.5). These and
later studies established that the basilar membrane responds most sensitive to weak
stimuli at the characteristic frequency. Here, sensitivity is defined as the ratio of
the input sound pressure level to the output vibration amplitude (or equivalently
its peak velocity). For intermediate stimulus pressures, sensitivity decreases in a
nonlinear fashion. The efficiency of the nonlinearity in boosting low-level responses
in comparison to high-level responses can be quantified by means of the gain, which
is defined as the ratio of sensitivities to weak and strong stimuli. A linear system,
which is characterized by a constant sensitivity, has a gain of unity. The cochlea,
in contrast, was shown to exhibit gains of 100-1000, i.e. of 40-60 dB [138]. Later
studies also attested the fully reversible physiological vulnerability of the observed
nonlinearity [140].

The proof of the existence of a frequency dependent nonlinearity had repercussions
on several open questions. For one, since the degree of mechanical tuning of the
basilar membrane depends on the sound pressure level of the applied stimuli (see
fig. 1.5B), the apparent discrepancy between neural and mechanical tuning curves
observed earlier could in part be explained by the large sound intensities used during
mechanical measurements.

The observation of cochlear nonlinearity also offered a solution to the problem
of the miniscule vibration amplitudes predicted by Békésy for sound pressure levels
close to the threshold of hearing. For later reference, we will now discuss this aspect
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Figure 1.5: Nonlinearity of basilar membrane responses. One way to quantify basilar-membrane
responses to pure-tone stimulation, is by means of the sensitivity. This is defined here as the ratio
of the peak response velocity, as measured at a specific location on the basilar membrane, and the
applied stimulus sound pressure level. Note that the peak velocity is proportional to the amplitude
of the vibration. A linear system, for which the output is proportional to the input, would be char-
acterized by a constant sensitivity. In (A), data obtained for several chinchilla cochlea is displayed.
The stimulation frequency was adjusted to agree with the respective characteristic frequency of
the monitored location. For weak stimulus intensities, sensitivity is almost constant, indicative of
a linear response regime of the basilar membrane. For intermediate stimulus intensities, sensitivity
decreases in a nonlinear fashion along with increasing sound pressure level. Note that the data is
shown on a log-log-scale. For intense stimulation, sensitivity typically saturates, i.e. the response
becomes linear again. In order to prevent damage to the cochlear preparation, stimulation with
such high sound pressure levels is usually not performed. Also for the data shown, only the onset
of the saturation can be discerned. In (B), sensitivity curves for various sound pressure levels
are shown for a single location on the basilar membrane as a function of stimulus frequency. The
characteristic frequency of the chosen location was about 9 kHz. Several observations can be made.
When stimulating away from the characteristic frequency, sensitivity is almost constant. Note for
example the data corresponding to a stimulation at 6 kHz. At the characteristic frequency, how-
ever, sensitivity decreases with increasing stimulus pressure. As a result, the basilar membrane
for lower sound pressure levels seems more sharply tuned. Also, the peak of the sensitivity curves
shifts to slightly lower frequencies with increasing sound pressure level. Adapted from ref. [141].

in slightly more technical detail. Given a fixed location along the cochlea, we assume
a stimulus is presented with sound pressure p at the respective characteristic fre-
quency. We denote with xBM the Fourier amplitude of basilar membrane vibrations
at the stimulus frequency. The experimentally measured growth of the vibration
amplitude |xBM| as a function of sound pressure level can often be well described by
a power law of the form

|xBM| ∼ p1+α0 , (1.1)

where values of α0 in the range −0.88 < α0 < −0.5 have been reported ([138], see
also fig. 1.6A). While for a linear system α0 = 0, negative values of α0 reflect the
sublinear growth of |xBM|. As a consequence, the cochlea compresses a large range
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Figure 1.6: Local exponents of nonlinear compression. We present experimental data from ref.
[123]. Basilar membrane responses were recorded in the guinea-pig close to the 18kHz location
along the basilar membrane. All data are shown as a function of normalized sound pressure p/p0

(p0 = 20µPa). In (A) the vibration amplitude |xBM| is displayed. Note its sublinear growth with
increasing sound pressure. For comparison, we show power laws |xBM| ∼ p1+α0 with exponents
α0 = −2/3 (grey), -3/4 (red), -1 (purple). As we will show in section 1.3, α0 = −2/3 characterizes
the response of a critical oscillator operating at a supercritical Hopf bifurcation. For the data
shown, the growth of the response is well described by α0 = −3/4. (B) The same data as in (A) is
shown in terms of the basilar membrane’s sensitivity χ = |xBM|/p. We also indicate power laws of
the form |χ| ∼ pα0 for the same choices of α0 as in (B). In (C) we plot the local exponent of nonlinear
compression α as defined in eq. (1.3). The latter was determined by numerical differentiation of
the data shown in (B). Note the crossover from values near 0 (linear response) for weak driving
amplitudes, to a regime of nonlinear compression characterized by α ≈ −0.75. The exponents α0

corresponding to the respective power laws shown in (B) are indicated as solid lines.

of input amplitudes into a smaller range of output amplitudes, a property referred
to as nonlinear compression. In case of the cochlea, approximately six orders of
magnitude in sound pressure level are compressed into as little as three orders of
magnitude in basilar membrane vibrations. Given a vibration amplitude of about
10 nm in response to intense stimulation at about 120 dB [70], this implies that
vibration amplitudes at threshold, i.e. at about 0 dB, are on the order of 0.1 nm
[70]. Note that the latter value is about three orders of magnitude larger than that
suggested by Békésy.

For weak sound intensities, the basilar membrane is often found to respond linearly
to pure-tone stimulation, even at the characteristic frequency. In other words, the
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degree of compression observed in basilar membrane response depends on sound
pressure level. In terms of the sensitivity, defined as |χ| = |xBM|/p, eq. (1.1) yields

|χ| ∼ pα0 . (1.2)

We propose a quantification of the sound pressure dependent degree of compression
by means of the local exponent of nonlinear compression [99], defined as

α =
d ln(|χ|)
d ln(p)

. (1.3)

For a power law of the form given in eq. (1.2), one finds that

α ≡ α0.

Deviations of experimental data from a power law are thus reflected in the behavior
of the local exponent α. Plotting α for the data shown in fig. 1.6B, the transition
from linear response (α ≈ 0) to the regime of nonlinear compression (α ≈ −0.75)
becomes apparent (see fig. 1.6C).

In 1977, David Kemp made another astonishing observation. The healthy human
ear not only functions as a detector of auditory stimuli; it can also operate as an
emitter of acoustic energy [83]. These so-called otoacoustic emissions can occur
spontaneously and are amenable to recording by means of sensitive microphones
introduced into the outer ear canal. Alternatively, they can be evoked by appropriate
auditory stimulation. To this day, otoacoustic emissions have been recorded for a
multitude of mammalian and non-mammalian vertebrate species [165, 128, 89, 103,
161]. As to evoked otoacoustic emissions, Kemp showed that upon simultaneous
presentation of two pure tones with similar frequencies f1 > f2, the ear emits a tone
at the distortion product frequency 2f1 − f2 [85]. Distortion products are a sign
of nonlinearity, since the output of a linear system contains only frequencies which
are present in its input. At a time when Rhode’s observations had not yet been
reproduced, distortion product otoacoustic emissions therefore constituted a further
clue toward cochlear nonlinearity [84]. Moreover, the phenomenon of spontaneous
otoacoustic emissions was interpreted as a clear indication that the cochlea is in fact
mechanically active, rather than being a passive detector.

By the 1950s, understanding of cochlear mechanics was thought to be essentially
complete. By the beginning of the 1980s, however, the situation had changed funda-
mentally. Békésy’s data had been recognized as reflecting passive cochlear mechanics
only. When less compromised by dissection procedures and probed with sound pres-
sure levels reaching well into the physiologically relevant range, the cochlea had been
shown to exhibit a frequency dependent nonlinearity of unknown origin, boosting
the response to low-amplitude sounds with gains on the order of 40-60 dB. At the
same time, said nonlinearity had been found to sharpen the frequency selectivity
of the ear for weak stimuli. Furthermore, based on the discovery of otoacoustic
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emissions, the cochlea had been identified as mechanically active, with its operation
being physiologically vulnerable.

The proposal of an active process being involved in human hearing, was not en-
tirely new. As early as 1948, Thomas Gold had suggested that the observed fre-
quency resolution of the human ear was linked to an amplificatory process [54, 53].
Presenting his arguments within the framework of Helmholtz’s resonance theory,
Gold argued for an active mechanism, which on a cycle-by-cycle basis would be
feeding energy into the cochlear partition in order to counter resistive losses. Fur-
thermore, he envisioned that such a feedback mechanism, if exceeding a critical
feedback strength, could generate oscillatory instabilities that in principle could be
detected in the form of sound emissions radiating from the ear canal. At the time
of his writing, Gold’s ideas were rejected by the majority of researchers. Today,
in contrast, there is wide agreement that even though his arguments were based
on a misguided interpretation of certain experimental data [56], many of Gold’s
conclusions were remarkably insightful.

In 1983, many years after Gold’s proposal, Hallowall Davis attributed the newly
discovered features of cochlear mechanics to the operation of a “cochlear amplifier”
[32]. While leaving the physical principles underlying this “active process” unspec-
ified, this term neatly summarizes the current paradigm of hearing research, as
have before Helmholtz’s “resonance theory”, Békésy’s “traveling wave”, and Evans’
“second filter”. In short, the cochlea’s exquisite sensitivity and sharp frequency
selectivity, the phenomenon of nonlinear compression, and the generation of spon-
taneous otoacoustic emissions are all thought to emerge from the operation of an
active amplification mechanism.

During the course of the 1980s, two cellular processes were identified as potential
candidates for the cochlea’s active process: membrane-based outer hair-cell electro-
motility [5] and active hair-bundle motility [110].

In 1983 William Brownell and colleagues discovered that outer hair cells can un-
dergo changes of their length as a response to the modulation of their membrane
potential, reminiscent of piezo-electric elements [15, 16]. These length changes, also
referred to as electromotility, were shown to be linked to conformational transitions
of the voltage-sensing membrane protein prestin [179]. The hypothesis of a concerted
shortening and elongation of outer hair cells boosting basilar membrane vibrations
is supported by at least two observations. On the one hand, in voltage-clamp ex-
periments oscillatory shape-changes of isolated outer hair cells can be induced at
auditory frequencies [31]. On the other hand, the ability of outer hair cells to cause
movements of the basilar membrane was attested in experiments involving the ap-
plication of transepithelial currents to intact cochlear preparations [100].

Another form of motility was found to reside within the sensory hair bundle
itself. To this end, note that while electromotility is an evolutionary specialization
of cochlear outer hair cells [106], hair bundles constitute the universal mechano-
transducers in the auditory and vestibular system of all vertebrates. In 1985 Andrew
Crawford and Robert Fettiplace showed that hair bundles in the cochlea of the
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turtle are able to generate forces and even display spontaneous oscillations of their
tip [27]. In subsequent years, various manifestations of active hair bundle motility
have been observed in vitro in the eel [142], the frog [111], and the chicken [71].
Recently, signs of active force generation by hair bundles has also been reported for
a mammalian species, namely the rat [86]. Activity of the hair bundle has been
linked to myosin motors operating within the hair bundle [63, 152, 94]. As will be
detailed in section 1.4, experiments performed on hair bundles from the sacculus of
the bullfrog sacculus hint at the possibly active role of hair bundles in the process
of mechanotransduction. Indeed, when driven with sinusoidal stimuli, hair bundles
have been shown to be able to operate as tuned nonlinear amplifiers [112, 114].

Following the realization that the mammalian cochlea is mechanically active, signs
of active amplification were also found in other mechanosensory organs of vertebrate
and non-vertebrate species, such as the auditory papilla of the lizard [104], the
antennal hearing organs of the fruitfly [55], and the semicircular canals of the toadfish
[129]. The formation of a complete understanding of the biophysical principles
underlying the various forms of active amplification at work within auditory and
vestibular organs, is one of the central challenges for current hearing research [6].

1.3 Amplification by critical oscillators

The issue concerning the relative importance of electromotility versus hair-bundle
motility for cochlear amplification remains unresolved [6]. Evidence for a hair-
bundle-based mechanism, however, comes from the insight that the central features
of cochlear amplification can be understood quite generically within the theoretical
framework of driven oscillators [17, 39].

To this end, we consider a noiseless, nonlinear oscillator x, subject to an external
periodic driving force

f =
∞∑

n=−∞

fne
inωt

with period 2π/ω and complex Fourier modes fn, obeying fn = f ∗−n. Here, the
asterisk denotes complex conjugation. We will assume that transients have decayed,
as well as a 1:1 phase-locked response of the system under consideration [126]. Since
it thus has the same period as the external driving, the time evolution of x can be
written as a Fourier series of the form

x(t) =
∞∑

n=−∞

xne
inωt,

where xn = x∗−n. For a suitably general class of dynamical systems [17], the Fourier
modes fn can be expressed as an expansion in the Fourier modes xn [36]:

fn = F (1)
n xn +

∑
k

F
(2)
nk Xn−kxk +

∑
kl

F
(3)
nklxn−k−lxkxl +O(x4). (1.4)
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Considering a simple sinusoidal stimulus, i.e. fn = 0 for n > 1, eq. (1.4) gives rise to
an approximate equation which captures the co-dependence of f1 and the dominant
Fourier mode of x, i.e. x1. It reads

f1 = Ax1 + B|x1|2x1. (1.5)

Here A and B are complex coefficients which depend on the driving frequency, as
well as on a control parameter r. The control parameter could for instance set the
strength of an internal feedback mechanism or possibly shape the extent or form of
a nonlinearity in the passive stiffness of the oscillator. Here, we will not specify the
nature of r; instructive examples can, however, be found in ref. [36]. The oscillator
is said to be critical, if a frequency ωc and a value rc of the control parameter exist,
such that A(ωc, rc) = 0.

Before discussing the response of a critical oscillator on the basis of eq. (1.5), we
will show that criticality corresponds to the oscillator operating at an oscillatory
instability, namely a supercritical Hopf bifurcation [156, 175]. This is characterized
by a stable fixed point turning into a growing limit cycle upon the control parameter
traversing a critical value (also see section 3.1). According to eq. (1.5), x allows for
spontaneous limit-cycle oscillations in the absence of an external force if there exists
a solution to the equation

|x1|2 = −A
B
, (1.6)

i.e. if there exists a frequency ωs such that -A/B is real and positive. Note that
this is fulfilled for a critical oscillator with r = rc, as in this case A(ωc, rc) = 0. The
oscillator in this case performs oscillations of frequency ωc, albeit with a vanishing
amplitude. In order to discuss the behavior of the system for values of ω and r
differing slightly from ωc and rc, respectively, we expand A to first order as

A(ω, r) ≈ A1(ω − ωc) + A2(r − rc),

where A1 and A2 are complex coefficients. The imaginary part of −A/B vanishes
for ω = ωs, where

ωs = ωc +
Im(A2/B)

Im(A1/B)
(rc − r).

Furthermore, in this case we find −A(ωs, r)/B(ωs, r) ∼ r − rc, such that the ratio
changes its sign at the critical value rc. We will assume without loss of generality
that −A/B > 0 whenever ω = ωs and r < rc. In this case, x performs spontaneous
oscillations with an amplitude, which according to eq. (1.6) is determined by |x1|2 =
∆2(rc − r)/rc, where

∆2 = rc

(
Re(A2/B)− Re(A1/B)

Im(A2/B)

Im(A1/B)

)
.

For r > rc the system is quiescent. Hence, at the critical value rc the system
undergoes a supercritical Hopf bifurcation.
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According to eq. (1.5), the response of a critical oscillator with r = rc to a driving
force at the critical frequency ωc, is given in terms of its fundamental Fourier mode
by

|x1| = |f1|1/3|B|−1/3. (1.7)

Its response amplitude therefore grows sublinearly with the input amplitude. In
terms of the sensitivity, here defined as |χ| = |x1|/|f1|, eq. (1.7) can be rewritten as

|χ| = |B|−1/3|f1|−2/3.

Sensitivity therefore decays according to a power law with exponent -2/3. In par-
ticular, the oscillator responds more and more sensitively for decreasing stimulus
amplitudes. When driven with frequencies differing from ωc, the nonlinear response
of the system can be lost. Since for ω 6= ωc we have A(ω, rc) = A1(ω − ωc), the
nonlinear term in eq. (1.5) will only dominate as long as

|x1|2 � |A1(ω − ωc)|/|B|.

Using eq. (1.7), this implies that

|ω − ωc| � |f1|2/3|B|1/3/|A1|

must be fulfilled. In terms of the amplitude of driving, this inequality reads

|f1| � |A1(ω − ωc)|3/2|B|−1/2.

This shows that the response of the system is linear, in the case for which ω differs
sufficiently from ωc, or where the driving amplitude |f1| is small enough. In this
linear regime, the sensitivity is constant and is given by

|χ| = 1/|A1(ω − ωc)|.

In summary, the above arguments show that critical oscillators share many fea-
tures observed for the cochlear amplifier. In particular, their response exhibits a
frequency-dependent nonlinearity. Being most sensitive for low amplitude stimuli,
sensitivity decays according to a power law with exponent -2/3. The latter com-
pares favorably with exponents reported for the mammalian cochlea (see section
1.2). Furthermore, critical oscillators operating in the oscillatory regime might pro-
vide an explanation as to the origin of otoacoustic emissions. Important features
characterizing the active traveling wave in the cochlea could indeed be reproduced in
a cochlear description incorporating critical oscillators distributed along the basilar
membrane [35].

Note that here we have considered a critical oscillator’s response for r = rc and in
the absence of fluctuations only. As we will show in the next section, oscillatory hair
bundles from the sacculus of the bullfrog exhibit similar features as those discussed
above. These hair bundles, however, operate in the oscillatory regime and are subject
to intrinsic fluctuations. In chapter 3, we will therefore discuss the response of noisy
oscillatory systems, operating on the oscillating side of a Hopf bifurcation.
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A CB

Figure 1.7: Hair-bundle morphology in various inner ear organs. While the arrangement of
stereocilia is always regular, the actual shape of hair bundles can vary greatly from one inner ear
organ to the next. We show in (A) hair bundles as found in the cochlea of the chicken (taken from
ref. [70]), in (B) a V-shaped hair bundle of an outer hair cell from the cochlea of the rat (taken
from ref. [96]), and in (C) a hair bundle from the sacculus of the bullfrog (taken from ref. [67]).

1.4 Active hair-bundle motility

In this section, we will discuss the biophysics of mechanosensory hair bundles in
more detail. After a short excursion into hair-bundle morphology, some of the cen-
tral experimental findings regarding active hair-bundle motility will be introduced.
Following a review of a specific biophysical description of stochastic hair-bundle
dynamics [118], this section will close with a discussion of hair-bundle coupling as
realized in vivo.

1.4.1 Hair-bundle morphology

Hair bundles constitute the universal mechanotransducer in the auditory and vestibu-
lar system of all vertebrates. Note, however, hair bundles are also found in other sen-
sory organs, as for instance in the electroreceptor organs of the paddlefish [78, 121].
Here, we will restrict our attention to the morphology of the hair bundle as observed
in the inner ear. Despite their consistent role as mechanoelectrical transducers, the
actual shape of hair bundles can vary greatly from one inner ear organ to the next
(see fig. 1.7), even within a single species. For example in the inner ear of the bull-
frog, six hair-bundle types can be distinguished [98]. Some aspects of hair-bundle
morphology, however, are preserved.

The hair bundle is a tuft of a few tens to a few hundreds stiff finger-like pro-
trusions, termed stereocilia, emanating from the hair cell’s so-called apical surface
(see fig. 1.8A). The lengths of stereocilia typically vary between one to ten microns,
while diameters ranging from a hundred to several hundred nanometers can be found
[163]. The hair cell’s plasma membrane encloses each stereocilium like a finger in a
glove. Several hundred crosslinked actin fibers form the core of each stereocilium,
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Figure 1.8: Important aspects of hair-bundle morphology. The structure of a hair bundle from
the bullfrog’s sacculus in (A) is illustrated by means of a sketch (adapted from ref. [137]). In
particular, note the regular arrangement of stereocilia in rows of increasing height. As can also be
seen in the microscopic image in (B), stereocilia taper near their base (adapted from ref. [43]). A
few actin fibers form rootlets that anchor sterocilia to the cuticular plate. In (C) a microscopic
image of a tip link connecting two stereocilia is shown (adapted from ref. [96]).

arranged in parallel to the long axis [162]. Stereocilia are of constant diameter for
most of their length, but taper near their base (see fig. 1.8A and B). Only a few
tens of the core’s actin fibers extend beyond the insertion point of the stereocilium
in the hair cell’s apical surface. By forming rootlets, these few fibers effectively an-
chor each stereocilium to the so-called cuticular plate, an actin-rich structure that
serves as a stable platform for the hair bundle. Within a hair bundle, stereocilia
of different heights are arranged in form of an increasing staircase. Hair bundles
typically exhibit a mirror symmetry with respect to a vertical plane that bisects the
hair bundle parallel to the direction of increasing stereocilial heights.

Various lateral links establish connections between individual stereocilia. Among
them the so-called tip links are of particular interest (see fig. 1.8A and C), as they are
believed to play a central role in mechanotransduction. Tip links form interciliary
bridges by attaching the tip of a stereocilium to the flank of a larger neighbor.
In recent years, great efforts have been undertaken to understand the tip link’s
molecular structure [117]. According to the most promising theory to date, it is
composed of two interacting homodimers of cadherin 23 (CDH23) and protocadherin
15 (PCDH15), respectively [82].

Some hair bundles also comprise a so-called kinocilium that is attached to the
largest row of stereocilia (see fig. 1.8A and fig. 1.7C). It is a true cilium, as it
contains an axoneme, i.e. nine doublets of microtubules arranged in a circular
fashion around a central doublet [122]. Kinocilia often are present in immature hair
bundles and recede after development is essentially complete [120]. In the sacculus of
the bullfrog and various vestibular organs of other species, hair bundles are always
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equipped with a kinocilium. While the kinocilium is known to be inessential for
mechanotransduction [75], its contribution to hair-bundle functionality is still poorly
understood.

Due to the reduced number of actin fibers in stereocilial rootlets, stereocilia are
most flexible at their base. Hence, upon deflecting a hair bundle’s tip, no buckling
of stereocilia is observed. Responding essentially as stiff rods, stereocilia instead
pivot about their points of insertion in the cuticular plate. The resulting combined
pivotal stiffness KSP of the hair bundle in the sacculus of the bullfrog is about 200
pN/nm [77, 109]. Recent dual-beam interferometry measurements reveal a very high
coherence between the deflections of individual stereocilia [93]. No splaying or other
internal modes of stereocilial movement can be detected. During deflection the hair
bundle thus moves as a unit, with neighboring stereocilia performing a shearing
motion relative to one another. Hair bundle tip movements along the direction of
bilateral symmetry can thus be described by a single variable X. Deflections in the
direction of the row of largest stereocilia are defined as positive by convention.

1.4.2 Hair-bundle oscillations in the sacculus of the bullfrog

Hair bundles from the sacculus of the bullfrog have been studied experimentally for
many years [111]. In the bullfrog, the sacculus is an inner ear organ designed for
the detection of low-frequency seismic vibrations and airborne sounds [97, 92]. In
experiments, the sensory epithelium, the so-called saccular macula, is dissected and
then mounted on a two-compartment cover slide. In this way, the basal and apical
aspects of hair cells embedded in the saccular macula can be exposed to solutions
of different ionic composition, as also realized in vivo. The basal side of the hair
bundles is in contact with endolymph, which is similar to typical intracellular fluids.
Compared to perilymph, i.e. typical extracellular fluids, it is characterized by a
high concentration of potassium and low concentrations of calcium and sodium,
respectively. The apical aspect of saccular hair cells, in contrast, is exposed to
perilymph. The ionic composition of perilymph is marked by a low concentration of
potassium and high concentrations of calcium and sodium, respectively. By means
of projecting a hair bundle’s tip onto a pair of photodiodes, its deflection X as a
function of time can be recorded with subnanometer precision (for further details
see ref. [111] and section 5.1).

Under these circumstances, hair bundles from the bullfrog’s sacculus are routinely
found to oscillate spontaneously, with oscillatory movements occurring along the X-
axis (see fig. 1.9A). Hair-bundle oscillations resemble those of a relaxation oscillator.
While spending most of the time in the vicinity of two extreme positions, the tip of
the hair bundle undergoes fast switching events at stochastically distributed times.
In the oscillation’s histogram, two peaks, corresponding to the two extreme positions,
can be discerned (see fig. 1.9B). Hair-bundle oscillations are not perfectly regular,
but are inherently noisy (see fig. 1.9A). Typically, a peak is found in the power
spectral density corresponding to a given oscillation, centered around a characteristic
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Figure 1.9: Spontaneous oscillations of hair bundles from the sacculus of the bullfrog. Under
appropriate experimental conditions, hair bundles often perform spontaneous oscillations of their
tip along the X-axis. In (A) a representative trajectory is shown with the X-axis indicated on the
right. Note the fast switching events, reminiscent of a relaxation oscillator. (B) When plotting the
oscillation’s histogram of deflections, a bimodal shape is found. The two peaks correspond to the
two extreme deflections. (C) The corresponding power spectrum displays a clearly defined peak at
a characteristic frequency f0, here about 9 Hz. Due to the noisy character of the oscillation, the
peak is smeared out. The black solid line corresponds to a fit with a generic Lorentzian line shape
(see eq. (2.4) in chapter 2). Adapted from ref. [114]

frequency f0 (see fig. 1.9C). In the sacculus of the bullfrog, frequencies in the range
of about 5-50 Hz are observed [111]. The spectral peak, however, is smeared out,
indicative of the noisy character of the oscillation. Note that a perfectly regular
oscillation is characterized by a series of delta peaks in its power spectrum at the
frequency of oscillation and possibly its higher harmonics.

The hair bundle’s response to external stimulation can be probed by attaching a
flexible glass fiber to its tip. By controlling the position of the fiber’s base by means
of a piezo-electric actuator, well-defined forces can be exerted (for further details see
ref. [112] and section 5.1).

By comparing the hair bundle’s linear response function to its autocorrelation
function, it was shown that the hair bundle violates the fluctuation-dissipation the-
orem [113]. For a system in thermodynamic equilibrium, the fluctuation-dissipation
theorem formulates a specific relation between the system’s fluctuations and its
linear response to weak amplitude stimuli. The hair bundle hence operates out of
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Figure 1.10: Response of an oscillatory hair bundle to a periodic driving. (A) When driven with a
sinusoidal force at the characteristic frequency, the hair bundle’s sensitivity exhibits three regimes.
For weak driving amplitudes (equivalent to small displacements of the fiber’s base), sensitivity
plateaus at a maximal value. For intermediate forcing amplitudes, sensitivity drops in a nonlinear
fashion. Its decay over one order of magnitude in driving amplitude is well-described by a power
law with exponent -2/3 (red line). In the limit of strong stimuli, the sensitivity saturates. The
two plateaus for weak and strong forcing are marked by green lines. (B) When driven in the linear
response regime for weak stimuli, hair-bundle sensitivity as a function of driving frequency peaks
at about the characteristic frequency. The hair bundle thus appears as a tuned element. Adapted
from ref. [113].

thermodynamic equilibrium, such that the observed spontaneous oscillations are due
to an energy-consuming mechanism at work within the hair bundle.

The response of an oscillating hair bundle exhibits features reminiscent of the
response of critical oscillators discussed in the last section. When driven with a
sinusoidal force at the characteristic frequency of spontaneous oscillation, the hair
bundle responds most sensitively for weak driving amplitudes (see fig. 1.10A). In this
weak-driving regime, sensitivity is found to be approximately constant, i.e. the hair
bundle behaves linearly. For intermediate driving amplitudes, sensitivity decreases
in a nonlinear fashion. The observed decay is well-described by a power law with an
exponent of about -2/3. Note that this value agrees with the exponent describing
the nonlinear decay of a critical oscillator’s response, as well as values reported for
the mammalian cochlea [138]. For strong stimuli, hair-bundle sensitivity saturates
and the response is linear again.

The linear response level for weak stimuli depends on the frequency of driving (see
fig. 1.10B). When driven at frequencies differing from the characteristic frequency,
sensitivity is attenuated. The hair bundle hence constitutes a tuned element. When
driven with high-level stimuli, sensitivity as a function of driving frequency, however,
is almost constant (not shown).

In summary, the dynamics and response of an oscillatory hair bundle exhibit many
features analogous to the cochlear amplifier. In particular, the hair bundle boosts



Chapter 1. Introduction 21

A B

100
 nA

µm-0.5 0 1.50.5

Gating 
spring

Figure 1.11: Mechanoelectrical transduction by hair cells. In (A), several current displacement
curves are shown (adapted from ref. [23]). These reflect the total transepithelial current elicited by
simultaneously stimulating several hundred hair bundles in the sacculus of the bullfrog. Recordings
were performed for various Ca2+ concentrations in the endolymph bathing the apical side of the
hair cells as indicated. Note the asymmetric sigmoidal shape and the dependence on the Ca2+

concentration. In (B), a sketch illustrates the gating-spring model of transduction (adapted from
ref. [70]). A deflection of the hair bundle effects a shear of neighboring stereocilia. The increased
tension in the gating springs leads to an opening of mechanosensitive channels.

its response to weak stimuli. As for the basilar membrane, the efficiency of this
amplification process can be quantified by means of the amplification gain. A single
hair bundle is found to have a gain of about 10, i.e. up to two orders of magnitude
less than that observed for the mammalian cochlea.

In chapter 2 of this thesis, we will present results detailing the limitations of the
hair bundle’s gain due to the effect of intrinsic fluctuations.

1.4.3 Physical description of hair-bundle dynamics

In this section we will review a specific biophysical description of hair-bundle dy-
namics as presented in ref. [118]. In the course of the presentation, we will comment
on further experimental findings concerning hair-bundle operation.

At rest, a constant current of K+ and Ca2+ enters the hair bundle through ion
channels located at the tips of the stereocilia. Upon a positive displacement of the
hair bundle’s tip, an increase in this so-called receptor or transduction current is
observed. In contrast, a deflection in the opposite direction leads to a diminished
influx. The dependence of the receptor current on applied deflection is sigmoidal
in shape (see fig. 1.11). The X-axis coincides with the hair bundle’s direction of
maximal mechanosensitivity, i.e. deflections along this axis elicit maximal responses
of the receptor current [148]. The onset of the receptor current at room temperature
is characterized by fast time constants on the order of only a few tens of microseconds
[23, 134]. This renders the involvement of a chemical messenger system in the
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process of mechanotransduction very unlikely. Instead, the existence of a more
direct mechanical gating mechanism is widely accepted, commonly described by the
gating-spring model [108].

According to this model, one or two mechanically gated ion channels are attached,
possibly by means of additional elastic elements in series with it, to the lower and/or
upper end of each tip link, respectively (see fig. 1.11B). The molecular nature of these
transduction channels, as well as their exact localization have not yet been estab-
lished with certainty (for reviews see refs. [52, 47]). Recent experiments, however,
suggest that mechanosensitive ion channels can only be found at the lower end of
each tip link [11]. The complex consisting of a tip link and putative additional elas-
tic connectors is referred to as gating spring. A deflection of the hair bundle in the
positive direction induces stereocilial shearing movements and thus augments the
mechanical energy stored in the gating springs (see fig. 1.11B). As a consequence,
these exert a stronger pull on the transduction channels and thus increase the prob-
ability Po for the channels to be in the open state. As the hair cell’s soma at rest
is held at a negative potential with respect to the perilymph bathing its apical side
[72], the opening of transduction channels leads to an increased receptor current.

Upon the opening of a channel, some of the tension stored in the attached gating
spring is released, which leads to a shortening of the gating spring by a distance d,
also known as the gating swing. In the case of hair bundles from the sacculus of the
bullfrog, d was estimated to be about 8.05-8.35 nm [115].

Concerning the molecular identity of the gating spring, note that given their ori-
entation parallel to the X-axis, tip links are well-positioned to transfer shearing
movements of adjacent stereocilia into mechanical stresses acting on the transduc-
tion channels. Furthermore, their pharmacological disruption leads to a loss of
mechanosensitivity of the hair bundle [8]. The tip link is thus clearly implicated
in the process of mechanotransduction and also as an integral part of the gating
spring. However, recent studies suggest that a solitary tip link consisting of CDH23
and PCDH15 would be too stiff to confer the necessary elasticity to the gating spring
[150, 81]. It is therefore likely that it operates in series with additional elastic ele-
ments. The combined gating-spring stiffness KGS as measured along the X-axis in
the case of hair bundles from the bullfrog’s sacculus can be estimated to be about
0.3-0.8 pN/nm [115].

Tension in the gating spring is not only determined by the deflection of the hair
bundle. In the framework of the active motor model of adaptation [70] (see also
below), it is also modulated by the activity of a group of molecular motors. This
motor assembly is usually pictured as being concentrated on an insertional plaque
which is attached to a transduction channel situated at the upper end of each tip
link (see fig. 1.12)1. These motors actively walk along actin filaments towards the
stereocilium’s tip consuming chemical energy in the form of ATP. In this way, the
motor assembly stretches the attached gating spring. The motors come to a halt

1Given recent results concerning the localization of transduction channels [11], molecular motors
might, however, be attached in a different fashion to the upper end of the tip link [52].
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Figure 1.12: The adaption motor. An assembly of molecular motors is believed to modulate gating-
spring tension. Being directly or indirectly attached to the gating spring, by actively walking toward
the sterocilia’s tip or passively sliding towards its base, these motors influence the open probability
of the transduction channel(s). Image taken from ref. [63].

when the pull exerted by the gating spring equals their stall force. If tension in the
gating spring exceeds this level, motors passively slip down towards the base of the
stereocilium. The extent of gating spring tension accordingly depends on hair bundle
deflection X, as well as on the motor assemblies’ positions within the stereocilia. As
stereocilia move in unison, it is natural to make the approximation that the activity
of motor complexes within different stereocilia also occurs in parallel. Under this
assumption, we can define a single variable Xa, corresponding to an effective motor
position. Here, Xa is a projection of the motors’ position along the long axis of
sterocilia onto the axis of hair-bundle deflection. Note that an upward motion of
the motors by convention corresponds to a movement in the negative direction along
the Xa-axis.

In the case of the sacculus of the bullfrog, as well as the vestibular system of
the rat, myosin 1c is the most likely candidate to power active regulation of gating-
spring tension [63, 152]. In the case of the mouse cochlea, myosin VIIa has also been
implicated in this process [94].

In the following, we will assume the transduction channel has two conforma-
tional states, corresponding to a single open and closed conformation, respectively.
The equilibrium probability Po to be in the open state, for a transduction complex
consisting of an ion channel and an attached gating spring can be calculated as a
function of X and Xa. In the absence of the gating spring, the closed state of the
transduction channel is energetically favored and separated from the open state by
an intrinsic energy difference of about ∆µ ≈ 10kBT [69]. In order to calculate the
energy difference ∆U = Uopen − Uclosed between the open and closed conformation
of a single transduction complex (gating spring+channel), we note that due to the
gating swing there is less energy stored in the gating spring when the channel is
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open. More specifically, assuming the gating spring to be linear, one finds

Uopen =
KGS

2N
(X −Xa −D)2 + ∆µ and Uclosed =

KGS

2N
(X −Xa)

2.

Here N is the number of parallel transduction complexes in the hair bundle. Note
that the stiffness of a single gating spring is therefore given by KGS/N . Furthermore,
D = d/γ, where γ is a projection factor relating movements along the stereocilial
axis to movements along the X-axis. In the case of the bullfrog’s sacculus it was
estimated that γ = 0.14 [75]. The origins of X and Xa have been chosen so as to
ensure that (i) the stereocilial pivots do not exert forces for X = 0 and (ii) gating
springs are at rest when the channel is closed and X −Xa = 0. One finds

∆U = ∆µ+
KGSD

N

(
D

2
− (X −Xa)

)
.

The open probability Po in equilibrium is given by the Boltzmann distribution as

Po(X,Xa) =
1

1 + Ae
−KGSD(X−Xa)

NkBT

,

where A = exp[
N∆µ+ 1

2
KGSD

2

NkBT
], kB is the Boltzmann constant, and T denotes tem-

perature. For a fixed motor position, Xa, the dependence of the channels’ open
probability Po on the deflection X is sigmoidal in shape (see fig. 1.13A). As the re-
ceptor current entering the hair bundle is proportional to Po, this compares favorably
with the shape of observed current-displacement curves (cf. fig. 1.11). These curves,
however, are not symmetric. Incorporating a second closed state of the transduction
channel has been shown to be sufficient to reproduce this aspect of the transduction
process [23]. We will not consider this detail here and retain the two-state model of
channel gating.

For a given deflection, X, and motor position, Xa, the average force acting on the
hair bundle along the X-axis, 〈FX〉, is the sum of the force exerted by the stereocilial
pivots and of all the gating springs within the hair bundle, i.e.

〈FX〉 = −N
(
∂Uopen

∂X
Po +

∂Uclosed

∂X
(1− Po)

)
−KSPX

= −KGS(X −Xa −DPo)−KSPX.

Assuming the hair bundle operates in an overdamped regime, and neglecting the
influence of noise, the dynamics of X can be written as

λẊ = −KGS(X −Xa −DPo)−KSPX, (1.8)

where λ is a friction coefficient.
For a fixed motor position Xa, the force 〈FX〉 does not depend linearly on the dis-

placement X (see fig. 1.13B). Indeed, so-called nonlinear stiffness has been measured
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Figure 1.13: Open probability and force-displacement curve. (A) For three different values of Xa

as indicated (legend in (B)), the open probability Po(X,Xa) is shown as a function of displacement
X. A change of the motor position effects a shift of Po along the X-axis. (B) For the same Xa

as in (A), we show the force-displacement curve as given by 〈FX〉|Xa
. The green line indicates

a slope of KSP + KGS, corresponding to the stiffness of the hair bundle for large displacements.
Note the region of negative stiffness for small displacements. A change of Xa, by shifting the open
probability of the transduction channels, also effects a corresponding shift of the force-displacement
curve. Note that tip displacement for this plot is measured with respect to a reference position,
X0, which is defined by the condition Po(X0, 0) = 0.5.

in vitro for hair bundles in various species [66, 115, 132, 86]. In these experiments,
after abruptly deflecting its tip, the necessary force to clamp the hair bundle at the
prescribed position is recorded. In particular, for small deflections that induce only
a fraction of the transduction channels to open or close, the hair bundle appears
softer than for large deflections. Here, the hair bundle essentially behaves like a
linear spring with stiffness KSP + KGS (see fig. 1.13B). As the reduced stiffness for
small deflections is ultimately due to the gating swing associated with channel open-
ing, it is also termed ”gating compliance” [66]. Under ionic conditions mimicking
the situation in vivo, gating compliance can be so strong as to render hair bundle
stiffness negative for small displacements [115].

The hair bundle is thought to benefit from the motor-based regulation mechanism
of gating-spring tension in form of its ability to adapt to persistent stimuli. Large
deflections saturate the transduction apparatus by opening or closing a large frac-
tion of the mechanosensitive channels. In order to retain its responsiveness to small
deflections in the presence of an ongoing static stimulus, the hair bundle thus needs
to reset tension in the gating springs and effectively shift the current-displacement
curve. As sketched in fig. 1.14B, after an initial sharp increase of the transduction
current in response to a positive deflection of the hair bundle a decay of the ionic
influx is observed. This decrease is usually described as the linear superposition of a
fast and a slow exponentially decaying component [177]. The fast component, with
time constants as fast as 40 µs in the rat’s cochlea [134], reflects the rapid reclosure
of transduction channels immediately after their initial opening. Several possible
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Figure 1.14: Motor-mediated adaptation. A static deflection, applied to the hair bundle in the
positive X-direction (sketched in A, left panel), elicits an increase of the transduction current
(sketched in B, left panel, time point (i)). According to the gating-spring model of transduction,
the open probability of mechano-sensitive ion channels (sketched in D, left panel) is increased by
the augmented tension in the gating-springs (see C, left panel). Gating-spring tension is thought
to be subsequently released by the passive slippage of molecular motors, which are exerting a pull
on the gating-springs from within the individual stereocilia (time points (ii) to (iii)). After the end
of the stimulus, gating-springs slacken and ion-channels close (time point (iv)). As the motors over
the course of the stimulus have slid down on the actin filaments, gating-spring tension is reduced
as compared to before the onset of the stimulus. The transduction current is therefore reduced.
Movements of the adaptation motors, in other words, effect a shift of the relation between the
displacement of the hair bundle, X, and the open probability of the ion channels, Po. Adaptation
can also be observed for stimuli in the negative direction (right panels). Upon an initial closure of
the ion-channels, active motor movements in direction of the stereocilia’s tips reset gating-spring
tension, resulting in the reopening of some of the ion channels. After the end of the stimulus, as
motors have moved upwards, the transduction current compared to before the onset of the stimulus
is transiently increased. Taken from ref. [73].

mechanisms have been suggested to be responsible for fast adaptation (for a concise
review see ref. [110]). For example, it was hypothesized that a change in the local
Ca2+ concentration on the inside of the stereocilia could alter the transduction chan-
nel’s free energy landscape and render its closed state energetically more favorable,
i.e. effectively increase ∆µ [66, 19].

Slow adaptation is most pronounced for large deflections and is marked by longer
time constants, e.g. in the sacculus of the bullfrog on the order of 10-1,000 millisec-
onds [65, 59, 177]. This second component of adaptation can readily be accounted
for within the framework of the active motor model (see fig. 1.14). Deflecting the hair
bundle in the positive direction stretches gating-springs. By causing mechanosensi-
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tive channels to open, this in turn leads to a sudden increase in the receptor current.
Unable to maintain the large tension in the gating spring, the adaptation motors
slide toward the base of the stereocilium. Due to the resulting reduced tension in the
gating springs, ion channels gradually close, corresponding to the decrease registered
in the transduction current. Similarly, a stimulus acting in the negative direction
instead decreases tension in the gating spring. The induced closing of transduction
channels leads to an attenuation of the receptor current. The motor assembly sub-
sequently moves toward the tips of stereocilia and restores gating-spring tension,
thereby effectively causing the transduction current to rise again. In both cases,
adaptation leads to a shift of the current-displacement curve (see fig. 1.14D, and
compare fig. 1.13A). A stimulus of same polarity superimposed over the first, will
lead to the same increase or decrease of the receptor current as the initial one. Note,
however, that adaptation is not complete. Gating-spring tension cannot be entirely
released by a passive slippage of the adaptation motors. The receptor current after
adaptation has reached its steady state, accordingly is slightly higher than before
application of the stimulus. Likewise, a negative deflection cannot be fully adapted
by the active movement of the motors. We will in the following, however, ignore the
effect of incomplete adaptation.

Various experimental findings have established that the extent, as well as the ki-
netics, of the adaptation process are linked to the Ca2+ component of the receptor
current [23, 37, 62, 7, 26]. In particular, a reduction of the extracellular calcium con-
centration slows the adaptive process to positive deflections. One way to account for
this observation is to describe the total stall force Fa along the X-axis correspond-
ing to N adaptation motors as depending on the local calcium concentration [Ca2+]
at the motors’ sites of attachment. As calcium dynamics are fast compared with
hair-bundle movements and thus can be viewed as equilibrating instantaneously, the
dependence of [Ca2+] on the channels’ open probability Po can be approximated to
linear order as

[Ca2+] ≈ [Ca2+]0 + [Ca2+]mPo.

The experimental data suggest that the maximal stall force of the adaptation motors,
denoted by Fmax, is realized when the local calcium concentration is lowest, i.e. in
the case of closed ion channels. A linear expansion of the calcium dependence of Fa
around this reference state then leads to

Fa ≈ Fmax +
dFa

d[Ca2+]

∣∣∣
Po=0

[Ca2+]mPo

= Fmax(1− SPo).

The dimensionless parameter

S = − dFa

d[Ca2+]

∣∣∣
Po=0

[Ca2+]m
Fmax

captures the nature and strength of the calcium feedback on motor activity. In line
with observations [44], this feedback will be assumed to be negative, i.e. S > 0. In
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other words, Ca2+ is assumed to downregulate the motors’ force production. This
could be realized by calcium modulating the motor’s attachment probability to the
actin filaments.

Based on the assumption of a simple linear force-velocity relationship and taking
active motor forces as well as passive elastic forces due to the N gating springs into
account, the dynamics of the motor variable Xa can be written as

λaẊa = −N
(
∂Uopen

∂Xa

Po +
∂Uclosed

∂Xa

(
1− Po

))
− Fa

= KGS(X −Xa −DPo)− Fmax(1− SPo), (1.9)

where λa is a friction coefficient.

The dynamic eqs. (1.8) and (1.9) constitute a deterministic description of hair-
bundle dynamics in the form of two coupled differential equations. Note that due
to the sigmoidal shape of Po, the resulting system is nonlinear.

Most parameters appearing in eq. (1.10) and eq. (1.11) can be estimated on the
basis of experimental observations (see table 1.1), except for the maximal motor force
Fmax and the feedback strength S. The system’s state diagram can be calculated as
a function of these two free parameters by means of linear stability analysis of the
system’s fixed points [118]. Four different regimes can be distinguished (see fig. 1.15).
When adaptation motors are weak, they are unable to sufficiently increase gating-
spring tension in order for it to cause an opening of the transduction channels. In
this regime the system is monostable, with its single stable fixed point corresponding
to a state of the hair bundle with most transduction channels being closed. Also in
the case of large maximal motor forces, only one stable fixed point exists. In this
parameter regime, however, the motors maintain sufficient gating spring tension
in order to render transduction channels mostly open. For intermediate maximal
motor forces and mild feedback strengths, the system is bistable. Within a bounded
region of parameter space, corresponding to large motor forces and large feedback
strengths, the system’s only attractor is a stable limit cycle, and the system is thus
oscillatory. The corresponding bifurcation lines in the state diagram correspond to
supercritical and subcritical Hopf bifurcations, respectively, depending on the exact
choice of parameters.

As discussed in section 1.4.2, hair bundle dynamics are inherently noisy. Indeed,
it has been shown that in order to describe hair-bundle dynamics faithfully, the
effects of various noise sources have to be taken into account [118]. Noise acting on
the hair bundle’s deflection X is due to thermal interactions with the surrounding
fluid, as well as so-called channel clatter. This term refers to fluctuating forces
corresponding to a change in gating spring tension caused by stochastic transitions
of the transducer channels. Fluctuations influencing the motor variable Xa are
related to the probabilistic binding and unbinding of individual motor molecules to
the actin filaments. Fluctuations can be incorporated into this description by means
of additional noise terms. We will thus deal with the following system of coupled
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Figure 1.15: Phase diagram of the deterministic hair-bundle description eq. (1.8) and eq. (1.9)
in terms of the maximal motor force Fmax and the calcium feedback strength S. Four dynamical
regimes can be distinguished. Apart from a region of bistability (BI), two regions of monostability
are found (MC+MO). For low maximal motor force and strong calcium feedback, transduction
channels are mostly closed (MC). In the case of strong motors and weak calcium feedback, channels
are mostly open (MO). Within a bounded region in parameter space (gray area) the system becomes
oscillatory (OSC). The transition into the oscillator regime occurs via a supercritical (solid line) or
subcritical (dashed lines) Hopf bifurcation. We indicate two operation points, namely OP1, close
to the supercritical and OP2, close to the subcritical bifurcation. OP2 corresponds to a parameter
set studied earlier [118]. The parameters of OP1 and OP2 are given in table 1.1. Modified from
ref. [118].

stochastic differential equations,

λẊ = −KGS(X −Xa −DPo)−KSPX + Fext(t) + ξ(t) (1.10)

λaẊa = KGS(X −Xa −DPo)− Fmax(1− SPo) + ξa(t), (1.11)

where ξ(t) and ξa(t) are assumed to be independent Gaussian white noise terms
whose noise strengths are given in terms of autocorrelation functions as

〈ξ(t)ξ(t′)〉 = 2kBTλδ(t− t′) and 〈ξa(t)ξa(t′)〉 = 2kBTaλaδ(t− t′), (1.12)

respectively. Here, Ta = 1.5T denotes an effective temperature. In addition to ther-
mal excitations, the motor variable Xa was argued to be subject to non-equilibrium
fluctuations, originating in the active force production of adaptation motors [118].
In the above description, this is reflected by a choice of Ta > T . The friction coeffi-
cient λa ≈ 10µNs/m for hair bundles from the bullfrog’s sacculus can be estimated
from the initial adaptation rate of the receptor current following the onset of step
stimuli of varying magnitude [59]. The hair bundle’s deflection X, in contrast, is
assumed to be subject to thermal fluctuations only, captured by an effective friction
coefficient λ. More specifically, λ = λh+λc, where λh reflects hydrodynamic friction
and λc is related to channel clatter. The friction coefficient λh can be estimated by
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Parameter Definition Value

λ Friction coefficient of the hair bundle 2.8 µN·s·m−1

λa Friction coefficient of adaptation motors 10.0 µN·s·m−1

KGS Combined gating-spring stiffness 0.75 mN·m−1

KSP Combined stiffness of stereociliary pivots 0.6 mN· m−1

D Gating-swing of a transduction channel 60.9 nm
N Number of stereocilia 50
T Ambient temperature 300K
Ta Effective temperature 1.5T
∆G Intrinsic energy change on channel opening 10kBT

Fmax Maximal motor force OP1 : 87.571 pN
OP2 : 50.243 pN

S Feedback strength OP1 : 1.22
OP2 : 0.65

Table 1.1: Table of parameters corresponding to OP1 (red disc in fig. 1.15) and OP2 (blue disc in
fig. 1.15). Note that OP1 corresponds to a parameter set studied earlier [118]. The two operation
points differ in the choice of the maximal motor force, Fmax, and the feedback strength, S.

taking into account hair-bundle geometry and the viscosity of the solution bathing
the hair bundle. In case of the bullfrog’s sacculus, this yields λh ≈ 0.13µNs/m
[66, 33]. In the framework of a two-state description of transduction-channel gat-
ing, the effect of channel clatter for hair bundles from the same sensory organ was
estimated to be λc ≈ 3µNs/m [118]. In other words, channel clatter is believed to
dominate hair-bundle friction.

The response to an external driving force applied at the hair bundle’s tip can
be studied by adding an appropriate nonzero driving term, Fext(t), to the dynamic
equation for X, i.e. eq. (1.10).

When noise is taken into account, for choices of Fmax and S in the oscillatory
region, numerical simulations of eq. (1.10) and eq. (1.11) generate noisy oscillations,
reminiscent of observed oscillations for hair bundles from the bullfrog’s sacculus
(see next chapter). As shown in ref. [118], for an operation point corresponding
to the blue disc in fig. 1.15, the overall shape of the oscillation and its spectral
statistics quantitatively match those of a specific hair bundle observed in vitro (cf.
fig. 1.9A,C and fig. 2.1A,B). In addition, this hair bundle’s nonlinear response func-
tion is faithfully reproduced (cf. fig. 1.10A and fig. 2.5B). We will refer to this
choice of parameters (see table 1.1) as standard parameters or as operation point
two (OP2). Note that OP2 is close to a subcritical Hopf bifurcation. In the next
chapter we will also present numerical results for a choice of parameters correspond-
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Figure 1.16: Coupled hair bundles in the sacculus of the bullfrog. The otolithic membrane in
the sacculus of the bullfrog lies over the saccular macula. Over each hair bundle, a large cavity is
found. Hair bundles are attached via their kinocilium to the cavity’s wall. Modified from ref. [80].

ing to the red disc in fig. 1.15 (see table 1.1). This operation point will be referred
to as operation point one (OP1). Residing within the oscillatory regime, OP1 is in
the immediate vicinity of a supercritical Hopf bifurcation.

1.4.4 Coupling of hair bundles in vivo

As pointed out earlier, in the mammalian cochlea the tips of outer hair-cell bundles
are embedded into the overlying tectorial membrane (see fig. 1.2B). Similar accessory
structures are realized in a multitude of other inner ear organs. In the sacculus of
the bullfrog, hair bundles are attached via their kinocilium to the overlying otolithic
membrane (see fig. 1.16). In the auditory epithelia of lizards a great variety of
morphological structures interconnecting sensory hair bundles has evolved [102]. In
addition to continuous tectorial membranes, in some species so-called chains of tec-
torial sallets are observed. These constitute discrete membranous units, connecting
to only a small group of neighboring hair bundles.

In all cases, the membranous material overlying hair bundles is of a visco-elastic
nature [80, 10, 58, 135, 50]. Hence, most hair-bundles in vivo do not operate in
isolation. Instead, hair-bundle coupling appears to be a widespread morphological
specialization implemented in the inner ear of vertebrates. Several findings suggest
a beneficial role of hair-bundle coupling for the process of mechanotransduction.

One indication comes from the comparison of two lizard species, the alligator
lizard (Gerrhonotus multicarinatus) and the Australian bobtail skink (Tiliqua ru-
gosa) [101]. While the alligator lizard in its auditory papilla exhibits free standing
hair bundles, for the bobtail skink a chain of about 80 tectorial sallets is observed to
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cover the papilla’s high-frequency region. Based on neural threshold-tuning curves
obtained for these two lizard species, the bobtail skink was found to exhibit lower
thresholds on average, i.e. a higher sensitivity. Also, the degree of frequency selec-
tivity of single nerve fibers in the bobtail skink was found to be about twice as good
as in the alligator lizard.

The sense of echo-location as observed in bats constitutes another indication of
coupling-induced enhancement of mechano-sensation. A specialized region, the so-
called acoustic fovea, in the cochlea of bats is devoted to the detection of echo-signals
in a very narrow frequency band. In the mustached bat (Pteronotus parnelli), the
acoustic fovea represents about 50% (7 mm) of cochlear length and thus recruits
nearly half of the available hair cells [91]. In total, approximately 2000 coupled outer
hair cells operate in the acoustic fovea. Extremely sharp mechanical resonances have
been measured on the basilar membrane [90]. Also, the tuning of auditory nerve
fibers is much sharper than in other species.

1.5 Coupled oscillators and synchronization

Ensembles of coupled oscillatory systems are encountered in a multitude of contexts.
Swarms of flashing fireflies [159] and networks of spiking neurons [40] constitute ex-
amples from the biological realm. Coupled oscillators, however, also play a promi-
nent role in various fields of physics [174] and chemistry [95]. A universal feature
observed in all these systems is a tendency of the oscillators to synchronize to a com-
mon oscillation frequency. For instance, cardiac pacemaker cells in the sino-atrial
node synchronize their rythmical firing and in this way trigger contractions of the
heart muscle [76].

Analogous to the emergence of spatial order in magnetic spin systems as for in-
stance the Ising model, synchronization can be interpreted as the emergence of order
in time. A first theoretical treatment of synchronization was presented in 1967 by
Arthur Winfree [176]. Effectively restricting his attention to systems of coupled
phase oscillators (see section 3), he argued that synchronization occurs if coupling
exceeds a certain threshold strength. Refining Winfree’s arguments, Yoshiki Ku-
ramoto could show analytically that the onset of synchronization in systems of glob-
ally coupled phase oscillators, indeed, bears similarities with a phase transition [95].

Over the last decades, many variants of the by now classical Kuramoto model have
been studied (for a review see ref. [4]). Next to more general coupling functions
[28, 29], also various coupling topologies [144] have been considered. Generalizing
in a different direction, instead of dealing with phase oscillators of fixed amplitudes,
ensembles of more general nonlinear oscillators, often Hopf oscillators (see chapter
3), have been investigated [116, 136, 166]. For instance, it was shown that with the
oscillation amplitude also being variable, coupling of very heterogeneous ensembles
of oscillators can lead to so-called “amplitude death”, i.e. loss of the oscillatory
behavior [41, 124].
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In the context of this thesis, the incorporation of fluctuations is of particular in-
terest [158, 131, 126, 178, 4]. Noise in most cases at least partially counteracts the
ordering effect of coupling. Synchronization, however, can also be observed in sys-
tems of coupled noisy oscillators [126]. Most importantly, coupling-induced synchro-
nization was shown in certain settings to bring about an effective noise reduction,
with the noise strength of each individual oscillator being reduced in proportion to
the system size [18].

Several biological examples of such coupling-induced noise reduction have been
reported. For one, the coherence of genetic oscillations in cells forming the seg-
mentation clock in zebrafish was shown to be enhanced by intercell coupling [64].
Similarly, the coefficient of variation characterizing the interbeat intervals of groups
of ventricular cells from the chick heart was found to decrease in proportion to the
number of cells within a given cluster [21].

Given the observations discussed in the last section, we conclude that elastic cou-
pling of active oscillatory hair bundles might enhance the sensitivity and frequency
selectivity of mechanotransduction by inner ear organs. In chapters 4 and 5 of this
thesis, we will investigate this possibility from a theoretical as well as experimental
point of view.

1.6 Outline of this thesis

In this thesis, we will study the signal detection properties of single and coupled
hair bundles as well as those of generic noisy oscillators.

In chapter 2, the dynamics of a single hair bundle will be considered. In the
framework of the biophysical description presented above, we will show that the
phase coherence as well as the amplification gain of an isolated hair bundle is ul-
timately limited by intrinsic fluctuations. In particular, noise reduction leads to
a profound enhancement of the hair bundle’s frequency tuning and sensitivity to
weak amplitude stimuli. We will extend our discussion of the local exponent of
nonlinear compression, as presented for the mammalian cochlea, to the response of
a periodically driven hair bundle.

In order to gain a better understanding as to the observed effects of noise reduction
on hair-bundle performance, in chapter 3 we will study the dynamics of the noisy
phase and Hopf oscillator. The latter constitutes a generic description for oscillations
close to a Hopf bifurcation. We will analyze how phase diffusion and amplitude
fluctuations shape the oscillator’s spontaneous dynamics as well as its response to
periodic stimulation. In particular, an analytical expression for the full nonlinear
response function of the noisy Hopf oscillator will be derived. Several regimes of
nonlinear compression will be discussed and analyzed in terms of the local exponent
of nonlinear compression.

Chapter 4 is devoted to a theoretical investigation of the dynamics of elastically
coupled hair bundles. We will present results of a computational study, attesting to
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the beneficial effect of coupling on a hair bundle’s signal detection and amplification
properties. In addition to homogeneous systems, we will also discuss systems with
inherent frequency gradients as realized in the mammalian cochlea. In the framework
of a mean-field argument, we will show that the observed effects are due to an
effective noise reduction induced by elastic coupling.

Finally, the results of an in vitro study will be presented in chapter 5. In or-
der to experimentally investigate the dynamics of a hair bundle upon coupling to
neighbors of similar characteristics, we combined micromanipulation experiments
with real-time computer simulations. By means of a dynamic force-clamp proce-
dure we coupled a hair bundle from the sacculus of the bullfrog to two independent
stochastic simulations of hair-bundle dynamics, in this experiment also referred to
as cyber clones. Our experimental results parallel the findings discussed in chapter
4. In particular, they attest the hair bundle’s ability to constructively integrate into
groups of elastically coupled hair bundles.



Chapter 2

Noise-imposed limits of hair-bundle
performance

In this chapter, the effects of intrinsic fluctuations on hair-bundle dynamics will be
discussed and illustrated. To this end, we will present numerical results obtained
within the framework of stochastic hair-bundle motility that was reviewed in the
last chapter. Fluctuations will be shown not only to limit the phase coherence of
spontaneous oscillations, but also to constrain the sensitivity of the hair bundle to
external periodic stimulation. Most importantly, it will become apparent that by
reducing the level of intrinsic fluctuations the performance of the hair bundle as a
tuned nonlinear amplifier can be greatly enhanced.

2.1 Quality of spontaneous oscillations

Throughout this section, we will assume Fext = 0, i.e. only spontaneous hair-bundle
activity will be considered. When choosing parameters corresponding to OP1 and
OP2 introduced above (see fig. 1.15 and table 1.1), numerical simulations of eqs.
(1.10) and (1.11) result in an oscillatory behavior of the deflection variable X (see
fig. 2.1A) and the effective motor variable Xa (not shown). Since in experiments
only hair-bundle deflection is amenable to direct observation, we will in the following
discuss hair-bundle dynamics exclusively in terms of X. The oscillations at OP2
resemble those of a relaxation oscillator [156]. Spending most of its time in the
vicinity of one of two extreme positions, the tip of the hair bundle at stochastically
distributed times undergoes rapid transitions between these two states [20]. In the
trajectory corresponding to OP1, in contrast, no separation of different time scales
can be discerned. At OP1, movements have a root-mean-squared amplitude ARMS

of about 8nm, in case of OP2 one finds a slightly larger value of 15nm. Hair-bundle
oscillations are noisy. Questions as to their spectral statistics are best discussed in
terms of their power spectral density and autocorrelation function.
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Figure 2.1: Noisy hair-bundle oscillations. (A) Sample trajectories of the deflection X for OP1
(top, red trace) and OP2 (bottom, blue trace). (B) Power spectral densities SX (OP1: red trace,
top; OP2: blue trace, bottom) corresponding to the dynamics shown in (A). In both cases a fit
with eq. (2.4) is shown as a dashed black line. (C) Autocorrelation functions corresponding to the
power spectral densities shown in (B) (OP1: red trace, top; OP2: blue trace, bottom). Note the
decay of correlations within about three oscillation cycles.

In general, for a stationary stochastic process z(t), where z(t) can be either com-
plex or real, the autocorrelation function Cz(τ) at time τ is defined as

Cz(τ) = 〈z(t)z∗(t+ τ)〉 − 〈z(t)〉〈z∗(t+ τ)〉, (2.1)

where 〈. . .〉 denotes an ensemble average and the asterisk ∗ denotes complex con-
jugation. The power spectrum or power spectral density Sz(f) as a function of
frequency is given by

Sz(f) = lim
T →∞

〈z̃z̃∗〉
T

, (2.2)

where z̃ denotes the Fourier transform of z over the finite time window T , i.e.

z̃(f) =

∫ T
0

z(t)ei2πftdt. (2.3)

The autocorrelation function and the power spectral density are related by means
of the Fourier transform. The Wiener-Kinchine-theorem [49] states

Sz(f) =

∫ ∞
−∞

Cz(τ)ei2πfτdτ,
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where without loss of generality we have assumed that 〈z〉 = 0. A non-zero station-
ary average of z gives rise to additional delta peaks at zero frequency.

In fig. 2.1B, power spectra SX are shown, corresponding to the X-dynamics at
OP1 and OP2, respectively. For both operation points a well-defined peak centered
at a characteristic frequency f0 marks the typical frequency content of hair-bundle
movements. Oscillations at OP1 (f0 ≈ 42.5Hz) are considerably faster than at OP2
(f0 ≈ 8.9Hz). The finite width of the spectral peaks is a consequence of fluctuations
destroying the phase coherence of the hair bundles’ limit cycle oscillations. Note that
the power spectrum of a noiseless oscillatory system would consist of discrete delta
peaks at multiples of the oscillation period. Power spectra of noisy oscillatory hair
bundles are instead well described by the sum of two shifted Lorentzians [118, 79]

SX(f) ≈ D

K2 + Λ2(f − f0)2
+

D

K2 + Λ2(f + f0)2
, (2.4)

where D, K, Λ > 0 (see fig. 2.1B).
The finite phase coherence of hair-bundle oscillations becomes even more tangible

in terms of the deflections’ autocorrelation function CX . For an oscillatory hair
bundle CX corresponds to a damped oscillation with frequency f0 (see fig. 2.1C).
Indeed, making use of eq. (2.4) an application of the Wiener-Kinchine-theorem shows

CX(f) =
2πD

KΛ
e−

2πK|τ |
Λ cos (2πf0τ). (2.5)

Due to fluctuations, correlations in the deflection of a hair bundle thus decay with
a characteristic time scale

τcorr =
Λ

2πK
.

The degree of phase coherence can be quantified by means of the quality factor Q,
which roughly spoken measures the number of oscillation cycles in the autocorrela-
tion function before correlations have died out. It is formally defined as

Q = πf0τcorr,

but can also be calculated from the spectrum as

Q =
f0

fr − fl
, (2.6)

where fr and fl are chosen such that S(fr) = S(fl) = S(f0)/2 and fr > fl. The
magnitude fr − fl is also referred to as the half-width of the spectrum. Neglecting
the second summand in eq. (2.4), for given SX the corresponding quality Q is given
by

Q =
Λf0

2K
.

A fit with eq. (2.4) shows that oscillations at OP1 have a quality factor Q ≈ 2.7.
For OP2 one finds Q ≈ 2.4.
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Figure 2.2: The effect of noise reduction on spontaneous oscillations at OP2. (A) Several power
spectra of the X-dynamics are shown for four different values of the noise reduction factor ε
as indicated. Note the sharpening of the spectral peak at the characteristic frequency. With
decreasing noise strengths, higher harmonics at multiples of the characterstic frequency appear.
(B) The quality of spontaneous oscillations as estimated by a fit with eq. (2.4) is shown as a
function of inverse noise reduction factor. A linear increase is found. In (C), the characteristic
frequency f0 and in (D), the root-mean-squared amplitude ARMS of the deflection X are shown
as a function of inverse noise reduction factor. Both change only mildly upon a reduction of the
noise strength.

In order to study hair-bundle dynamics for varying noise strengths, we introduce
the noise-reduction factor ε. The latter is used to uniformly scale the autocorrelation
functions of both ξ(t) and ξa(t), i.e. in the remainder of this chapter for given ε we
consider their noise strengths to be given by

〈ξ(t)ξ(t′)〉 = ε2kBTλδ(t− t′) and 〈ξa(t)ξa(t′)〉 = ε2kBTaλaδ(t− t′),

respectively. The choice ε = 1 conforms with the original estimates of noise inten-
sities presented in the last chapter. Setting ε < 1 corresponds to an effective noise
reduction. The case of an increased level of fluctuations, i.e. ε > 1, will not be
considered.

For OP2, in fig. 2.2A we plot power spectral densities SX for various noise re-
duction factors ε in the range 0.01 − 1.0. With decreasing ε, the spectral peak
considerably sharpens and higher harmonics are clearly distinguishable. By means
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of a fit with eq. (2.4) the quality of oscillation Q was estimated. Note, however, the
presence of higher harmonics is not reflected by the generic eq. (2.4). The quality
factor Q as a function of inverse noise reduction factor 1/ε increases almost linearly
(see fig. 2.2B). The characteristic frequency f0 as well as the root-mean-squared
amplitude ARMS of the oscillations, in contrast, upon a reduction of the noise level
change only mildly (less than 10%) (see fig. 2.2C and D).

We have further investigated whether the effect of noise reduction on the quality
of spontaneous oscillations crucially depends on the hair bundle’s operation point
(see fig. 2.3). For ε = 0.01, 0.1, 1.0 we have performed simulations for all choices
Fmax = i · ∆Fmax and S = j · ∆S with ∆Fmax = 10pN, ∆S = 0.05, i = 0, . . . , 71,
and j = 0, . . . , 31, i.e. covering the whole phase diagram as shown in fig. 1.15. For
each set of parameters the power spectral density SX was computed and fit with
the Lorentzian ansatz eq. (2.4). Note, however, that for parameter choices in the
monostable and bistable regimes, in close proximity to the Hopf bifurcations spectral
densities can deviate from a purely Lorentzian shape (not shown). For all parameter
values within the oscillatory regime, a reduction of the noise strength leads to a
profound increase of the oscillations’ phase coherence. In all three cases the point of
maximal phase coherence was close to the center of the bounded oscillatory region,
with a reduction of ε only having a mild effect on its exact position.

From the above we conclude that for an oscillatory hair bundle a reduction of in-
trinsic fluctuations enhances the quality of spontaneous oscillations. Note that in the
absence of noise, i.e. ε = 0, being a deterministic limit cycle oscillator, oscillations of
the hair bundle would have an infinite phase coherence. The described noise depen-
dence of the oscillations’ regularity distinguish the hair-bundle description used from
another classical oscillatory system, namely the noisy damped harmonic oscillator
defined as

ẍ = −λẋ− kx+ ξ(t).

Here λ denotes friction, k is a stiffness coefficient, and ξ(t) is assumed to be Gaussian
white noise with 〈ξ(t)ξ(t′)〉 = 2dδ(t−t′). For this system, the power spectral density
Sx can be calculated explicitely1. It is given by

Sx(f) =
2d

(k − (2πf)2)2 + λ2(2πf)2
.

The spectrum scales linearly with d. Hence, while the amplitude of the oscillation
depends on the noise intensity, its quality does not. Note, however, the damped
harmonic oscillator in the absence of noise is quiescent. In the next chapter, we will
discuss in more detail the effects of noise on the dynamics of two generic oscillators,
namely the noisy phase and the noisy Hopf oscillator.

1Write eq. (2.1) as a two-dimensional Ornstein-Uhlenbeck process and use results from [49].
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Figure 2.3: Dependence of the effects of noise reduction on the operation point of the hair bundle.
In (A), for three choices of the noise reduction factor ε (indicated on top of the panels on the left
side), we show a color plot of the quality factor Q as a function of the operation point of the hair
bundle within the Fmax-S-plane. Note that the color scheme is scaled with a factor 10 for each
reduction of ε by a factor 10. In all panels, we indicate the noise-dependent operation point of
maximal phase coherence (◦: ε = 1 - �: ε = 0.1 - 4:ε = 0.01). (B) The same data as in (A)
is shown with a logarithmic scale. Note the profound increase of the quality factor within the
oscillatory region.

2.2 Amplification gain

In this section, the performance of the hair bundle as a detector of periodic stim-
uli will be analyzed. Most prominently, we will discuss the influence of intrinsic
fluctuations on the hair bundle’s ability to act as a nonlinear amplifier.

When a hair bundle is driven by a sinusoidal stimulus Fext(t) = F cos(2πfst) of
amplitude F and driving frequency fs (see fig. 2.4A, top), after a transient it re-
sponds with a periodic mean motion 〈X(t)〉 of the same frequency (see fig. 2.4A,
bottom). This response in general contains higher harmonics of the driving fre-
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Figure 2.4: Response of the hair bundle to a periodic forcing. (A) An external periodic driving
Fext(t) = F cos(2πfst) of amplitude F and driving frequency fs (top, blue trace, fs = 8.9Hz,
F = 2.5pN) modulates the statistics of hair-bundle dynamics. While for small driving amplitudes
the hair bundle mainly responds by phase-locking to the external signal (middle, black trace,
parameters corresponding to OP2), for large driving forces also the amplitude of the oscillatory
movements is increased (not shown). These modulations lead to an oscillatory behavior of the time
dependent average 〈X(t)〉 (bottom, red trace) with a frequency that coincides with the frequency
fs of the applied driving. (B) In terms of the driven hair bundle’s power spectral density SX , an
external stimulus leads to the presence of discrete peaks (marked red in the inset) at the driving
frequency and its higher harmonics, in addition to a continuous background spectrum S0 (black
line in the inset). These peaks correspond to the Fourier modes (see eq. (2.7)) present in the time
dependent average (red trace in (A), bottom). The peak height at the fundamental frequency in
case of a finite observation time T is given by |A1|2T

4 .

quency and can be expressed as a Fourier series

〈X(t)〉 =
A0

2
+
∞∑
n=1

An cos(2πnfst− φn),

where A0

2
captures a possibly nonzero static shift of the time-dependent mean value,

and φn denotes the phase shift of the nth Fourier mode. Hence, when plotting
the power spectral density SX corresponding to a periodically driven hair bundle,
next to a continuously varying part, denoted by S0, discrete peaks are present at
frequencies nfs (see fig. 2.4B). Assuming a finite observation/simulaton time T , the
height of theses peaks is well approximated by

SX(nfs)− S0(nfs) ≈
|An|2T

4
. (2.7)

The sensitivity |χ|(F, fs) of the hair bundle is defined as

|χ|(F, fs) = |A1/F |

and thus has units of a compliance. It describes the elicited output amplitude at the
fundamental frequency per unit driving force. Note that the sensitivity |χ|(F, fs)
depends on the amplitude F , as well as on the frequency fs of the applied driving.
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Figure 2.5: The effects of noise reduction on the sensitivity of the hair bundle model. We show
the sensitivity |χ|(F, f0) as a function of forcing amplitude for various noise reduction factors ε as
indicated. Parameters were chosen to correspond to operation point OP1 in (A) and to OP2 in (B).
Sensitivities were determined numerically from the response to a driving Fext(t) = F cos(2πf0t) at
the characteristic frequency f0 of spontaneous oscillations.

Choosing parameters corresponding to OP1 and OP2, we determined the hair
bundle’s sensitivity |χ|(F, f0) as a function of the driving amplitude F for various
noise reduction factors (see fig. 2.5). Note that the driving frequency was chosen to
coincide with the respective characteristic frequency f0, i.e. the stimulus was tuned
to the noise-level dependent frequency of spontaneous oscillations. The sensitivity
for both operation points as well as all noise reduction factors exhibits three different
response regimes. For weak driving amplitudes, a linear response regime manifests
itself in form of a plateau at a noise-dependent level. With decreasing noise strength,
sensitivity in this regime is greatly enhanced. For intermediate driving amplitudes,
sensitivity decays in a nonlinear fashion. The range of forces over which nonlinear
compression is observed, with decreasing noise intensity extends to smaller forcing
amplitudes. In the limit of strong driving, the hair bundle’s response is linear again,
with its sensitivity being independent of the noise intensity.

In the latter regime, the hair bundle’s sensitivity, i.e.

|χ∞|(fs) := lim
F→∞

|χ|(F, fs),

can be calculated analytically. To this end note that for sufficiently large driving
amplitudes, the contribution of the active adaptation motors, as well as the effects
of gating-compliance can be neglected, i.e. one can set Fmax = 0 and D = 0. Under
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these assumptions, |χ∞|(fs) is given by2

|χ∞|(fs) =

√
K2

GS/(4π
2) + λ2

af
2
s

2K̃λ2
af

2
s + λ2

af
2
s (K2

SP + λ24π2f 2
s ) + K̃2/(4π2) +K2

GS(λ+ λa)2f 2
s

,

where K̃ = KGSKSP. For large forces the hair bundle thus essentially responds like a
passive low pass filter, with its sensitivity for a static driving being set by its passive
stiffness KSP and in the limit of large driving frequencies by its friction coefficient λ
(see fig. 2.6). In particular, |χ∞|(fs) is independent of the hair bundle’s operation
point and also of the noise strength. Note that the latter feature is shared by all noisy
linear systems which are driven by white noise. The observed enhancement upon
noise reduction of the sensitivity for small forcing amplitudes therefore is related
to the nonlinear nature of the system. As mentioned earlier, one way to quantify
the effectiveness of the active process in boosting the hair bundle’s response in this
regime, is by means of the so called gain G. It is formally defined as

G = lim
F→0
|χ|(F, f0)/|χ∞|(f0). (2.8)

2Note that eqs. (1.10) and (1.11) with Fmax = 0 and D = 0 define a two-dimensional Ornstein-
Uhlenbeck process with a periodic driving Fext(t) = F cos(2πfst) which is entering in the
equation for X. Taking an ensemble average yields dynamic equations for the time-dependent
averages 〈X(t)〉 and 〈Xa(t)〉. Assuming an infinite time window, Fourier transforming the
system leads to algebraic equations for 〈X̃〉 and 〈X̃a〉. Furthermore note that because the
system is linear, its response will not contain higher harmonics of the driving, such that 〈X̃〉 =
A1/2(δ(f − fs) + δ(f + fs)).
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Hence, the gain of a linear system, for which the sensitivity as a function of driving
amplitude is constant, is equal to unity. The gain of the hair bundle due to the
nonlinearities shaping its dynamics at OP1 and OP2 for ε = 1, however, is about
10. This value compares favorably with gains as measured for single hair bundles in
vitro [113]. When plotting the gain at OP1 and OP2 as a function of inverse noise
reduction factor, an almost linear increase is found (see fig. 2.7).

We will now briefly discuss the case of detuned stimuli. In the following, ∆f =
fs−f0 will denote the frequency mismatch of the stimulus frequency fs with respect
to the hair bundle’s characteristic frequency f0. We will present simulation results
obtained for OP2. For ε = 0.01, in fig. 2.8A the sensitivity for various choices
of the relative detuning ∆f/f0 is shown as a function of driving amplitude. In
the linear response regime for weak amplitudes, sensitivity is greatly reduced. For
intermediate forces, the hair bundle’s response, as in the tuned case, is marked by
a regime of nonlinear compression. In fig. 2.8B, the linear response level for weak
stimuli is shown as a function of relative detuning. This plot provides evidence that
noise reduction is most effective in enhancing the hair bundle’s sensitivity for tuned
stimuli. For detuned stimuli the enhancement effect is greatly reduced. A reduction
of intrinsic fluctuations thus renders the hair bundle more tuned to stimuli within a
more and more narrow frequency band. For ε = 0.01, in fig. 2.8B we plot |χ|(F, fs)
for various driving amplitudes as a function of the relative detuning. Note that for
driving amplitudes beyond the sensitive linear response regime, a plateau centered
at fs = f0 of almost constant sensitivity emerges. As a consequence, for large driving
amplitudes the tuning of the hair bundle is poorer than in linear response.



Chapter 2. Noise-imposed limits of hair-bundle performance 45

10
1

10
2

f = 1·10    pN-2 

f = 2·10    pN-1

f = 5·10    pN-1 

10 0

10
1

10
-1

10
0

10
1

f   [pN]

|χ
|  

[n
m

/p
N

]

-0.1 0.0 0.1
∆ω/ω0

10
1

10
2

ε  = 10-2

ε  = 10-1

ε  = 10 0

0

∆ω/ω0 = 0.05
∆ω/ω0 = 0.15
∆ω/ω  = 0.250

A B C

-0.1 0.0 0.1
∆ω/ω0

|χ
|  

[n
m

/p
N

]

|χ
|  

[n
m

/p
N

]

Figure 2.8: Response of the hair-bundle model at OP2 for detuned stimuli. (A) For ε = 0.01, the
sensitivity |χ|(F, fs) is shown as a function of driving amplitude F for various choices of relative
detuning ∆f/f0. (B) The linear response level for weak driving is plotted as a function of relative
detuning for three different noise reduction factors as indicated. (C) For ε = 0.01, we present the
sensitivity as function of relative detuning for three different forcing amplitudes as indicated.

2.3 Local exponents of nonlinear compression

In section 1.2, we have introduced the concept of a local exponent of nonlinear
compression. It was used to quantify the degree of nonlinear compression as observed
in the response of the basilar membrane in dependence on the sound pressure level.
In the case of the hair bundle a similar analysis can be performed. To this end, we
define

α =
d ln(|χ|)
d(ln(F ))

.

Note that the same symbol as in 1.2 is used, even though the respective quantities
e.g. have different units. It will, however, be clear from the context which definition
applies. By numerical differentiation, we have determined α for the data shown in
fig. 2.5.

We will discuss OP1 first. In the limit of weak driving amplitudes, α is found
to be close to 0, indicative of the linear behavior of the hair bundle in this regime.
For intermediate driving amplitudes, α attains a noise dependent minimum. For
the smallest noise intensity shown, this minimum is close to −1. We will refer to a
regime with α & −1 as a regime of strong nonlinear compression (SNC). For stronger
driving amplitudes, a pronounced shoulder at α = −2/3 hints at the proximity of
OP1 to a supercritical Hopf bifurcation (cf. section 1.3). In the limit of strong
driving, α again approaches 0, corresponding to the linear response regime for large
driving amplitudes. In the case of OP2, no shoulder is found in the dependence
of α upon driving amplitude. Being likewise 0 in linear response for weak stimuli,
for intermediate driving amplitudes and weak noise strong nonlinear compression
is found, i.e. α attains a minimum close to −1. In the limit of large forces, as in
the case of OP1, α approaches 0 again. Note that with decreasing noise reduction
factor, a broadening is observed of the range of driving amplitudes over which strong
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Figure 2.9: Local exponents of nonlinear compression for the hair-bundle model. In the upper
panels, sensitivity at OP1 (in A) and OP2 (in B) as a function of driving amplitude is shown for
various values of the noise reduction factor ε; same data as presented in fig. 2.5. By numerical
differentiation of these data we computed the local exponent α as a function of driving amplitude.
OP1 is shown in A, lower panel. OP2 is shown in B, lower panel.

nonlinear compression in the response at OP2 is observed.

This finding is further illustrated in fig. 2.10. For OP2, we show α in a color plot as
a function of driving amplitude F and noise reduction factor ε. Four different regimes
can be distinguished. In the limit of strong driving, the hair bundle behaves linear
(LR). For weaker forces, the hair bundle’s response exhibits nonlinear compression.
In the case of the largest noise reduction factors shown, for still weaker driving
amplitudes, a direct crossover to the the hair bundle’s sensitive linear response
regime is found. For small noise reduction factors, however, this linear response
regime is shifted towards smaller and smaller driving amplitudes. At the same time
a regime of strong nonlinear compression extends over a larger and larger range of
driving amplitudes.

2.4 Summary

In this chapter, we have investigated the noise-imposed limits of hair-bundle perfor-
mance. For this purpose, we have introduced the noise reduction factor ε. It was
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employed to artificially reduce the strength of noise terms within the biophysical
description of hair-bundle dynamics that was introduced in the last chapter. Most
importantly, for two operations points, OP1 and OP2, we have shown that the qual-
ity of spontaneous oscillations, as well as the amplification gain of an isolated hair
bundle is expected to depend in an almost linear fashion on the level of intrinsic
fluctuations. We have also discussed the response of the hair bundle in terms of
the local exponent of nonlinear compression α. Upon noise reduction, values of α
close to -1 can be attained for weak driving forces, corresponding to an even higher
degree of nonlinear compression as expected for a critical oscillator operating at a
supercritical Hopf bifurcation (α = −2/3). In the next chapter, we will discuss re-
sults concerning the spontaneous and driven dynamics of the noisy phase and Hopf
oscillator, i.e. two generic oscillator systems. These findings will further elucidate
the observations reported here.





Chapter 3

Limit-cycle dynamics in the presence of
fluctuations

In the last chapter, we have shown that a reduction of intrinsic fluctuations is ex-
pected to enhance the phase coherence and sensitivity of oscillatory hair bundles.
For the parameter sets chosen, the (noiseless) hair bundle resides in the vicinity
of a supercritical (OP1) respectively subcritical (OP2) Hopf bifurcation. As de-
tailed below, the dynamics of any deterministic system operating close to this type
of oscillatory instability can be transformed into the so-called normal form of the
bifurcation. While specifics of the system’s behavior are not preserved by this trans-
formation, generic aspects of its dynamics are expected to be well reflected in the
dynamics as defined by the normal form. In this chapter, we will therefore analyze
the effects of noise on the dynamics of two generic oscillatory systems, namely the
noisy phase oscillator and the noisy Hopf oscillator. While sharing many of the noise
related dynamical features observed for the hair-bundle oscillator, for these systems
an analytical treatment is possible.

To this end, we first review the concept of the Hopf bifurcation and the Hopf
normal form in more detail. We then turn to the noisy phase oscillator as a limiting
case. In particular, we discuss how phase diffusion is shaping the spectral statistics
and the response behavior of the oscillator. A generalization of these results then
leads to an analytic expression for the full nonlinear response function of the noisy
Hopf oscillator. This response is further analyzed with regard to its regimes of
nonlinear compression.

3.1 Dynamics close to a Hopf bifurcation

Consider a dynamical system that is governed by a control parameter r. Further-
more, assume there is a value rc and a fixed point of the system that is stable
whenever r > rc, but unstable for choices rc < r. We say that at r = rc a bifur-
cation occurs. More specifically, if for r = rc two complex conjugate eigenvalues of
the Jacobian, evaluated at the fixed point of the system, simultaneously cross the
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Figure 3.1: Dynamics close to a Hopf bifurcation. The radius ρ̂ (top) and the frequency ωs (bottom)
of periodic solutions z(t) = ρ̂e−iωst of the Hopf normal form are shown as a function of the control
parameter r. Panel (A) corresponds to the supercritical case with ω0 = 1, b = 1, b′ = 0.1, c = c′ = 0.
In (B) the subcritical case with ω0 = 1, b = −1, b′ = 0.1, c = 1, c′ = 0.1 is shown. Stable solutions
are plotted as solid lines, unstable solutions as dashed lines. Also note that ωs is shown only for
solutions with ρ̂ > 0. When ρ̂ = 0 a frequency of oscillation is only well defined in the case the
system is right at the bifurcation.

imaginary axis, i.e. are purely imaginary, the system undergoes a so-called Hopf
bifurcation. This type of local bifurcation comes in two variants, the super- and the
subcritical case. It can be shown that the main dynamical features of any system
in the vicinity of a Hopf bifurcation can be described by the so-called normal form
of the bifurcation [175]. It reads

ż = −(r + iω0)z − (b+ ib′)|z|2z − (c+ ic′)|z|4z, (3.1)

where z = ρe−iφ is a complex variable and r, ω0, b, b
′, c, c′ are real. A transformation

of eq. (3.6) to polar coordinates yields

ρ̇ = −rρ− bρ3 − cρ5, (3.2)

φ̇ = ω0 + b′ρ2 + c′ρ4. (3.3)

This system has z(t) = 0 as a fixed point solution. It is stable for r > 0. The Hopf
bifurcation occurs at rc = 0.

The case b > 0 corresponds to the supercritical bifurcation (see fig. 3.1A). When
dealing with the latter, we will always assume c = c′ = 0. For r < 0, a stable limit
cycle exists with z(t) = ρ̂e−iωst, where

ρ̂ =
√
−r/b and ωs = ω0 −

b′

b
r. (3.4)

Here ρ̂ is the solution of eq. (3.2) with the left hand side set to zero. Knowing ρ̂,
it is possible to determine ωs from eq. (3.3) by noting that ωs = φ̇. Also, as the
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derivative with respect to ρ of the right hand side of eq. (3.2) evaluates to 2r < 0,
this limit cycle according to linear stability analysis is stable [156].

For a choice b < 0, the bifurcation is subcritical. For r > 0, there exists a limit
cycle z(t) = ρ̂e−iωst with ρ̂ and ωs as defined above. In this case 2r > 0, implying
that it is unstable. At r = 0, its radius ρ̂ shrinks to zero and the fixed point z(t) = 0
loses its stability. In the subcritical case, if the higher nonlinearity is included in a
stabilizing way by choosing c > 0 (see fig. 3.1B), for values of r with 0 < r < b2/4c
two oscillatory solutions exist with

ρ̂1,2 =

√
− b

2c
±
√

b2

4c2
− r

c
. (3.5)

The respective values of ωs can again be calculated from eq. (3.3). As the resulting
formula is lengthy we omit it here. The solution corresponding to ρ̂2 shrinks to zero
amplitude when r = 0. Again, linear stability analysis can be used to show that it
is unstable. The solution corresponding to ρ̂2 on the other hand is stable. It also
exists for r < 0.

The system described by the Hopf normal form will in the following be simply
referred to as the Hopf oscillator. We will always assume c > 0 when dealing with
the subcritical variant of the Hopf oscillator. Also, we will say the Hopf oscillator
is on the oscillatory side of the Hopf bifurcation whenever r < 0.

In particular, we will analyze the response of the noisy Hopf oscillator to an
external driving. In particular a periodic driving with a single frequency of the
form F (t) = fe−iωt will be considered. Without loss of generality, f will be chosen
to be real. Noise will also be included into the description. The system under
consideration is thus

ż = −(r + iω0)z − (b+ ib′)|z|2z − (c+ ic′)|z|4z + fe−iωt +
√

2εξ(t), (3.6)

where ξ(t) is assumed to be a complex-valued white Gaussian noise with 〈ξ(t)ξ∗(t+
τ)〉 = 2δ(τ) and 〈ξ(t)ξ(t + τ)〉 = 0. In the following, we will mostly work with the
equivalent formulation of eq. (3.6) in polar coordinates

ρ̇ = −rρ− bρ3 − cρ5 + f cos(φ− ωt) +
√

2εξ1(t) (3.7)

φ̇ = ω0 + b′ρ2 + c′ρ4 − f

ρ
sin(φ− ωt) +

√
2ε

ρ2
ξ2(t). (3.8)

Here ξ1 and ξ2 are independent white Gaussian noises with 〈ξi(t)ξj(t+τ)〉 = δ(τ)δij,
where δij denotes the Kronecker delta. In fig. 3.2, sample trajectories of the noisy
Hopf oscillator are shown for f = 0.

Upon driving, i.e. for f 6= 0, the time-dependent average 〈z(t)〉 of a stochastic
dynamical system such as the Hopf oscillator will be a periodic function with period
2π/ω. We can express this time-dependent average by means of a Fourier series as

〈z(t)〉 =
∑

zne
−inωt.
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Figure 3.2: Sample trajectories of the noisy Hopf oscillator (r = −1, ω0 = 1, b = b′ = 1, c = c′ = 0,
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(blue lines with arrow heads) of the noiseless system (ε = 0). These clearly delineate the stable
limit cycle of the deterministic system. (B) The same trajectory (black line) is plotted in polar
coordinates. Streamlines of the noiseless system are again included (blue lines with arrow heads).

The response of the system can then be discussed in terms of the sensitivity |χ|(f, ω)
defined as

|χ|(f, ω) =
|z1|
f
. (3.9)

3.2 Phase diffusion and partial entrainment

The dynamics of the Hopf oscillator as given by eq. (3.7) and eq. (3.8) are composed
of the time evolution of a noisy amplitude and that of a noisy phase. In general both
shape the statistics of noisy limit cycle oscillations and the response to an external
driving. Before dealing with this full set of equations, in this section we will discuss
a certain limiting situation. The partly well-known results presented in this section
[126], while also being of interest in their own right, will be of use in the remainder
of this chapter.

More specifically, we will neglect any amplitude dynamics, i.e. set ρ(t) ≡ ρ0 > 0.
Furthermore, we will assume b′ = c′ = 0. Note, however, that the corresponding
terms in eq. (3.8) could be eliminated by a rescaling of the frequency ω0 since ρ
is assumed to be constant. We thus consider the dynamics of a complex variable
z(t) = ρ0e

−iφ(t) described by

φ̇ = ω0 − f̂ sin(φ− ωt) +
√

2ε̂ξ(t), (3.10)

where we have introduced the shorthand f̂ = f/ρ0 and ε̂ = ε/ρ2
0. Such a dynamical

system in the literature is known as a noisy phase oscillator, as its dynamics is
captured by a single equation for its phase. Being confined to a circle of radius
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ρ0 it revolves around the origin with an average frequency ω0 (see fig. 3.3). Phase
oscillators with and without noise constitute an important class of oscillators and
have been widely studied for example in connection with synchronization phenomena
in systems of coupled oscillators [176, 157, 126, 178, 4].

In order to study the spontaneous dynamics of the phase oscillator in the absence
of an external driving, we will first assume f̂ = 0. The general solution of eq. (3.10)
is then given by

φ(t) = φ(0) + ω0t+ η(t),

where

η(t) =

∫ t

0

√
2ε̂ξ(t)dt

is a Wiener process. The above choice of ξ(t) thus ensures that η(t) is normally
distributed with zero mean and a variance that grows proportional to t. The prob-
ability density pt(η) describing the distribution of η(t) for a given time t is given
by

pt(η) =
1√

4πε̂t
e−

1
2
η2

2ε̂t .

This means that in addition to the deterministic growth of the phase, which is tuned
by ω0, noise leads to so-called phase diffusion. Trajectories that are started with
identical initial conditions, over the course of time will move apart from eachother
(see fig. 3.3A). This dephasing effect of the noise can be further analyzed in terms
of the autocorrelation function and the power spectrum (for definitions see section
2.1 and note that here we use radial frequency). For the autocorrelation function
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we find for τ ≥ 0

Cz(τ) = 〈z(t)z∗(t+ τ)〉 − 〈z(t)〉〈z∗(t+ τ)〉 = 〈ρ0e
−iφ(t)ρ0e

iφ(t+τ)〉
= ρ2

0〈ei(φ(t)+ω0τ+η(τ)−φ(t)〉
= ρ2

0e
iω0τ 〈eiη(τ)〉

= ρ2
0e
iω0τe−ε̂τ ,

where in the last step we have used that∫ ∞
−∞

eiηpτ (η)dη = e−ε̂τ .

Because of
Cz(τ) = C∗z (−τ),

for arbitrary τ we find
Cz(τ) = ρ2

0e
iω0τe−ε̂|τ |.

Knowing the autocorrelation function, the power spectrum can be calculated using
the Wiener-Kinchine-theorem:

Sz(ω) =

∫ ∞
−∞

ρ2
0e
iω0τe−ε̂|τ |e−iωτdτ

=
2ε

ε2/ρ4
0 + (ω0 − ω)2

.

The autocorrelation function corresponds to a damped oscillation with frequency ω0

(see fig. 3.3B). Correlations decay with a correlation time

τcorr = 1/ε̂.

In other words, due to phase diffusion the phase oscillator is performing a noisy
oscillation with finite phase coherence. Correspondingly, the spectrum is not a delta
peak at ω0, as would be the case in the absence of noise, but a shifted Lorenztian
of finite width (see fig. 3.3C).

For the quality of the phase oscillator one finds

Q =
ω0ρ

2
0

2ε
, (3.11)

i.e. the quality of oscillations is inversely proportional to the noise strength ε. Note
the similarity with the results obtained in section 2.1.

We now turn to the response of the noisy phase oscillator. To this end, it is useful
to introduce a new variable ψ(t) = φ(t) − ωt that measures the of the oscillator in
a coordinate system corotating with the external stimulus. Insertion into eq. (3.10)
yields

ψ̇ = ∆ω − f̂ sinψ +
√

2ε̂ξ(t), (3.12)
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Figure 3.4: Response of the noisy phase oscillator for a tuned stimulus (∆ω = 0, ω0 = 1, ρ0 = 1).
(A) One period of the potential U(ψ) for three different driving forces (legend in (B)). (B) Distri-
bution of phases P (ψ) for noise intensity ε = 0.01 corresponding to the same driving amplitudes
as in (A). (C) ζψ as a function of driving amplitude f for four different noise intensities. (D) Sen-
sitivity |χ| as a function of driving amplitude f for the same noise intensities as in (C) (legend in
(C)). In all panels, analytical results are shown as lines, symbols indicate the results of stochastic
simulations.

where we have introduced ∆ω = ω0− ω as shorthand for the detuning or frequency
mismatch of the external stimulus with respect to the free running frequency of
the oscillator. The dynamics of ψ can be pictured as the diffusive motion of an
overdamped particle in a potential landscape U(ψ) driven by white noise, where

U(ψ) = −∆ωψ − f̂ cosψ.

While for a tuned stimulus, i.e. ∆ω = 0, this potential is symmetric with respect to
its minimum at ψ = 0 (see fig. 3.4A), a finite detuning ∆ω 6= 0 introduces a tilt (see
fig. 3.5A). Note that U(ψ) is independent of time. By solving for the steady-state
solution of the Fokker-Planck equation corresponding to eq. (3.12), one can calculate
the stationary distribution P (ψ) of phases in the corotating reference frame [153]
(see fig. 3.4B and fig. 3.5B). It reads

P (ψ) =
1

N
e

∆ω
ε̂
ψ+ f̂

ε̂
cosψ

∫ ψ+2π

ψ

e−
∆ω
ε̂
ζ− f̂

ε̂
cos ζdζ,

where N is a normalization constant given by

N = 4π2e−π
∆ω
ε̂ I i∆ω

ε̂

(
f̂

ε̂

)
I−i∆ω

ε̂

(
f̂

ε̂

)
.
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Here Ia(. . .) denotes the modified Bessel function of the first kind of possibly complex
order a. In order to calculate the sensitivity of the phase oscillator, note that

〈z(t)〉 = 〈ρ0e
−iφ(t)〉 = ρ0〈e−i(ψ(t)+ωt)〉 = ρ0〈e−iψ(t)〉e−iωt. (3.13)

We introduce the notation
ζψ = 〈e−iψ(t)〉.

Since P (ψ) is independent of time, so is ζψ. Note that ζψ coincides with the value
of the characteristic function φ(s) = 〈eisψ〉 of the random variable ψ evaluated at
s = −1 [49]. The modulus of ζψ can be viewed as a measure for the degree of phase
locking or entrainment of the oscillator to the external stimulus. No entrainment
means that ψ is uniformly distributed in the interval [−π, π], implying |ζψ| = 0. A
large degree of phase locking renders the distribution P (ψ) sharply peaked, leading
to |ζψ| . 1. Inspection of eq. (3.13) shows that

ρ0ζψ = z1,

where z1 is the fundamental mode of the Fourier expansion of 〈z(t)〉. Note that
z1 depends on f and ∆ω as the distribution of phases ψ does (see fig. 3.4B and
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fig. 3.5B). For the sensitivity |χ| as a function of the driving amplitude f and the
detuning ∆ω we thus find

|χ|(f, ω) =
ρ0

f
|ζψ|.

Using the knowledge of P (ψ), an explicit formula for ζψ can be derived [60]:

ζψ =
I1+i∆ωρ2

0/ε
(fρ0/ε)

Ii∆ωρ2
0/ε

(fρ0/ε)
. (3.14)

The sensitivity is then given by

|χ|(f, ω) =
ρ0

f

∣∣∣∣∣I1+i∆ωρ2
0/ε

(fρ0/ε)

Ii∆ωρ2
0/ε

(fρ0/ε)

∣∣∣∣∣ .
The response of the noisy phase oscillator is marked by two distinct regimes. For

small amplitudes f , the periodic driving leads to partial entrainment, as evidenced
by the peaks emerging in the distribution P (ψ) (see fig. 3.4B and fig. 3.5B). Accord-
ingly, |ζψ| is different from zero. For small amplitudes it increases almost linearly
(see fig. 3.4C and fig. 3.5C). In this linear response regime, the sensitivity is constant
(see fig. 3.4D and fig. 3.5D). For a tuned stimulus, i.e. ∆ω = 0, we can expand the
Bessel functions appearing in the expression for |χ| as follows [3]:

I0(fρ0/ε) =
∞∑
k=0

(
1
4

(
fρ0

ε

)2
)k

k!Γ(k + 2)
= 1 +O(f 3) (3.15)

and

I1(fρ0/ε) =
fρ0

2ε

∞∑
k=0

(
1
4

(
fρ0

ε

)2
)k

k!Γ(k + 2)
=
fρ0

2ε
+O(f 3). (3.16)

We therefore find

lim
f→0
|χ|(f, ω0) =

ρ2
0

2ε
,

i.e. the linear response level of the phase oscillator in the tuned case is inversely
proportional to the noise strength ε. Note the similarity with results obtained for the
hair-bundle model upon noise reduction (see section 2.2). For a detuned stimulus,
i.e. ∆ω 6= 0, sensitivity in linear response is significantly reduced (see fig. 3.5D). This
is reflecting the fact that it is more difficult to entrain an oscillator to a frequency
that is different from its own. In the limit of strong driving, however, phase locking
for any ∆ω is essentially complete, resulting in |ζψ| . 1. Therefore, the sensitivity
for large forcing amplitudes is inversely proportional to f and reads

|χ|(f, ω) .
ρ0

f
.

In this regime, the sensitivity thus decays according to a power law |χ| ∼ fα with
an exponent α = −1 (see fig. 3.4D and fig. 3.5D).
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3.3 Amplitude growth vs. phase locking

In the last section, we have discussed important statistics of the spontaneous and
driven dynamics of the noisy phase oscillator. In this section, we will present results
that extend the previous discussion to the noisy Hopf oscillator as defined by eq. (3.7)
and eq. (3.8).

We will assume to be on the oscillatory side of the Hopf bifurcation, i.e. r < 0.
Furthermore we will set b′ = c′ = 0. This choice ensures that ρ is not entering the
deterministic part of the dynamic equation for φ. It still enters, however, via the
multiplicative noise term. We will consider the supercritical (b > 0, c = 0), as well
as the subcritical (b < 0, c > 0) case.

The Hopf oscillator is performing noisy limit cycle oscillations (see fig. 3.2). Due
to phase diffusion and fluctuations of its amplitude, these are marked by a finite
phase coherence. The power spectrum of the Hopf oscillator is well described by a
shifted Lorentzian of the form

Sz(ω) =
4D

K2 + Λ2(ω̂0 − ω)2
, (3.17)

where ω̂0, K, D and Λ are determined by the parameters of the oscillator. For the
supercritical Hopf oscillator (b′ = 0) and small noise intensities, perturbation theory
applied to the Fokker-Planck equation corresponding to eq. (3.7) and eq. (3.8) can
be used to derive explicit formulae (see ref. [79]) for the parameters appearing in
eq. (3.17):

ω̂0 = ω0,

K =
2db

|r|
,

Λ = 16
(2r2 + db)r2(9dbr2 + 2r4 + 12d2b2)

(2r2 + 3db)2(54dbr2 + 8r4 + 15d2b2)
,

D = d.

Note that in the limit of vanishing noise, we recover the spectrum of the phase oscil-
lator as given by eq. (3.11). In particular, the same dependence of the oscillations’
quality on noise intensity is found. In this limit, the spectrum of the Hopf oscillator
is thus predominantly shaped by phase diffusion. The phase oscillator in this sense
can be viewed as a weak noise limit of the Hopf oscillator.

In order to determine the sensitivity of the Hopf oscillator to a periodic driving
we transform eq. (3.7) and eq. (3.8) into a coordinate frame corotating with the
periodic signal. We find

ρ̇ = −rρ− bρ3 − cρ5 + f cos(ψ) +
√

2εξ1(t) (3.18)

ψ̇ = ∆ω − f

ρ
sin(ψ) +

√
2ε

ρ2
ξ2(t), (3.19)
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where ψ(t) = φ(t)− ωt as introduced in the last section. We now write

〈z(t)〉 = 〈ρ(t)e−iφ(t)〉 = 〈ρ(t)〉〈e−i(ψ(t)+ωt)〉 = 〈ρ(t)〉ζψe−iωt, (3.20)

where in the second step we have assumed that averaging over the respective con-
tributions of the amplitude ρ(t) and phase φ(t) can be performed independently.
In order to calculate 〈ρ(t)〉 and ζψ, we further assume that ρ(t) will only mildly
fluctuate about a fixed value ρd, i.e. that 〈ρ(t)〉 ≈ ρd and d

dt
〈ρ(t)〉 ≈ 0. Later in

this section, we will see that for small to moderate noise intensities all assumptions
made so far yield reasonable results. Inserting ρd into eq. (3.19) yields a dynamic
equation for ψ that is the same as eq. (3.12) for the phase oscillator with ρ0 = ρd.
The distribution of ψ thus is independent of time and furthermore

ζψ =
I1+i∆ωρ2

d/ε
(fρd/ε)

Ii∆ωρ2
d/ε

(fρd/ε)
. (3.21)

Taking averages in eq. (3.7) shows that ρd for consistency has to fulfill

0 = −rρd − bρ3
d − cρ5

d + fRe(ζψ), (3.22)

where we have used that 〈cosψ〉 = Re(ζψ). By selfconsistently solving eq. (3.21)
and eq. (3.22), the sensitivity of the Hopf oscillator can be calculated:

|χ|(f, ω) =
ρd(f)

f

∣∣∣∣I1+i∆ωρd(f)2/ε(fρd(f)/ε)

Ii∆ωρd(f)2/ε(fρd(f)/ε)

∣∣∣∣ . (3.23)

In general, a solution of eq. (3.21) and eq. (3.22) for given f and ∆ω needs to be
sought for numerically. Some limiting cases, however, can be analyzed explicitely.
In the limit of vanishing driving amplitude, the oscillator will be only very weakly
phase locked to the external signal, i.e. ψ will be distributed almost uniformly in
the interval [−π, π]. More specifically

lim
f→0

ζψ = 0,

as is also apparent from fig. 3.6A and B. Consequently, for the corresponding solution
of eq. (3.22) we find

lim
f→0

ρd(f) = ρ̂,

where ρ̂ is given by eq. (3.4) in the supercritical and eq. (3.5) in the subcritical case,
respectively. Applying the expansions given in eq. (3.15) and eq. (3.16) then yields

lim
f→0
|χ|(f, ω0) =

ρ̂

2ε
. (3.24)

Thus, the sensitivity of the Hopf oscillator in linear response is inversely proportional
to the noise intensity ε. This linear response level is the same as for the phase
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Figure 3.6: Response of the supercritical ((A), b = 1, c = 0, r = −1) and subcritical ((B), b = −1,
c = 1, r = −1) Hopf oscillator to a tuned stimulus (ω0 = ω = 1). (Top) The amplitude ρd
according to eq. (3.22) is shown for two noise strengths as a function of driving amplitude. For
the same noise intensities ζψ is plotted as a function of input amplitude for the Hopf oscillator
(HO) as given by eq. (3.21) and for the phase oscillator (PO) with ρ0 = ρ̂ as given by eq. (3.14)
(legend in (A), top). (Bottom) |χ| is shown as a function of driving amplitude for four different
noise intensities (legend in (B), top). Dashed lines correspond to powerlaws with exponents as
indicated. Analytical results are shown as (dashed) lines, symbols indicate the results of stochastic
simulations.

oscillator with ρ0 = ρ̂. Indeed, their respective degree of entrainment as measured
by ζψ over the whole range of driving amplitudes is virtually identical (see fig. 3.6A
and B). While the amplitude of the phase oscillator is fixed to ρ0, the Hopf oscillator
with increasing driving amplitude is more and more driven away from the origin.
To see this, note that in the case of a strong driving phase locking will be almost
complete, such that 〈cos(ψ)〉 = ζψ . 1 (see fig. 3.6B and C). In particular, note that
ζψ for tuned stimuli is purely real. The equation for ρd(f) thus turns into

0 = −rρd − bρ3
d − cρ5

d + f. (3.25)

This implies that in the limit of strong forcing ρd ∼ f 1/3 in the supercritical and
ρd ∼ f 1/5 in the subcritical case (see fig. 3.6A and B). For large forces the sensitivity
thus decays according to a power law |χ| ∼ fα with α = −2/3 in the supercritical
and α = −4/5 in the subcritical case. The force dependent mean amplitude 〈ρ(t)〉 is
almost independent of noise strength (see fig. 3.6A and B). While noise thus critically
shapes the oscillator’s response for small driving amplitudes (see eq. (3.24)), for large
forcing amplitudes, where the effect of amplitude growth dominates, noise is less
influential. The shaded regions in fig. 3.6 mark a response regime for intermediate
driving amplitudes. In the case of small noise intensities, phase locking is almost
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complete, i.e. ζψ . 1, but 〈ρ(t)〉 is close to its value in the absence of a stimulus,
i.e. ρd(f) & ρ̂. The sensitivity therefore is approximately given by |χ(f, 0)| ≈ ρ̂/f ,
corresponding to a power law decay with α = −1. Note that for the largest noise
intensity shown, this regime does not exist. In the next section, we will further
analyze the different regimes in terms of the local exponent of nonlinear compression.

In the case of a finite frequency mismatch, i.e. ∆ω 6= 0, sensitivity in linear
response is greatly reduced (see fig. 3.7A). For large driving amplitudes, however,
phase locking also in the case of detuned stimuli is almost complete and |χ| hence
decays according to the same power laws as for tuned stimuli (see fig. 3.7A). Plotting
the linear response level as a function of detuning for small noise intensities, a sharp
peak at ∆ω = 0 is found (see fig. 3.7B). For increasing noise intensities, this peak
gets broader due to a reduction of the sensitivity for tuned stimuli. The sensitivity of
the oscillator for stimuli with a large frequency mismatch is less strongly influenced
by a change in the noise intensity. Noise therefore renders the Hopf oscillator’s
response less tuned. When showing |χ| as a function of frequency mismatch for
fixed driving amplitude, plateaus of almost equal sensitivity centered at ∆ω = 0
can be distinguished (see fig. 3.7C). These can be understood by reference to the
potential U(ψ) that was introduced in the last section. Note, however, that in the
definition of U(ψ) the fixed amplitude ρ0 needs to be substituted by ρd(f). For input
amplitudes f > ∆ωρd(f) the potential U(ψ) has a minimum. If noise is small, the
oscillator’s phase relative to the phase of the driving will be trapped in this minimum.
In other words, given a driving force f , the oscillator will be strongly phaselocked
to the external signal for a range of frequency mismatches ∆ω ∈ [−f/ρ̂, f/ρ̂]. Note
that as an approximation, we have substituted ρd(f), which depends on the driving
amplitude as well as the detuning ∆ω, by ρ̂. When plotting the boundaries of this
range as a function of driving amplitude f , one finds a triangular region in the f -
∆ω-plane, a so-called Arnold tongue [126]. For the driving forces shown in fig. 3.7C,
one finds ρd(f) ≈ ρ̂ and thus: |χ|(f, ω) ≈ ρ̂/f .

3.4 Local exponents of nonlinear compression

In the last section, we have shown how to calculate the sensitivity of the noisy Hopf
oscillator. As a function of driving amplitude, three different response regimes could
be distinguished. In this section, these will be further characterized. To this end, we
remind the reader of the definition of the local exponent of nonlinear compression α
(see section 1.2 and 2.3) which in the notation of this chapter for the Hopf oscillator
is given by

α =
d ln(|χ|)
d(ln(f))

.

In the case of a tuned stimulus, i.e. ∆ω = 0, it is possible to calculate α explicitely.
To this end note that in the latter case the ratio of Bessel functions appearing in
eq. (3.23) is real and positive, implying that the absolute value signs can be omitted.
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One finds that

α =
d ln(|χ|(eln(f), ω0))

d ln(f)
=
d ln(|χ|(ex, ω0))

dx

∣∣∣
x=ln(f)

(3.26)

=

(
d

dx
ln

(
ρd(e

x)

ex

)
+

d

dx
ln

(
I1(ρd(e

x)ex/ε)

I0(ρd(ex)ex/ε)

)) ∣∣∣
x=ln(f)

(3.27)

= f
ρf + ρ′df

ε

(
I0(fρd/ε)

I1(fρd/ε)
− I1(fρd/ε)

I0(fρd/ε)

)
− 2, (3.28)

where ρ′d = dρd/df and in the second step we have used that [3]

d

dy
I0(y) = I1(y)

and
d

dy
I1(y) = I0(y)− 1

y
I1(y).

Using the expansions given in eq. (3.15) and eq. (3.16), it is possible to show that
the difference of fractions of Bessel functions in eq. (3.26) will tend to 2ε/(ρdf),
given that ρf � ε. As ρ′d in the limit of small f is bounded, we find limf→0 α = 0,
i.e. in linear response the sensitivity, indeed, is constant.

In order to calculate the limit of large forcing, note that using expansions for large
arguments for the Bessel functions appearing in eq. (3.26), one can show that the
difference of fractions of Bessel functions approaches ε/(ρdf), given that ρdf � ε.
Hence, in this regime we find

α ' fρ′d/ρd − 1, (3.29)

such that the exponent α depends on the asymptotics of ρd(f). In this limit, due
to the almost perfect phase locking of the oscillator, ρd is determined by eq. (3.25).
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This yields ρd ∼ f 1/3 and hence α = −2/3 in the supercritical case (see fig. 3.8A),
while ρd ∼ f 1/5 and thus α = −4/5 in the subcritical case (see fig. 3.8B).

Above we have shown that the response of the Hopf oscillator can exhibit strong
nonlinear compression with α & −1. What exactly are the conditions that need to
be met, in order for such a regime to exist? To this end, note that α according to
eq. (3.29) will be close to −1 whenever fρ′d � ρd. As eq. (3.29) is valid whenever
ε/ρd � f , we can formulate the following statement:

ε/ρd � f � ρd/ρ
′
d ; α & −1 (3.30)

By taking the derivative with respect to f on both sides of eq. (3.25), the magnitude
ρ′d can be expressed in terms of ρd as ρ′d = 1/(r+3Bρ2

d+5ρ4
d). Hence, the right hand

side of eq. (3.30) can be written as

ε/ρd � f � ρd(r + 3bρ2
d + 5cρ4

d). (3.31)

We remind the reader that ρd(0) = ρ̂. For a tuned stimulus, due to the symmetry
of the density P (ψ) with respect to its peak at ψ = 0, one has Re(zψ) = zψ > 0. As
rρ+ bρ3 + cρ5 < 0 whenever ρ < ρ̂, eq. (3.22) implies, that ρ̂ ≤ ρd(f) for all driving
amplitudes. Therefore, a regime of strong nonlinear compression, i.e. with α & −1,
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Figure 3.9: Local exponents of nonlinear compression. (A) For the subcritical Hopf oscillator
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With decreasing noise strengths for intermediate driving amplitudes local exponents as low as −1
are found. The range of amplitudes for which strong nonlinear compression is observed with
decreasing noise strength extends to smaller and smaller driving amplitudes. (B) For comparison,
we plot α as a function of driving amplitude f and noise reduction factor ε in case of the the
hair-bundle model operating at OP2 (same data as shown in fig. 2.10). Note the striking similarity
of the data shown in A and B, respectively. The Hopf oscillator, apart from the linear response
for strong driving, shares all the main features concerning nonlinear compression as found for the
stochastic description of hair-bundle dynamics.

for the noisy Hopf oscillator exists whenever there is a range of forcing amplitudes
f such that the condition

ε/ρ̂� f � ρ̂(r + 3bρ̂2 + 5cρ̂4) (3.32)

can be met. For the supercritical Hopf oscillator, with ρ̂ given by eq. (3.4), this in
particular implies that

ε
√
−b/r � f � 2

√
−r3/b (3.33)

has to be fulfilled. Given the last equation, it is obvious that such a range will
always be present whenever either the oscillator is operating far enough from the
Hopf bifurcation, i.e. in the case that −r is large enough, or if the noise strength ε
is sufficiently small (see fig. 3.9). In the subcritical case, with ρd given by eq. (3.5),
eq. (3.32) turns into

√
2cε√
|b|+ κ

� f �
√
|b|+ κ(κ− b)√

2c3
κ, (3.34)

where κ =
√
b2 − 4cr. Right at the bifurcation, i.e. r = 0, eq. (3.34) turns into

ε
√
c/|b| � f � 2|b|5/2/c3/2. (3.35)



Chapter 3. Limit-cycle dynamics in the presence of fluctuations 65

A B

α

|χ
|

|χ
|

α

SUPERCRITICAL SUBCRITICAL

ff

∆ω/ω0 = 0.05
∆ω/ω0 = 0.15
∆ω/ω0 = 0.25

10
1

10
0

-1

-0.8

-0.6

-0.4

-0.2

10
-2 10

-1
10

-2

-4/5

-1

-2/3

-1

10
1

10
0

-1

-0.8

-0.6

-0.4

-0.2

10
-2 10

-1
10

-2

Figure 3.10: Sensitivity |χ|(f, ω) (top) and local exponent α (bottom) vs forcing amplitude for the
noisy Hopf oscillator (r = −1, ω0 = 1, ε = 0.002) for three different values of relative frequency
mismatch. In (A), results for the supercritical Hopf oscillator (b = 1, c = 0), in (B), results for the
subcritical Hopf oscillator (b = −1, c = 1) are shown. In the upper panels, stochastic simulations
(symbols) are compared to theory (eq. (3.23), lines). Local exponents in the lower panels were
determined by numerical differentiation using eq. (3.23).

This shows that for suitably small noise intensities in the subcritical case also right
at the bifurcation strong nonlinear compression is possible. Note again, this is not
the case for the supercritical Hopf oscillator.

We now turn to the case of a finite frequency mismatch, i.e. ∆ω 6= 0. In the
last section, we have argued that for driving forces f > |∆ω|ρ̂, the oscillator will be
strongly phaselocked to the external stimulus, i.e. ζψ . 1, so that ρd follows from
eq. (3.25). In this regime, the detuned system responds as sensitive as the tuned
system. Hence, in the limit of large input amplitudes, α will not be changed by the
detuning (see fig. 3.10A and B). Also, we can extend the above conditions for strong
nonlinear compression to occur. Local exponents of nonlinear compression close to
−1 can be observed in the response of the detuned system whenever there is a range
of forces such that the condition

|∆ω|ρ̂� f � ρ̂(r + 3bρ̂2 + 5cρ̂4)

can be met (see fig. 3.10A and B).
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3.5 Summary

In this chapter, we have discussed the spontaneous and driven dynamics of the
noisy phase and Hopf oscillator. The quality of spontaneous oscillations in case of
the phase oscillator was shown to be inversely proportional to the noise strength.
The same holds true for the Hopf oscillator in the limit of weak noise. In particular,
in the case of the Hopf oscillator we have derived an analytical expression for the
full nonlinear response function and the local exponent of nonlinear compression α.
We have shown that for both oscillators the linear response level for tuned stimuli is
inversely proportional to the noise strength. In the limit of strong driving, the decay
of the sensitivity of the Hopf oscillator corresponds to a local exponent of nonlinear
compression α = −2/3 in the supercritical and α = −4/5 in the subcritical case. For
weak noise, and in the supercritical case a suitable distance from the bifurcation, a
regime of strong nonlinear compression with α & −1 can be observed.

The results presented here shed some light on the findings discussed in the last
chapter. Indeed, for the stochastic hair-bundle description eq. (1.10) and eq. (1.11),
power spectral densities and sensitivity curves, apart from the linear response at
strong driving, are similar to the respective statistics encountered for the noisy
Hopf oscillator. In further agreement, the quality of spontaneous oscillations and
the amplification gain also in case of the hair-bundle model were found to be in-
versely proportional to the noise strength. Furthermore, similar regimes of nonlinear
compression were observed. Note that the operation points OP1 and OP2 are close
to a supercritical and subcritical Hopf bifurcation, respectively.



Chapter 4

Theory of coupled hair bundles

The performance of an isolated hair bundle as a nonlinear amplifier is seriously
impeded by intrinsic fluctuations ([118], see also chapter 2). Noise not only leads
to a poor phase coherence of spontaneous oscillations, but also limits the amplifi-
cation gain of the hair bundle. Within the theoretical framework discussed in the
last chapter, the detrimental effect of noise became particularly salient. The qual-
ity of spontaneous oscillations as well as the sensitivity in linear response for two
generic oscillators were shown to be inversely proportional to the noise intensity. As
discussed in the introduction (see section 1.4.4), most hair bundles are elastically
coupled by overlying gelatinous membranes. In this chapter, we will present the
results of a computational study that was aimed at investigating the possible effects
of such an elastic coupling on hair-bundle dynamics. Most importantly, we will
show that due to a noise reduction effect, elastic coupling is expected to effect an
increased phase coherence of spontaneous oscillations and a significantly enhanced
gain of the hair-bundle amplifier.

4.1 Physical description of coupled hair bundles

In this section, we will introduce the biophysical description of coupled hair bundles
on which the results presented in this chapter are based.

While the excitatory directions of hair bundles typically are locally aligned (see
fig. 4.1), their overall arrangement differs from one inner ear organ to the next. In
the sacculus of the bullfrog, the sensory macula is endowed with about 3000 hair
bundles forming a hexagonal lattice with an approximate center-to-center spacing
of about 12 µm [75]. In the mammalian cochlea, three rows of outer hair cells can
be discerned. The inter-row distance in humans changes gradually from 10 µm at
the base, to about 25 µm at the apex [13]. Thus the typical distance betwen hair
bundles is large compared to the amplitude of several tens of nanometers reported for
spontaneous hair-bundle oscillations. Here we do not aim at a detailed geometric
representation of all the various arrangements realized in vivo. Instead, we will
discuss a more generic situation. Specifically, in our model hair bundles are arranged
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A B

Figure 4.1: Hair-bundle orientations in sensory epithelia. In most inner ear organs the excitatory
directions of hair bundles are locally aligned. We show two examples. In (A), a top view of the
saccular macula of the bullfrog is displayed. The otolithic membrane has been removed. Each of the
small white dots corresponds to a sensory hair bundle. We indicate the approximate local direction
of mechanosensitivity by means of arrows. Note the gradual change of hair-bundle orientation over
most of the epithelium. An exception is the so called striola, sketched here as a green arc. This
imaginary line separates hair bundles with opposite excitatory directions. Adapted from [75]. In
(B), we show a section of the rabbit cochlea with the tectorial membrane removed. Locally, the
excitatory directions of outer hair cells are parallel. On larger length scales, with the cochlea
having the shape of a coiled snail, orientations, however, gradually change. Adapted from [25].

on a square lattice with spacing d (see fig. 4.2). We chose d = 50 µm, a value which
is comparable to typical hair-bundle distances. We have checked that the exact
choice of the lattice spacing is immaterial, as long as it is large compared to the
amplitude of spontaneous oscillations.

Hair bundles are labeled (i, j) according to their position on the lattice, where i =
1, . . . , N and j = 1, . . . ,M . Each hair bundle is described by two variables X i,j and
X i,j
a , characterizing the stereociliary deflection and the state of adaptation motors,

respectively (see section 1.4.3). We consider hair bundles that are all oriented with
their excitatory direction in the positive X direction and X i,j are the deflections
along this direction. In the following, we ignore deflections in the Y direction. A
given hair bundle at site (i, j) is coupled via linear springs to the neighboring hair
bundles at sites (i + k, j + l) with k, l = −1, 0, 1, including diagonal connections.
Boundary conditions are introduced via the boundary sites (k, k′) where at least
one of these indices is 0, N + 1 or M + 1 (see grey boxes in fig. 4.2). We focus on
open boundary conditions for which no elastic connections exist to the boundary
sites. In the case of fixed boundaries these connections exist and Xk,k′ ≡ 0 for all
boundary sites. Periodic boundary conditions can be defined in a standard way by
setting Xi,0 = Xi,M , Xi,M+1 = Xi,1, X0,j = XN,j, XN+1,j = X1,j for i = 1, . . . , N and
j = 1, . . . ,M , X0,0 = XN,M , XN+1,0 = X1,M , X0,M+1 = XN,1, and XN+1,M+1 = X1,1.
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Figure 4.2: Schematic topview of the proposed model. Hair bundles are arranged on a square lattice
with spacing d. Each hair bundle is labelled (i, j) according to its position on the lattice. Black
lines represent springs. The excitatory direction of the hair bundles is the positive X direction.
Here we ignore movements in the Y -direction. Note that the extension of diagonal and vertical
springs, however, depends on the fixed offset d in the Y -direction.

We will consider both the spontaneous activity of coupled hair bundles, as well
as their response to a periodic stimulus force. In the latter case, all hair bundles
are stimulated by the same periodic force Fext(t) = F cos(2πfst). This corresponds
to a situation in which a collection of hair bundles is mechanically stimulated by a
periodic shear stress applied homogeneously via the overlying elastic membrane.

The equations governing the dynamics of a system of coupled hair bundles thus
read

λẊ i,j = fX(X i,j, X i,j
a ) + Fext(t) + ξi,j(t)−

1∑
k,l=−1

′∂U(X i,j, X i+k,j+l)

∂X i,j
(4.1)

λaẊ
i,j
a = fXa(X

i,j, X i,j
a ) + ξi,ja (t), (4.2)

where the prime in the first equation indicates that the sum excludes boundary sites
for open boundary conditions. The functions fX and fXa , which are describing the
deterministic aspect of single hair-bundle dynamics, are given by

fX(X,Xa) = −KGS(X −Xa −DPo)−KSPX

and

fXa(X,Xa) = KGS(X −Xa −DPo)− Fmax(1− SPo),
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respectively (see section 1.4.3). The noise terms ξi,j and ξi,ja , whose noise strength
is given in eq. (1.12), are assumed to be pairwise independent. The potential corre-
sponding to the elastic forces with spring constant K is given by

U =
K

2

(√
(X i+k,j+l + kd−X i,j)2 + l2d2 −

√
k2 + l2d

)2

.

Note that the particular form of the interaction potential results from neglecting any
dynamics in Y . This variable, however, still contributes via the diagonal springs.
The interaction strength between hair bundles is tuned by the single elastic coeffi-
cient K. We will refer to the latter as the coupling stiffness or coupling strength.

Unless stated otherwise, only homogeneous systems will be considered, i.e. for
all hair bundles the same parameters are implemented. In particular, we chose
parameters according to OP2 (see table 1.1).

We will in the following discuss most statistics as functions of the coupling stiffness
K. It is possible, however, to derive rough estimates of the coupling strength realized
in vivo from the Young’s modulus E of the membrane overlying the hair bundles.
Based on dimensional analysis we expect that K ≈ E ·d. For the otolithic membrane
of the bullfrog’s sacculus E ≈ 6.6 kPa has been suggested [87]. With d = 12 µm
this leads to an estimate of K = 79.2 pN/nm, a value that is large compared to
the passive pivotal stiffness KSP of the hair bundle. Consistent with these putative
large coupling strengths, recent experiments have shown that deflections applied
locally to the otolithic membrane itself can induce correlated passive hair-bundle
movements over a significant portion of the whole saccular epithelium [155]. Note,
however, the above estimate does not take into account the three dimensional shape
of the otolithic membrane that exhibits large cavities inside which hair-bundle tips
are attached [80]. This specific geometry and a potentially soft coupling of the
hair bundle to the otolithic membrane could reduce K. In the mammalian cochlea
the Young’s modulus of the tectorial membrane has been estimated and exhibits a
gradient of tectorial stiffness [181, 2, 147, 58, 135, 50]. Values reported range from
E = 0.3 kPa at the apex to 3 kPa at the base in gerbil [135] and from E = 24
kPa at the apex to 224 kPa at the base in mouse [58]. With the distance between
two rows of outer hair cells being on the order of 10 µm, the values observed in
gerbil yield K = 3 − 30 pN/nm, which is comparable to passive stiffnesses of hair
bundles in the mammalian cochlea [154]. The data obtained in mice suggest that
K = 240− 2240 pN/nm, a coupling strength that considerably exceeds KSP. Note,
however, that here we have neglected the effect of directional anisotropies conferred
to the tectorial membrane by collagen fibrils which are organized in radial fibers
[50]. Recently, it has been proposed that due to this morphological specialization,
elastic coupling between outer hair cells could be stronger in the radial direction,
i.e. along the direction of hair-bundle excitation, as compared to the longitudinal
direction.
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Figure 4.3: Synchronization of elastically coupled hair bundles. We present simulation results
for a 9x9 system. (A) For four different coupling strengths as indicated, we plot trajectories of
the hair bundle deflections X5,5 (central hair bundle), X6,5 and X9,5. While being uncorrelated
in the absence of coupling, under strong coupling (K = 1.0 pN/nm) hair-bundle movements are
almost perfectly synchronized. Also note the more regular shape of the oscillations under strong
coupling. (B) For the same coupling strengths as in A, we show color plots of cross-correlation
coefficients determined between the central hair bundle and each of the 81 hair bundles in the
system. Note that by definition this implies a cross-correlation of unity for the central hair bundle.
With increasing coupling strength hair-bundle movements become more and more correlated. In
all cases, cross-correlations decrease with increasing distance on the lattice.

4.2 Spontaneous noisy oscillations and synchronization

In this section, we discuss the effects of elastic coupling on the spontaneous dynamics
of quadratic N ×N arrays of interconnected hair bundles.

In the absence of coupling, i.e. K = 0 pN/nm, hair bundles move independently
from one another (see fig. 4.3A). An increase of the coupling strength leads to a
progressive synchronization of the performed spontaneous oscillations (see fig. 4.3A,
K = 0.03− 1.00 pN/nm). We characterized the degree of synchronization by means
of cross-correlation coefficients. For two hair bundles at respective sites (i, j) and
(m,n) the cross-correlation coefficient is given by

C =
〈(X i,j − 〈X i,j〉)(Xm,n − 〈Xm,n〉)〉√

Var(X i,j)Var(Xm,n)
,

where Var(X i,j) and Var(Xm,n) denote the variance of the deflections X i,j and Xm,n,
respectively. For a 9 × 9 array we show in fig. 4.3B for various choices of the cou-
pling stiffness K color plots of the cross-correlation coefficients between the central
hair bundle at site (5,5) and all 81 hair bundles in the system. Cross-correlations
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Figure 4.4: Spectral statistics of spontaneous oscillations in systems of elastically coupled hair
bundles. In (A), we show power spectra of the central hair bundle in a 9x9 system for various K
as indicated. Note the sharpening of the spectral peak. In (B), the peak height S(f0), in (C), the
characteristic frequency f0, and in (D), the quality factor Q of the central hair bundle in systems
of different sizes is shown as a function of coupling strength K. System sizes for C and D are
indicated in B. We mark the passive hair bundle stiffness KSP by vertical, dashed lines in B, C,
and D. Note that while the frequency changes only mildly (less than 10%), the peak height and
quality beyond a certain critical value increase rapidly, and in the strong coupling regime approach
a size-dependent value which is larger than in the uncoupled case.

increase along with coupling strength K. Note that for a given coupling stiffness
cross-correlations decay with increasing distance from the central hair bundle. For
sufficiently strong coupling (see the data for K = 1 pN/nm in fig. 4.3A and B) all
hair bundles in the array are almost perfectly synchronized. The cross-correlation
coefficient between any two hair bundles in this case is close to one (not shown).

In order to reveal the effect of coupling on the phase coherence of spontaneous
oscillations, we varied the spring constant K and the system size, and determined
the power spectrum S(f) of the central hair bundle’s displacement. The central
hair bundle is the hair bundle at position (1

2
(N + 1), 1

2
(N + 1)) in the case of odd

N , or in the case of even N at position (1
2
N, 1

2
N). The power spectral density was

defined in section 2.1. Power spectra for increasing coupling strength K, shown in
fig. 4.4A for a 9× 9 array, demonstrate a sharpening of the spectral peak, indicative
of an increased degree of phase coherence. This is further quantified in fig. 4.4B
and fig. 4.4D in terms of the height S(f0) of the spectral peak at its characteristic
frequency f0, and its quality factor Q = f0/∆f (see section 2.1). The height and
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quality dependence on K reveal three regimes: weak (low plateau), intermediate
(steep slope), and strong coupling (high plateau). In the latter two regimes, the
height and quality of the spectral peak depend on the system size — the respective
plateau at large K is growing with N . Note that coupling strengths larger than the
pivotal stiffness KSP belong to the strong coupling regime. The frequency f0 varies
only mildly with increasing coupling strength (about 10%; fig. 4.4C) resulting in a
shallow maximum of the quality factor vs the coupling strength K.

We conclude, elastic coupling in our simulations synchronizes hair bundle move-
ments and causes the latter to perform oscillations of higher quality, i.e. with a
higher phase coherence. Note that a similar enhancement upon a reduction of in-
trinsic fluctuations was observed for a single hair bundle (see chapter 2)and for the
two generic oscillators discussed in the last chapter.

4.3 Nonlinear amplification

The main task of hair bundles is the transduction and amplification of sound signals.
In this section, we therefore study how the linear and the nonlinear response of a
system of coupled hair bundles depends on coupling parameters, i.e. system size
and coupling strength.

All hair bundles in a given system were simultaneously driven with a periodic
stimulus Fext(t) = F cos(2πfst). We characterized the response of the central hair
bundle by means of the sensitivity |χ|(F, fs) and the amplification gain G. Both
measures were introduced in section 2.2.

The sensitivity as a function of coupling strength for a driving at the characteristic
frequency, i.e. fs = f0, is displayed in fig. 4.5A. The resulting behavior resembles the
one of the spectral peak height discussed in the previous section. At weak coupling
the sensitivity changes little with increasing coupling or system size and is close
to the value of a single hair bundle ([118], also see section 2.2). Beyond a certain
critical coupling K & 0.1 pN/nm, the sensitivity sharply increases and saturates at
a size-dependent level.

In order to characterize the best possible performance, for the following we have
tuned the coupling strength such that the sensitivity is at or close to its high-coupling
limit. Specifically, we have chosen the coupling strength that maximizes the quality
of the spontaneous activity. We have checked that the exact value of the coupling
was immaterial as long as we were in the strong coupling regime discussed above.

The sensitivity for weak stimuli, i.e. in the sensitive linear response regime, is
shown in fig. 4.5B as a function of the frequency mismatch fs − f0. Close to the
spontaneous frequency (fs ≈ f0), the sensitivity attains its maximum which in-
creases and sharpens strongly for increasing N . For large frequency mismatch the
sensitivity is independent of N .
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Figure 4.5: Sensitivity with respect to a periodic driving. In (A), we plot the sensitivity |χ|(F, f0)
for a driving with fs = f0 at weak forcing (F = 0.1 pN for 1 × 1, F = 0.05 pN for 3 × 3, 4 × 4,
F = 0.025 pN for 6×6, F = 0.01 pN for 9×9) vs coupling strength. For comparison, we mark the
passive stiffness KSP of a single hair bundle by a dashed line. Note that the sensitivity in the strong
coupling regime is enhanced. In (B), we show |χ|(F, fs) as a function of frequency detuning for
coupling strengths corresponding to the strong coupling regime. In particular, K was chosen so as
to maximize the quality of spontaneous oscillations (K = 0.45 pN/nm for 3x3 and 4x4, K = 0.32
pN/nm for 6x6, K = 0.28 pN/nm for 9x9). The driving amplitude was adjusted so as to be in the
sensitive linear response regime for weak driving (same driving forces as in A). The inset in (B)
shows all the data with their maxima rescaled to one. Note the sharpening of these tuning curves
with increasing system size. In (C), we show |χ|(F, f0) as a function of driving amplitude for the
same coupling strengths as in (B). As a dashed line we indicate a power law Fα0 with an exponent
α0 = −0.88. In (D), we display the gain G (defined by eq. (2.8)) as a function of the total number
of hair bundles (boundary conditions as indicated). Note the linear increase for open and periodic
boundary conditions.

The nonlinear response to periodic forcing can be characterized by the depen-
dence of the sensitivity on the forcing amplitude F (see fig. 4.5C). As shown earlier,
a clear nonlinearity can be seen already for a single hair bundle ([118] and section
2.2). At small driving amplitude, the linear response regime for weak driving ampli-
tudes manifests itself by a plateau. At higher values of F , the sensitivity decreases
approximately like a power law |χ| ∼ Fα0 . For still larger driving amplitudes the
response is linear again. By increasing the system size we increase considerably the
range of forcing amplitudes for which a power law applies. For a 9 × 9 array, the
sensitivity exhibits a power-law behavior with α0 ≈ −0.88 over at least two orders
of magnitude. Note that the value of α0 is smaller than the one characterizing the
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nonlinearity for a single hair bundle (α0 ≈ −0.66). The value of α0 reported here
implies an even stronger nonlinear compression.

We find that the gain increases almost linearly with the number of hair bundles
(see fig. 4.5D)) and attains a value of about 400 for a 9x9 array. Note that this
value is comparable to the gain of the mammalian cochlea as observed in basilar
membrane vibrations upon acoustic stimulation [138]. In order to verify that this
result is not solely due to the kind of boundary conditions chosen we repeated
the simulations for periodic and fixed boundary conditions. The resulting gain
(see fig. 4.5D) demonstrates that even in the rather pessimistic setting with fixed
boundaries an enhancement effect (although reduced compared to the case with
open boundary conditions) survives. Interestingly, the curve for periodic boundary
conditions differs only marginally from the main result for open boundary conditions.

The observed effects of coupling on the driven dynamics of hair bundles closely
parallel the findings for the noisy Hopf oscillator discussed in chapter 3 and those
for a single hair bundle presented in chapter 2. In both cases a reduction of the
noise level brought about a similar enhancement as reported here. E.g. for a sin-
gle hair bundle, a reduction of intrinsic fluctuations not only sharpens the tuning
(see fig. 2.8B), but also the amplification gain increases linearly with inverse noise
reduction factor (see fig. 2.7). Also the larger degree of nonlinear compression upon
coupling can readily be understood with reference to our discussion of the response
of the the hair bundle in terms of the local exponent α of nonlinear compression. In
section 2.3, we have pointed out that upon a sufficient reduction of the noise level,
a single hair bundle operating at OP2 will exhibit regimes of nonlinear compression
corresponding to local exponents α as small as -1. In light of these results, also the
decrease of α0 observed here highlights the possibility that the main effect of elastic
coupling is an effective reduction of the noise strength shaping the dynamics of the
central hair bundle. Note that in agreement with this interpretation, coupling has
no appreciable effect on e.g. the sensitivity in the linear response regime for strong
driving amplitudes. In the framework of a mean-field type argument we will show
in section 4.6 in what sense elastic coupling, indeed, leads to such an effective noise
reduction.

In summary, we conclude that elastic coupling can bring about a pronounced en-
hancement of the hair bundles’ signal detection and amplification properties. While
here we discuss the response solely in terms of the central hair bundle, we stress that
we observed similar effects for all hair bundles in a given system. In the strong cou-
pling regime, with all hair bundles being strongly synchronized, also their respective
tuning characteristics and amplification gains were similar.

4.4 Transient responses

So far, we have discussed the response of coupled hair bundles for long stimula-
tion times after transients have vanished. After a stimulus is switched on it takes,
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Figure 4.6: Transient build-up of the mean hair-bundle response. When all hair bundles in a given
system (here 3x3) receive a stimulus Fext(t) = F cos(2πf0t) which is switched on at t = 0, the
time-dependent mean value of the central hair bundle’s deflection for t > 0 performs an oscillation
of the same frequency. The amplitude of the response relaxes exponentially to its final value.
We show this mean response (averaged over 263000 realizations) as a black line for a stimulation
amplitude of F = 0.065 pN. We indicate the relaxation by a fit of the envelope from eq. (4.3)
(red line). We indicate the detection threshold X∗ as a dashed blue line. Note that the response
amplitude reaches the threshold within a time tth. For this choice of detection window tth, the
minimal threshold force is thus given by F ∗ = 0.065.

however, a certain time until the system reaches its final response amplitude (see
fig. 4.6). In this section, we will discuss certain aspects related to the time course
of this transient response build-up.

To this end, we determined the relaxation time τ of the mean response amplitude
after a periodic stimulus (fs = f0) was switched on at time t = 0 (fig. 4.6). For
t > 0 the response is well described by

〈X(t)〉 ≈ F |χ|(F )(1− exp[−t/τ(F )]) cos(2πf0t− φ1), (4.3)

where φ1 denotes the phase shift of the mean response with respect to the periodic
stimulus. Note that here we have neglected the possible presence of higher harmonics
in the response. The relaxation time τ(F ) obtained by a fit of this expression to
simulation data is displayed in fig. 4.7A as a function of stimulus amplitude F for
various system sizes. The coupling stiffness K was chosen so as to maximize the
central hair bundle’s quality of oscillation. At small amplitude, the relaxation time
is largest and is approximately given by

τ ≈ Q/(πf0) = τcorr,

shown by solid lines in fig. 4.7A. Note that τ coincides with the relaxation time τcorr

of the autocorrelation function of hair-bundle deflections (see section 2.1). In the
absence of an external stimulus, τcorr is a measure for the time it takes for correla-
tions to die out among independent hair bundles with identical initial conditions1.

1To avoid confusion: these independent hair bundles could also be elements of independent sys-
tems of coupled hair bundles of identical size and identical initial conditions.
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Figure 4.7: Transient response of driven oscillations. In (A), we show the relaxation time τ(F )
obtained from fits as shown in fig. 4.6 in units of driving periods f−1

s (note that here fs = f0)
as a function of forcing amplitude F . We present data for various system sizes as indicated. For
weak forcing, we find that τ = Q/(πf0) (horizontal lines). For intermediate forcing amplitudes
the data is well described by a power law decay with τ ∼ F−1.17 (dashed line). In (B), we display
the minimal force F ∗ needed to reach a given threshold X∗ after a given number tthf0 of stimulus
cycles. For large systems we find that approximately F ∗ ∼ t−0.78

th (dashed line). In (C), we show
the final response amplitude F · |χ|(F ), i.e. after the response amplitude has fully relaxed. This
shows that the threshold X∗ = 1 nm for all system sizes considered here lies in the sensitive
linear response regime for weak forcing. Note that in this representation, a linear response regime,
in which by definition the response amplitude grows proportional to the driving amplitude F ,
corresponds to a slope of unity.

Reciprocally, in linear response τcorr determines how fast correlations among inde-
pendent hair bundles with random initial states are build up by means of a weak
periodic signal.

A 9×9 system relaxes at weak stimulus after about 100 stimulation cycles, whereas
a single hair bundle already relaxes after one cycle. The relaxation time decreases
for stronger stimuli as a power law γ ∼ F β0 with β0 ≈ −1.17. This power law occurs
in the same range of stimulus amplitudes as does the power law of the sensitivity (cf.
fig. 4.5C). Therefore, as the stimulus amplitude is increased, sensitivity is reduced;
the response, however, builds up faster. We note that the relaxation time saturates
for strong forcing at a value corresponding to the relaxation time of the passive
system. The latter can be estimated as τ∞ ≈ (KGS + KSP)/λ and is much shorter
than 1/f0, i.e. one oscillation cycle.

For a sound detector such as the hair bundle an important property is the minimal
force amplitude F ∗ required for the mean response to reach a detection threshold
X* within a given time tth (see fig. 4.6). Using eq. (4.3) we determine the relation
between tth and F ∗ as

tth = τ(F ∗) ln
F ∗|χ|(F ∗)

F ∗|χ|(F ∗)−X∗
. (4.4)

This relation is displayed in fig. 4.7B using our simulation data for arrays of different
sizes and a physiologically reasonable threshold amplitude of X∗ = 1 nm [43]. For
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increasing detection window tth, the threshold amplitude F ∗ decreases. As the final
response amplitude F · |χ|(F ) (see fig. 4.7C) tends to zero for decreasing driving
amplitude, a minimal threshold, however, exists. For a threshold of 1 nm this
minimal threshold amplitude for all studied system sizes is attained in the linear
response regime for weak driving amplitudes. This can also be understood with
recourse to the results presented in chapter 3. There we have shown that the noisy
Hopf oscillator responds in a linear fashion at least up to a driving amplitude for
which the phase-locked response has an amplitude that is comparable to the one
of the spontaneous oscillation. At OP2, hair bundle oscillations have an amplitude
of about 20 nm, i.e. are much larger than the threshold considered here. It is
therefore, indeed, to be expected that the minimal threshold amplitude will fall
into the linear response regime even for larger system sizes. The minimal threshold
force is then given by X∗/|χ|(F = 0), where |χ|(F = 0) denotes the limiting value
of the sensitivity for weak driving amplitudes, i.e. the linear response level. For
increasing system size, cooperativity of hair bundles leads to a reduction of this
minimal threshold force (see fig. 4.7B). While sensitivity thus is enhanced, it requires
increasingly large stimulus durations tth in order for the response amplitude to reach
the threshold. Note, however, that in case of a 9x9 system for a force amplitude of
F = 10−2pN, which is in the sensitive linear response regime, only about 20 stimulus
cycles (tth = 20f−1

0 ) are required to reach the detection threshold of X∗ = 1nm.

For large systems, we obtain a power law for the dependence of the threshold
amplitude F ∗ on the detection window size tth. Its exponent can be estimated by
noting that

tth = τ(F ∗) ln(1 +
X∗

F ∗|χ|(F ∗)−X∗
)

≈ τ(F ∗)
X∗

F ∗|χ|(F ∗)
∼ F ∗−1−α0+β0 ,

where we have used that for large systems and intermediate forcing amplitudes
F |χ|(F ) � X∗, while also |χ|(F ) ∼ Fα0 and τ(F ) ∼ F β0 . We thus find the

power law dependence F ∗ ∼ t
1/(−α0+β0−1)
th which is indicated in fig. 4.7C as a dashed

line. We note here that in many hearing organs so-called temporal integration
curves have been measured [38, 45], revealing nonlinear relationships between the
detection threshold and the duration of a sound stimulus. Often power laws close to
F ∗ ∼ t

−3/8
th are reported [38] (assuming that F is proportional to stimulus pressure).

As shown above, coupling of hair bundles naturally generates power laws, albeit
with an exponent closer to -3/4 than to -3/8.
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4.5 Heterogeneities

In the above, we have considered systems of NxN identical hair bundles. However,
in vertebrate hearing organs neighboring hair cells can differ in their characteristic
frequencies. For instance, in the cochlea outer hair cells exhibit a frequency gradient
along the basilar membrane. To verify that the effects discussed above are not
solely due to the specific setup chosen, we have also investigated systems of NxM
coupled hair bundles with different values of N and M, and random and graded
frequency profiles with up to 20% frequency variability. In general, if the coupling
is sufficiently strong, we recover all of the effects found in homogeneous quadratic
systems (synchronization, enhanced frequency tuning, and enhanced gain). In this
section, we discuss the specific case of N=3 and M=27, thus mimicking the geometric
setup as realized in the cochlea.

Along the basilar membrane for each distance from the stapes a unique char-
acteristic frequency fCF exists (see section 1.1). This frequency decreases almost
exponentially from base to apex, i.e.

fCF(x) ≈ ω0e
−x
l , (4.5)

where x denotes distance from the stapes, ω0 is the frequency at the base, and l is
a decay length. In the case of the mammalian cochlea l ≈ 7 mm [57]. In each of the
three rows of outer hair cell, the human cochlea along its length of about 35mm [164]
hosts approximately 4000 outer hair cells. With the longitudinal distance between
two outer hair cells thus being on the order of 10 µm, 27 rows of outer hair cells span
only about 0.26 mm, i.e. a fraction of the decay length l. The frequency gradient
over 27 triplets of outer hair cells can thus be assumed to be almost linear. In the
following we will therefore investigate the effect of graded frequency profiles in form
of linear frequency gradients only.

Note that the intrinsic frequency of an individual hair bundle depends on the
pivotal stiffness KSP in an almost linear fashion (see inset of fig. 4.8A). By varying
KSP between 0.5 pN/nm and 0.7 pN/nm, we can tune the spontaneous oscillations
to frequencies varying about 20%.

In a 3x27 system we could thus introduce an intrinsic linear frequency gradi-
ent along the Y -axis by a linear gradient of pivotal stiffness with a range ∆KSP.
Denoting the passive stiffness of the hair bundle at site (i, j) by Ki,j

SP we used

Ki,14+j
SP = K̄SP + j ·KSP/26 for j = −13, . . . , 13.

Therefore K̄SP is the pivotal stiffness of the central hair bundle at site (2, 14) and
coincides with the average stiffness of all hair bundles in the system. In our simula-
tions we have used K̄SP = 0.6 pN/nm. The remaining hair-bundle parameters were
identical throughout the system and were chosen according to OP2 (see table 1.1).

Denoting by f i,j0 the characteristic frequency of the hair bundle at site (i, j), the
frequency range for a given system is then defined as ∆f0 = f 2,27

0 − f 2,1
0 . The
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Figure 4.8: The effect of a linear stiffness gradient in a system of 3x27 coupled hair bundles. Four
different frequency gradients are generated by a linear variation of pivotal stiffness over different
ranges ∆KSP as indicated in D. For all systems we have chosen K̄SP = 0.6 pN/nm. In (A) for each
system we plot the relative frequency range ∆f0/f̄0 as a function of coupling strength K. Note
that for all systems, due to synchronization in the limit of strong coupling the relative frequency
range tends to zero. In (B), for all four systems we show the sensitivity |χ|(F, f̄0) (driving at the
central hair bundle’s characteristic frequency f̄0) of the central hair bundle in the sensitive linear
response regime (F = 0.01 pN) as a function of coupling strength K. Note that in the limit of large
K the results of all systems agree. In (C), we display the quality Q̄ of the central hair bundle’s
spontaneous oscillations as a function of K. Again, while for K ≈ K̄SP differences between the
four system can be seen, in the limit of strong coupling the results for all four systems agree. The
dashed line in (B) and (C) indicates the passive stiffness K̄SP of the central hair bundle. In (D),
we plot the sensitivity of the central hair bundle for the four systems as a function of driving
amplitude F . Here we have chosen K = K̄SP = 0.6 pN/nm and fs = f̄0.

frequency of the central hair bundle is f̄0 = f 2,14
0 . In particular, below we will

discuss the relative frequency range which is defined as the ratio ∆f0/f̄0. In the
case of the cochlea this relative frequency range can be estimated using eq. (4.5) to
be on the order of 5%.

In fig. 4.8, we show the statistics of the spontaneous and driven activity of the
central hair bundle for different ranges of intrinsic frequencies. Fig. 4.8A shows the
relative frequency range ∆f0/f̄0 as a function of coupling strength. In the absence
of coupling (K = 0 pN/nm), ∆f0 equals the intrinsic frequency range of the system.
The examples shown correspond to relative intrinsic frequency ranges of 0% (green),
2% (red), 9% (blue) and 18% (yellow). In the limit of large coupling (K � KSP),
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∆f0 vanishes and all hair bundles are synchronized. For K ≤ K̄SP, the frequency
range is reduced. A significant frequency gradient, however, remains.

The maximal sensitivity |χ| in linear response and the quality Q of the central
hair bundle’s spontaneous oscillations are displayed in fig. 4.8B and C, respectively,
as functions of coupling strength K. Deviations from the homogeneous case (green
lines) for both quantities occur predominantly when K ≈ K̄SP. In the limit of strong
coupling, all systems show the same behavior. If K differs by less than an order of
magnitude from K̄SP, amplification and frequency tuning are significantly enhanced,
while at the same time frequency gradients can be preserved.

The sensitivity as a function of driving amplitude is shown in fig. 4.8D for a
coupling strength K = K̄SP. At this coupling strength, sensitivity is significantly
enhanced by coupling, while there still exists a range ∆f0 of frequencies of the
spontaneous activity in heterogeneous systems. All cases shown exhibit a strong
compressive nonlinearity and amplification gain. Increasing the intrinsic frequency
range from 0% to 18%, the amplification gain, however, is reduced from about 300
to about 100.

The mammalian cochlea needs to perform well according to at least two criteria.
On the one hand, very high sensitivity is desirable. On the other hand, fine frequency
resolution, e.g. for speech recognition, needs to be achieved. The results presented in
this section indicate that these two aspects could constitute competing requirements.
Strong coupling, while enhancing sensitivity, could reduce the ability of the cochlea
to resolve a stimulus’ frequency content. No coupling, while not changing intrinsic
frequency gradients, could render sensitivity too low. Above we have shown that
balancing both aspects is possible. Our results suggest that locally adjusting the
coupling strength to the passive hair-bundle stiffness, while enhancing sensitivity,
would not entirely flatten out frequency profiles. As pointed out in section 4.1, the
tectorial membrane is not homogeneous along its length, but from base to apex
exhibits a morphological stiffness gradient. Based on data obtained in gerbil [135],
the effective coupling strength changes from about K = 30 pN/nm at the base to
about K = 3 pN/nm at the apex. Interestingly, a similar gradient of passive hair-
bundle stiffness is observed in the cochlea of the guinea pig. In this species, the
passive stiffness was reported to gradually change from about KSP = 40 pN/nm at
the base to about KSP = 0.5 pN/nm at the apex [154]. This finding underscores
the possibility that coupling strength in the mammalian cochlea could, indeed, be
locally adjusted in order to achieve an optimal tradeoff between the two performace
criteria of high sensitivity and frequency resolution.

4.6 A mean-field argument

In the previous four sections, we have discussed numerical results showing that elas-
tic coupling of active hair bundles can have a profound effect on their spontaneous
and driven dynamics. The observed effects, as for example the almost linear increase
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HC
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HC HC

p=1 p=N

p=(N-1)N+1 p=N2

Figure 4.9: Relabeling of hair bundles. Unlike in the previous sections, here we label hair bundles
with a single index. Starting from the left lower corner, each row of hair bundles is labeled with
a running index, starting from the left. While in no way affecting the coupling geometry or the
dynamics of the system, this new labeling will be useful when presenting the results of this section.

of the amplification gain along with system size (see fig. 4.5D), are reminiscent of the
effects observed upon reducing the intrinsic fluctuations shaping the dynamics of an
isolated hair bundle (see chapter 2). In this section, we will argue that it is indeed
by effectively reducing the noise level that elastic coupling enhances hair-bundle
performance.

We will consider quadratic systems and open boundary conditions only. The ar-
guments presented, however, can be straightforwardly generalized to non-quadratic
systems and periodic boundary conditions, yielding qualitatively similar results.

For the purpose of this section, it is useful to label hair bundles in a different
manner as compared to previous sections (see fig. 4.9). Given a system of NxN
coupled hair bundles, we define a deflection vector x = (xp), a motor position
vector xa = (xpa), as well as two noise vectors ξ = (ξp) and ξa = (ξpa), such that for
given i, j with 1 ≤ i, j ≤ N we have

x(i−1)N+j = X i,j, x(i−1)N+j
a = X i,j

a , ξ
(i−1)N+j = ξi,j, ξ(i−1)N+j

a = ξi,ja .

We furthermore introduce the average deflection x̄ (see fig. 4.10) and the average
motor position x̄a of all hair bundles in the system, i.e.

x̄ =
1

N2

N2∑
p=1

xp and x̄a =
1

N2

N2∑
p=1

xpa. (4.6)

These average positions will also be referred to as mean-field variables or simply
as the mean field. The deviation vectors δ = (δp) of the individual deflections
(see fig. 4.10) and δa = (δpa) of the individual motor positions from the respective
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Figure 4.10: Coupling-induced oscillations of the mean field. A 9x9 system was simulated for
two coupling strengths, corresponding to no coupling (A, K = 0 pN/nm) and the strong coupling
regime (B, K = 5 pN/nm). In the upper panel we plot trajectories of three hair bundles within
the respective system (x1 (lower left corner), x41 (central hair bundle), x81 (upper right corner)).
As shown in section 4.2, coupling leads to synchronization (see B). In the middle panel we plot the
corresponding time course of the respective mean-field variable x̄. Note that in A, with all hair
bundles being independent, the mean field only fluctuates mildly about zero. With hair bundles
being synchronized, in the strong coupling regime, however, the mean field performs a well-defined
oscillation comparable to the oscillations of the individual hair bundles. Note the more regular
shape of the oscillation as compared to the individual trajectories shown in A. In the lower panel,
we plot the deviations δ1, δ41, and δ81 from the mean field corresponding to the respective traces
shown in the upper panel. In A, as the mean field is almost zero, these deviations are large and
almost equal the individual trajectories. In the strong coupling regime, deviations in contrast are
small compared to the hair bundles’ oscillation amplitudes. The dynamics of each hair bundle, in
other words, safe of these deviations, largely coincides with the dynamics of the mean field.

mean-field variable are given by

δp = xp − x̄ and δpa = xpa − x̄a. (4.7)

Note that the above definitions imply

N2∑
p=1

δp = 0 and
N2∑
p=1

δpa = 0. (4.8)

Assuming that K is chosen sufficiently large, hair bundles do oscillate in near
synchrony (see section 4.2). In this strong coupling regime, the mean field variable
x̄ oscillates in a similar fashion as compared to the individual hair bundles that
the system consists of (see fig. 4.10B). The deviations δp of individual hair bundle
deflections from the mean field value x̄ are small versus the oscillation amplitude (see
fig. 4.10B). Even though motor variables are not coupled, we will additionally assume
that deviations of the individual motor variables δpa from the mean field value x̄a are
likewise small. Under these assumptions, in the following we will derive approximate
dynamic equations for the mean-field variables, as well as for the deviation vectors.
Later on we will see that, indeed, these assumptions lead to self-consistent results.
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To this end, as a first step we linearize the coupling term describing elastic hair
bundle interactions in eq. (4.1). Note that typical deflection amplitudes of hair
bundles are on the order of several tens of nanometers. The lattice constant, however,
which also sets the rest length of the springs mediating the elastic coupling, was
chosen to be d = 50 µm. It is therefore reasonable to expand coupling forces up to
linear order in relative deflections X i+k,j+l−X i,j of interacting hair bundles, leading
to

−∂U(X i,j, xi+k,j+l)

∂X i,j
≈


K(X i+k,j+l −X i,j) for |k| = 1, l = 0
1
2
K(X i+k,j+l −X i,j) for |k| = 1, |l| = 1

0 for |k| = 0, |l| ≤ 1.

In particular, note that vertical springs in this approximation do not add to the
elastic interactions induced by coupling and that these forces are independent of the
lattice spacing d. Using these linearized coupling forces, the deflection dynamics for
a hair bundle in the coupled system reads

λẋp = fX(xp, xpa) +K
1∑

m,n=−1

′(1− |n|
2

)|m|(xp+nN+m − xp) + Fext(t) + ξp(t),

where the prime indicates that the sum extends over next-nearest neighbors only.

In order to further facilitate the notation, we introduce the coupling matrix C =
(cpq). It is uniquely defined by the requirement that for all p with 1 ≤ p ≤ N2

1∑
m,n=−1

′(1− |n|
2

)|m|(xp+nN+m − xp) =
N2∑
q=1

cpqx
q.

In particular, note that C is symmetric and that

N2∑
q=1

cpq = 0 (4.9)

for all p with 1 ≤ p ≤ N2. The full dynamics for a hair bundle in the coupled system
can thus be written as

λẋp = fX(xp, xpa) +K
N2∑
q=1

cpqx
q + Fext(t) + ξp(t) (4.10)

λaẋ
p
a = fXa(x

p, xpa) + ξpa(t). (4.11)
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We can approximate these dynamics to linear order in δp and δpa as

λẋp = fX(xp, xpa) +K

N2∑
q=1

cpqx
q + Fext(t) + ξp(t)

= fX(x̄+ δp, x̄a + δpa) +K

N2∑
q=1

cpq(x̄+ δq) + Fext(t) + ξp(t)

≈ fX(x̄, x̄a) +
∂fX
∂X

∣∣∣
x̄,x̄a

δp +
∂fX
∂Xa

∣∣∣
x̄,x̄a

δpa +K
N2∑
q=1

cpqδ
q + Fext(t) + ξp(t),

(4.12)

and

λaẋ
p
a = fXa(x

p, xpa) + ξpa(t)

≈ fXa(x̄, x̄a) +
∂fXa
∂X

∣∣∣
x̄,x̄a

δp +
∂fXa
∂Xa

∣∣∣
x̄,x̄a

δpa + ξpa(t), (4.13)

where in eq. (4.12) we have used eq. (4.9). We can therefore derive the following
dynamic equations for the mean field:

λ ˙̄x =
1

N2

N2∑
p=1

λẋp

= fX(x̄, x̄a) +
∂fX
∂X

∣∣∣
x̄,x̄a

1

N2

N2∑
p=1

δp +
∂fX
∂Xa

∣∣∣
x̄,x̄a

1

N2

N2∑
p=1

δpa

+
K

N2

N2∑
p=1

N2∑
q=1

cpqδ
q + Fext(t) +

1

N2

N2∑
p=1

ξp(t)

= fX(x̄, x̄a) + Fext(t) +
1

N2

N2∑
p=1

ξp(t), (4.14)

λa ˙̄xa =
1

N2

N2∑
p=1

λaẋ
p
a

= fXa(x̄, x̄a) +
1

N2

N2∑
p=1

ξpa(t). (4.15)

Here, we have used the symmetry of the coupling matrix C and the properties stated
in eq. (4.8) and eq. (4.9). Note that〈

1

N2

N2∑
q=1

ξq(t)
1

N2

N2∑
p=1

ξp(t′)

〉
=

1

N4

N2∑
p=1

〈ξp(t)ξp(t′)〉 =
2λkBT

N2
δ(t− t′),
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as the white noise terms ξp are pairwise uncorrelated. A similar argument holds
true for the sum of noise sources appearing in the equation for x̄a. As the sum of
Gaussian variables is again Gaussian, we can therefore substitute the sums of noise
sources appearing in eq. (4.14) and eq. (4.15) by two effective white noise terms√

1/N2ξ̃(t) and
√

1/N2ξ̃a(t) with respective autocorrelation functions 〈ξ̃(t)ξ̃(t′)〉 =

2λkBTδ(t − t′) and 〈ξ̃a(t)ξ̃a(t′)〉 = 2λakBTaδ(t − t′). The equations for the mean
field accordingly reduce to

λ ˙̄x = fX(x̄, x̄a) + Fext(t) +

√
1

N2
ξ̃(t), (4.16)

λa ˙̄xa = fXa(x̄, x̄a) +

√
1

N2
ξ̃a(t). (4.17)

In other words, the mean field behaves as a single hair bundle, albeit with reduced
noise (cf. fig. 4.10B). Note that the strength of fluctuations which drive mean field
dynamics is inversely proportional to the total number N2 of hair bundles in the
system.

We now turn to the deviations δp and δpa of the individual hair bundles from the
mean field. Their dynamics are governed by the following equations:

λδ̇p = λẋp − λ ˙̄x

=
∂fX
∂X

∣∣∣
x̄,x̄a

δp +
∂fX
∂Xa

∣∣∣
x̄,x̄a

δpa +K
N2∑
q=1

cpqδ
q + ξp(t)− 1

N2

N2∑
q=1

ξq(t),

(4.18)

λaδ̇
p
a = λaẋ

p
a − λa ˙̄xa

=
∂fXa
∂X

∣∣∣
x̄,x̄a

δp +
∂fXa
∂Xa

∣∣∣
x̄,x̄a

δpa + ξpa(t)−
1

N2

N2∑
q=1

ξqa(t). (4.19)

The latter can be written conveniently in matrix form as(
λδ̇

λaδ̇a

)
=

(
KC + B11 B12

B21 B22

)(
δ
δa

)
+

(
D 0
0 D

)(
ξ(t)
ξa(t)

)
. (4.20)

Here we have defined the shorthand

B11 = ∂fX
∂X

∣∣∣
x̄,x̄a

1, B12 = ∂fX
∂Xa

∣∣∣
x̄,x̄a

1,

B21 =
∂fXa
∂X

∣∣∣
x̄,x̄a

1, B22 =
∂fXa
∂Xa

∣∣∣
x̄,x̄a

1,
(4.21)

where 1 denotes the N2xN2 identity matrix. Furthermore, the N2xN2 matrix D =
(dpq) is given by

dpq =

{
1− 1

N2 for p = q
− 1
N2 for p 6= q.
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Figure 4.11: Derivatives of the state-dependent forces fX and fXa
acting on the deflection and

motor variable, respectively. We plot for a hair bundle operating at OP2, in the absence of noise,
in (A) the derivatives ∂fX

∂X , ∂fX

∂Xa
, and in (B) the derivatives ∂fXa

∂X , ∂fXa

∂Xa
as solid lines. Note that

these derivatives are all bounded and oscillate with twice the frequency (about 16Hz) of the hair
bundle’s deflection X (about 8 Hz). In (B), we also indicate as a dashed line the minimum value,
namely −KGS, which ∂fXa

∂Xa
can attain (for X, Xa such that Po(X,Xa) = 0 or 1).

According to eq. (4.20), the dynamics of the deviation vectors δ and δa obey a
2N2x2N2-dimensional Ornstein-Uhlenbeck process with time-dependent coefficients
[49]. Note, however, that all derivatives defining the matrices Bij for given deflection
X and motor position Xa solely depend on the open probability Po(x̄, x̄a). As this
dependence is continuous on the closed interval [0, 1], the respective derivatives can
only attain values which are bounded from below and above (see fig. 4.11). In
particular, the respective bounds are independent of the coupling strength K. In
the limit of strong coupling, the influence of elastic forces due to the coupling term
KC ∼ K can therefore be assumed to dominate the dynamics of δ. In this regime,
we can in other words neglect the influence of the mean field and effectively set

B11 = B12 = 0.

Note that this choice decouples the dynamics of δa and δ, yielding

λδ̇ = KCδ + Dξ(t).

Both C and D have a zero eigenvalue. The corresponding eigenspace in both cases
is one dimensional and is spanned by the same eigenvector v = (1, . . . , 1). The
dynamics of δ therefore in effect are confined to a N2−1-dimensional subspace. An
application of the Gershgorin circle theorem [51] shows that all eigenvalues of C lie
in the closed interval [−8, 0]. As the real and symmetric matrix C is diagonalizable
and is of rank N2− 1, we can further conclude that all eigenvalues, apart from one,
are strictly smaller than zero. The latter assures that a stationary distribution for
δ exists and that 〈δ〉 = 0. The stationary covariance matrix

σ = (〈δpδq〉)1≤p,q≤N2
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Figure 4.12: Deviations from the mean field. For the central hair bundle in a 9x9 system, we plot in
the upper panel the variances of its deviations δ41 = x41− x̄ and δ41

a = x41
a − x̄a from the respective

mean-field variables as a function of coupling stiffness K. We compare simulation results (blue
squares and red discs) to our theoretical results (solution of eq. (4.22) for Var(δ41); the value stated
in eq. (4.25) for Var(δ41

a )). Note that indeed Var(δ41) ∼ kBT/K for large coupling strengths K. In
contrast, Var(δ41

a ) is not tending to zero and is in the large coupling regime bounded from below
by kBTa/KGS. For comparison we also indicate as a dashed vertical line the pivotal stiffness KSP

of the hair bundle. In the lower panel we plot the relative variances of the deviations δ41 and δ41
a

with respect to the respective variances of the hair bundle variable x41 and x41
a . Note that, indeed,

for the deflection variable this ratio tends to zero. For a coupling strength K & KSP it is already
less than 10%.

can be shown to obey [49]

(Cσ + σC) = −2kBT

K
D. (4.22)

Eq. (4.22) implies (see fig. 4.12)

σ ∼ kBT

K
, (4.23)

so that in particular

lim
K→∞

〈δpδp〉 = 0. (4.24)

Concerning the deviations the motor positions δpa, note that in the limit of large
N we can assume that D ≈ 1. Furtermore, neglecting the influence of δ, which
according to eq. (4.24) in the limit of large coupling strength is reasonable, the
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dynamics of each δpa are given in terms of a one dimensional Ornstein-Uhlenbeck
process as

λaδ
p
a = −kδpa + ξpa(t),

where we have used the notation k = −∂fXa
∂Xa
|x̄,x̄a . The effective stiffness k still

depends on the dynamics of the mean field. Its range of possible values, however,
is restricted to 0 < k < KGS (see fig. 4.11). In order to estimate a lower bound for
the variance of δpa, we thus set k = KGS. This leads to

〈δpaδpa〉 =
kBTa
KGS

≈ 8.3 nm2, (4.25)

which is in reasonable agreement with our simulation results (see fig. 4.12).
Most importantly, the above shows that in a system of strongly coupled hair bun-

dles the variances of all deviations δp from the mean field tend to zero. The statistics
of spontaneous and driven hair-bundle oscillations as observed in the deflection vari-
ables xp, in this strong coupling regime are thus, indeed, expected to resemble the
respective measures for the mean-field variable x̄. The mean field in turn was shown
to behave as a single hair bundle with reduced noise. In this sense, elastic coupling
brings about an effective noise reduction. In particular, note that in the presence
of an external signal the mean field will respond more sensitively as compared to a
single uncoupled hair bundle. As the external stimulus is not entering the dynamics
of the deviations, elastically coupled hair bundles in the strong coupling regime are
expected to exhibit higher amplification gains.

4.7 Summary

In the framework of the biophysical description of stochastic hair-bundle dynamics
discussed in chapter 2, in this chapter we have presented results as to the expected
effects of an elastic coupling on hair-bundle dynamics. We have argued that by effec-
tively reducing intrinsic fluctuations, elastic coupling of suitable strength enhances
the quality of spontaneous oscillations as well as the tuning and the amplification
gain of the hair bundles in a coupled system. In our simulations, these beneficial
effects were observed in homogeneous systems as well as in systems with built-in
frequency gradients. In this case, when the coupling strength was close to the pas-
sive stiffness of the hair bundles in the system, amplification was enhanced while
frequency gradients were maintained.

In many inner ear organs elastic coupling between hair bundles is implemented
by means of gelatinous membranes. There is no agreement as to the exact elastic
moduli describing the material properties of these membranes (cf. e.g. [58] and
[135]). The available data, however, indicate that coupling of suitable strength is
realized in vivo. Inner ear organs therefore might make use of coupling-induced
noise reduction in order to boost their responsiveness to sensory stimuli.





Chapter 5

The hair bundle and its cyber clones -
A hybrid experiment

In the last chapter, we have argued that on theoretical grounds it is to be expected
that the elastic coupling of already a small number of hair bundles can bring about a
substantial reduction of the noise impinging on the individual hair bundles within the
group. In our simulations, hair bundles within such oscillatory modules were found
to exhibit spontaneous oscillations of higher quality as well as higher amplification
gains than isolated hair bundles.

In this chapter, we will present results of an experimental study for which we
have interfaced stochastic simulations of noisy hair-bundle motility as described by
eq. (1.10) and eq. (1.11) with micromanipulation experiments performed on single
hair bundles from the sacculus of the bullfrog. By means of a dynamic force clamp
we were able to emulate a situation in which a biological hair bundle under study
was elastically coupled to two neighboring hair bundles of similar characteristics.
Here we write “emulate”, as the neighboring hair bundles only existed virtually as
stochastic simulations of hair-bundle dynamics. The results of this hybrid exper-
iment underscore the findings presented in the last chapter and constitute strong
evidence for the hair bundle’s ability to profitably integrate into a multicellular
system of elastically coupled hair bundles.

5.1 Dynamic force clamp

In this section, we will introduce the design of the hybrid experiment. We will deal
with the basic procedures first. As these are well established [111], some minor
technical details will be omitted. Instead, we will concentrate on the specifics of the
experiment at hand. We will also present two results which serve as a consistency
check of the implemented setup.

An excised preparation of the sacculus of the American bullfrog (Rana cates-
beiana) was mounted on a two-compartment chamber. Due to the specific design of
this microscope slide, the basal side of the preparation could be bathed in standard



92 5.1. Dynamic force clamp

saline, while hair bundles projected into artificial endolymph. The otolithic mem-
brane was removed. Accordingly, hair bundles were neither coupled to the otolithic
membrane, nor were they elastically coupled to each other. Under these conditions
hair bundles routinely display noisy spontaneous oscillations [111]. A hair bundle’s
deflection X could be quantified by means of projecting a magnified image of its
tip onto a pair of photodiodes. A difference in the illumination of the two diodes
induces a current. Movements of the hair bundle lead to a change in this rela-
tive illumination. The effected change in current output over the physiologically
relevant range of deflections depends linearly on the distance moved by the hair
bundle. After calibration, the deflection X of the hair bundle could be inferred from
the photodiodes’ current output with subnanometer precision. Positive deflections
by convention correspond to movements of the hair bundle in the direction of the
kinocilium.

Flexible glass fibers were employed in order to apply prescribed forces to the hair
bundle (see also fig. 5.1B). With a fiber’s tip being attached to the kinociliary bulb
of the hair bundle, the position ∆ of the base of the fiber could be adjusted by
means of a piezoelectric actuator. The utilized glass fibers over the relevant range
of deflections acted as linear springs with stiffness Kf . Given a deflection X of the
hair bundle and a position ∆ of the fiber’s base, a force

F = Kf (∆−X)

was thus exerted at the hair bundle’s tip. The fiber was firmly attached to the
kinocilium, such that pulling and pushing forces could be applied. The stiffness Kf

of a given fiber was determined prior to each measurement by means of spectral
analysis of the fluctuating motion of the tip of the detached fiber in the endolymph
surrounding the hair bundles.

Note that given this experimental apparatus it was only possible to observe and
interact with a single hair bundle at a time.

Now imagine a hair bundle which is coupled by means of linear springs to two
flanking neighbors of similar characteristics (see fig. 5.1A). In such a situation, in
each instant of time the hair bundle experiences a coupling induced force FK =
F1 + F2, where F1 and F2 are due to the elastic linkages connecting the hair bundle
to its neighbor to the left and to the right, respectively. At the same time, reaction
forces −F1 and −F2 are exerted on the flanking hair bundles. Here F1, F2 and FK
depend on the deflections X1, X and X2 of the three hair bundles as well as on
the spring constant K. The latter will also be referred to as the coupling strength
or coupling stiffness. An external stimulus corresponding to a force Fext might
additionally be present, acting on all hair bundles within the group.

At present it is technically impractical to recreate in vitro a setup as just described.
Therefore, instead of elastically coupling three biological hair bundles, a setup was
implemented in which the two flanking hair bundles were effectively substituted by
what will be referred to as “cyber clones”, i.e. real-time stochastic simulations of
active hair bundle motility (see fig. 5.1B).
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Figure 5.1: Coupling a hair bundle to two cyber clones by dynamic force clamp. (A) Schematic
representation of a system of three coupled hair bundles. A hair bundle (blue) is connected to
one neighbor on each side (orange and red) by identical springs of stiffness K. The positions of
the hair bundles (X1, X, and X2) oscillate spontaneously. Relative movements of adjacent hair
bundles yield elastic forces (−F1, FK = F1 + F2, and −F2). All three hair bundles experience
the same external force Fext. (B) Experimental realization. A stimulus fiber was attached to
the hair bundle’s tip. From each measured hair-bundle position X, the position ∆ of the fiber’s
base was dynamically actuated to apply the force F = Fext + FK depicted in (A) for the central
hair bundle. This force was calculated in real time from a stochastic computer simulation which
emulated the behavior of the two neighbors, called cyber clones. The cyber clones, in other words,
were substituted for the two hair bundles at X1 and X2 in (A).

More specifically, during each experiment the position X of the hair bundle was
measured at discrete times n∆t with a sampling rate 1/∆t between 2.5 and 10 kHz
(see fig. 5.2A). Simultaneously, two simulations (i = 1, 2) of hair-bundle dynamics
were performed in real time according to

Ẋi = Ẋi,DET − Fi(t) + Fext(t) + ξi(t) (5.1)

Ẋa,i = Ẋa,i,DET + ξa,i(t), (5.2)

where

Ẋi,DET = −KGS(Xi −Xa,i −DPo,i)−KSPX (5.3)

Ẋa,i,DET = KGS(Xi −Xa,i −DPo,i)− Fmax(1− SPo,i) (5.4)

defining at each time n∆t the positions X1 and X2 of two cyber clones (see fig. 5.2B).
Apart from the coupling term Fi specified below, eq. (5.1) and eq. (5.2) are identical
to the hair bundle description presented in chapter 1.4.3. The Gaussian white noise
terms ξi and ξa,i were assumed to be pairwise independent. In each experiment,
parameters in the above description were chosen in order to render the cyber clones
having similar characteristics as the hair bundle under study. We will elaborate on
this point in the next section.
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Figure 5.2: Coupling a hair bundle to two cyber clones. All data shown were recored during a
single experiment with K = 0.2 pN/nm. (A) Deflection X(t) of the hair bundle (black) shown
as function of time. A small drift can be seen. Accordingly, the offset position Xoff,HB (red)
changes over time. (B) Deflections X1(t) and X2(t) plotted as a function of time for those cyber
clones the hair bundle shown in (A) was coupled to. Also indicated is the constant offset postion
Xoff,CB (orange). In the inset, a histogram of cyber clone deflections in the absence of coupling is
shown. The offset postion Xoff,CB, which is defined as the local minimum between the two peaks,
is marked by a vertical line (orange). (C) We show the coupling force FK exerted on the hair
bundle as calculated from the trajectories and offsets in (A) and (B).

In line with the intention of emulating a situation in which the hair bundle was
elastically coupled to two neighbors by means of springs with stiffness K, at each
time n∆t coupling forces Fi defined as

Fi = −K(X −Xi −Xoff)

were calculated. Note that there are slow drifts present in most preparations (see
fig. 5.2A). Also, the positions of cyber clones are not oscillating about a zero mean
position, i.e. 〈Xi(t)〉 6= 0 for i = 1, 2 (see fig. 5.2B). In order to compensate for these
effects, differences in deflections were measured with respect to an offset position
Xoff = Xoff,HB +Xoff,CB. Here Xoff,HB at each time n∆t was estimated as the average
position of the hair bundle over the last second of data acquisition (see fig. 5.2A).
Xoff,CB was defined as the position of the minimum in the distribution of positions
of the cyber clones in the absence of coupling (see fig. 5.2B and inset). Thus Xoff,CB

corresponded to a deflection halfway between the open and closed state of the cyber
clone. As cyber clones with mostly symmetric oscillations were chosen during the
experiments, Xoff,CB was also close to the average position 〈Xi(t)〉 of the cyber
clones.

A total force F = FK + Fext with FK = F1 + F2 (see fig. 5.2C) was then applied
at the hair bundle’s tip. This was achieved by moving the base of the attached glass
fiber (see fig. 5.1B) of known stiffness Kf to the position

∆ =
F

Kf

+X.

Note that in order to study the influence of coupling on spontaneous oscillations,
also the case Fext = 0 was considered. At the same time, the forces −Fi + Fext
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were included in the simulations of the two cyber clones. The positions of the cyber
clones at time (n+ 1)∆t were updated according to a Euler scheme as

Xi((n+ 1)∆t) = Xi(n∆t) +
(
Ẋi,DET − Fi(t) + Fext

)
∆t+ xi,n

√
2kBTλ∆t

Xa,i((n+ 1)∆t) = Xa,i(n∆t) + Ẋa,i,DET∆t+ xa,i,n
√

2kBTaλa∆t,

where xi,n and xa,i,n were normally distributed random numbers with zero mean and
unit variance.

Note that by applying the above feedback procedure at each consecutive instant
n∆t, during the experiment the hair bundle and the cyber clones in real time were
dynamically influencing each other’s behavior. In the remainder of this section, we
will discuss two results that can be viewed as controls of the implemented setup.

In the absence of coupling, i.e. K = 0 pN/nm, the attached glass fiber was
supposed not to exert any force on the hair bundle. By definition FK = 0 pN at
all times. In other words, the fiber’s base needed to follow the movements of the
hair bundle faithfully. We recorded spontaneous hair bundle movements under the
following three conditions and compared the corresponding power spectral densities:
(i) a free-standing hair bundle, (ii) the same hair bundle with an attached glass fiber
with a fixed base, (ii) the same hair bundle with an attached glass fiber whose base
was dynamically adjusted according to the described feedback procedure with K = 0
pN/nm. Attaching a glass fiber to its tip poses an elastic load on the hair bundle.
In accordance with previous results [111], such a load effected an increase of the
oscillation frequency and a reduction of the overall oscillation amplitude. When the
feedback was applied, however, the resulting oscillations were very similar to the
ones performed in the absence of the fiber. We conclude that the attached fiber for
vanishing coupling strength was, indeed, not interfering with the dynamics of the
hair bundle.

We also checked that the finite discretization used to integrate cyber clones is not
expected to alter the outcome of the experiment. We present results concerning this
question in Appendix A.

5.2 Cyber clones

In the last section, we have introduced the dynamic force clamp which during our
hybrid experiments was used to couple a given hair bundle to two cyber clones.
That way a situation was emulated in which the hair bundle was elastically coupled
to two neighboring hair bundles. In this section, we will deal with the question as
to how parameters in each experiment were chosen in the physical description used
to generate the two cyber clones.

At the start of each experiment, several statistics of the spontaneous oscillations of
the hair bundle under study were quantified. When Fext 6= 0, also the driven activity
of the hair bundle was characterized. By recording its spontaneous oscillations, the
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for the hair bundle that these cyber clones were supposed to mimic. Perfect matches in (A)-(C)
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power spectral density S(ν) was determined. Fitting with a Lorentzian function
as given in eq. (2.4) yielded the characteristic frequency ν0, the root-mean-squared
amplitude ARMS, and the quality factor of the noisy oscillation Q = ν0/∆ν (see
section 2.1). Here ∆ν is the half-width of the spectral peak at the characteristic
frequency. When Fext 6= 0, the response of the hair bundle to a periodic driving
Fext(t) = F0 sin(2πν0t) applied at its tip was measured in terms of the sensitivity
|χ|(F0, νo) = |Xν/Fν | (see section 2.2). Here Xν and Fν are the Fourier amplitudes
of hair-bundle motion and driving force at the frequency of stimulation, respectively.
The sensitivity was quantified in the sensitive linear response regime for weak driving
(F0 ≈ 0.5pN), as well as in the linear response regime for strong driving (F0 ≈ 50pN).
In this way, the gain of the hair bundle, defined as the the ratio between these two
values, could be determined.

Given the above characteristics of the observed hair bundle, a set of parameters
was determined to produce stochastic simulations that closely matched the prop-
erties of the observed hair bundle, namely its spectrum of spontaneous oscillations
(see fig. 5.4) and, when Fext 6= 0, its nonlinear response function to sinusoidal stimuli
(not shown). In order to achieve a reasonable match within about 5-10 minutes of
experimentation time, we developed two complementary strategies. First, we made
use of a lookup table that listed approximately 10,000 virtual hair bundles for which
we knew the quality factor, the frequency, and the root-mean-squared magnitude of
spontaneous oscillations, respectively within a range of 1-5, 5-50 Hz, and 10-20 nm.
This table was created by exploring a restricted region of parameter space (see table
5.1) and running stochastic simulations. A cyber bundle that closely matched the
properties of the hair bundle could then be selected from the list and serve as cyber
clone. The solution was not unique and several sets of parameters could yield com-
parable results. Second, we finely tuned standard parameters (see OP2 in table 1.1)
that yield typical spontaneous oscillations to optimize the fit between hair-bundle
and cyber-clone dynamics. For this purpose, an interactive graphic interface was
developed that allowed for the efficient generation and analysis of stochastic simu-
lations within a few seconds. Applying an informed trial-and-error strategy, several
parameters were varied until a close match between cyber clones and hair bundle
was achieved. In particular, the frequency of cyber bundles could be adjusted at
will by a uniform rescaling of the two friction coefficients λ and λa (see also section
5.6). The dependence of the remaining characteristics on parameter values was less
accessible.

5.3 Synchronization and increased phase coherence

In a first set of experiments, we investigated how coupling influenced the statistics of
the three oscillators’ spontaneous activity. In other words, during these experiments
we chose Fext = 0. While in the absence of coupling (K = 0 pN/nm), the oscillatory
movements performed by the hair bundle and the two cyber clones were pairwise
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Parameter Definition Value

λ Friction coefficient of the hair bundle 0.6-5.3 µN·s·m−1

λa Friction coefficient of adaptation motors 1.4-21.9 µN·s·m−1

KGS Combined gating-spring stiffness 0.37-0.83 mN·m−1

KSP Combined stiffness of stereociliary pivots 0.08-0.70 mN·m−1

D Gating-swing of a transduction channel 51-71 nm
Fmax Maximal motor force 37-70 pN
S Feedback strength 0.29-1.06

Table 5.1: Table of parameters that were varied in order to generate cyber clones with suitable
characteristics. In the rightmost column minimal and maximal values for the respective parameter
are given.

uncorrelated (see fig. 5.5A, top), with increasing coupling strength, they became
more and more correlated. Under strong coupling (K = 0.4 pN/nm) near complete
synchronization was observed (see fig. 5.5A, bottom). We quantified the onset of
synchronization by means of cross-correlation coefficients Ci,j (i = HB, 1, 2 and
i 6= j), defined as

Ci,j =
〈(Xi − 〈Xi〉)(Xj − 〈Xj〉)〉√

Var(Xi)Var(Xj)
,

where Var(·) denotes the variance of the respective quantity. As a function of cou-
pling strength, a smooth transition from uncorrelated oscillations (Ci,j = 0 at K = 0
pN/nm) to near complete synchronization (Ci,j > 0.85 for K ≥ 0.4 pN/nm) was
found (see fig. 5.5B). Note that for all coupling strengths the cross-correlation coeffi-
cient measured for the two cyber clones, i.e. C1,2, was smaller than the corresponding
one measured for the hair bundle and any of the two cyber clones, i.e. CHB,1 and
CHB,2. This was to be expected, as the two flanking cyber clones did not influence
each other’s dynamics directly, but only via their mutual interaction with the hair
bundle.

Spontaneous oscillations of the hair bundle and of the two cyber clones under
coupling also became more regular, as evidenced by a sharpening of the spectral
peak at the characteristic frequency of the oscillation (see fig. 5.6A and B, top). The
phase coherence of spontaneous oscillations was quantified in terms of the quality
factor Q (see section 2.1). When increasing the coupling strength from K = 0
pN/nm to K = 0.4 pN/nm, the quality of spontaneous oscillations increased until it
saturated at about twice its initial value (see fig. 5.6A and B, bottom). This effect
was observed for both the hair bundle and the two cyber clones. We performed pure
computer simulations of three coupled cyber clones for the 33 parameter sets used
in experiments to describe cyber clones. The results obtained were in quantitative
agreement with the findings made in experiments (see fig. 5.6A and B, bottom).
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Figure 5.5: Coupling-induced synchronization. (A) Example trajectories of a hair bundle (blue) and
the two cyber clones (red and orange) it was coupled two. In the absence of coupling (top, K = 0
pN/nm) the movements of the three oscillators were uncorrelated. Under strong coupling (bottom,
K = 0.4 pN/nm) near complete synchronization was found. (B) Cross-correlation coefficients
CHB,1 (black discs) and C1,2 (open circles) as a function of coupling strength. With increasing
coupling stiffness, gradual synchronization was observed. Note that C1,2 for all K is smaller than
CHB,1. Solid lines correspond to results obtained in pure computer simulations of three coupled
cyber clones. Cyber-clone parameters in these simulations were the same as during the experiment
shown. Data in (A) and (B) of the same cell.

5.4 Enhancement of mechanical amplification

In a second set of experiments, we characterized the response of the hair bundle to
periodic stimuli. More precisely, an external force Fext(t) = F0 sin 2πνt was applied
to the hair bundle and the two cyber clones in addition to the coupling forces FK
and −Fi, respectively. Here F0 denotes the amplitude of the applied driving. In
order to achieve maximal responses, the frequency ν was chosen to coincide with
the characteristic frequency ν0 of the hair bundle under study.

When measuring the sensitivity |χ|(F0, ν) as a function of driving amplitude, the
different regimes typical of hair bundle responsiveness could be distinguished (see
fig. 5.7A): the sensitive linear response regime for weak driving (F0 . 1 pN), the
regime of nonlinear compression for intermediate driving amplitudes, and the less
sensitive linear response regime for strong driving (F0 & 50 pN). In order not to
damage the hair bundle during the experiment, no forcing amplitudes larger than
F0 = 50 pN were used. When the hair bundle was coupled to two cyber clones
of similar characteristics, an increase of the sensitivity for weak driving amplitudes
(F0 < 1 pN) was observed (see fig. 5.7A). By measuring the sensitivity of the hair
bundle for a weak stimulus (F0 = 0.3 pN) alternatingly in the coupled (K = 0.2
pN/nm) and not-coupled situation (K = 0 pN/nm), we could show that the observed
effect was reversible (see fig. 5.7B). When determining the hair bundle’s response
for a weak stimulus (F0 = 0.3 pN) for increasing coupling stiffnesses, we found that
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Figure 5.6: Increased coherence of spontaneous oscillations. (Top) Power spectral densities S(ν) of
a hair bundle (shown in A) and of the two cyber clones it was coupled to (shown in B) for various
coupling strengths. Solid lines correspond to fits with a Lorentzian function. In the respective
inset, these fits are shown as a function of normalized frequency ν/ν0 as well as normalized by
their respective peak value. Note the sharpening of the peak with increasing coupling strength
K. The data shown was obtained with the same cell as shown in fig. 5.5. (Bottom) The quality
factor Q of hair-bundle oscillations (shown in A) and cyber-clone oscillations (shown in B) as a
function of coupling stiffness K. A summary of the experimental data recorded for 33 different
cells is shown. Quality factors for each cell were normalized by the mean value obtained from
different measurements (typically three) in the absence of coupling. Boxes include 25% of the data
points above and below the median (thick dash); whiskers delimit the total range of measured
values (numbers of cells that were recorded are indicated above top whiskers). Also shown are the
median (red line) and the total range of values (blue area) obtained for the quality of the central
hair bundle in pure simulations of three coupled cyber clones using the 33 sets of parameters
implemented in experiments. Correlation between median values obtained from experiments and
simulations was quantified by a Pearson test (R=0.97, P< 10−5).
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Figure 5.7: Effects of coupling on nonlinear amplification. (A) Hair-bundle sensitivity as a function
of the external force Fext without coupling (white disks) and with a coupling stiffness K = 0.2
pN/nm (black disks). (B) Hair-bundle sensitivities at Fext = 0.3 pN with K = 0.2 pN/nm (black
disks) and without coupling (white disks) were significantly different (Student t-test P < 5.0·10−4).
Pure computer simulations yielded sensitivities shown by thin continuous (coupled) and dashed
(uncoupled) lines that were not statistically different from mean experimental values (Student
t-tests P = 0.78 and P = 0.59 for coupled and uncoupled conditions, respectively). (C) Hair-
bundle sensitivity at Fext = 0.5 pN (black disks) and Fext = 50 pN (white disks) as a function of
coupling stiffness. Simulations yielded similar sensitivities shown by thin lines (Pearson correlation
coefficient for Fext = 0.5 pN: R = 0.91, P = 0.03).

its sensitivity saturated for the strongest couplings we could achieve (see fig. 5.7C).
For large driving forces (F0 = 50 pN), the sensitivity under coupling was almost
unchanged as compared to the uncoupled case (see fig. 5.7C). We compared our
findings with results from pure computer simulations of three coupled cyber clones,
using the same parameter sets as implemented in experiments. Good agreement was
found (see fig. 5.7B and C).

Coupling induced an increase of sensitivity for weak driving amplitudes, but did
not have an effect on the sensitivity for strong driving. The gain of the hair bundle
(see eq. (2.8)) accordingly increased as an effect of coupling to the two cyber clones.
More specifically, it grew from a value of 6.0 ± 0.6 (mean±SE; n=14 cells) in the
absence of coupling to 11.3±0.9 for strong coupling (see fig. 5.8A). When quantifying
the response of the two cyber clones as measured during the experiments, a similar
gain increase was found (see fig. 5.8B). As in the case of the increased coherence
of spontaneous oscillations, the bidirectional coupling we implemented thus brought
about an enhancement of the performance for both the hair bundle and the two
cyber clones.

5.5 Effects of gentamicin

Gentamicin, an aminoglycoside antibiotic that blocks transduction channels of hair
bundles [111], afforded a means to switch off the amplifier of the hair bundle and
thus to further assay the interplay between the hair bundle and its two cyber clones.
When an oscillatory hair bundle was strongly coupled to its cyber clones, gentamicin
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Figure 5.8: Gain of the hair-bundle amplifier under various conditions. (A) Average gains are
shown for the hair bundle as measured in experiments under normal conditions (blue) and in the
presence of the channel blocker gentamicin (red). We compare the results in the absence of coupling
(left) and under strong coupling with K = 0.15 − 0.4 pN/nm (right). The statistical significance
of observed differences under these diverse conditions was evaluated by a Student t-test and is
indicated (**: p < 0.01; ***: p < 0.001, ns: not significant). (B) Corresponding results are shown
for those cyber clones that were coupled to the hair bundles during data acquisition for the plots
in (A).

application to the hair bundle (keeping the cyber clones unchanged) resulted in
a gain reduction of the hair bundle from 11.3 ± 0.9 to 1.8 ± 0.1 (n=3 cells, see
fig. 5.8A). This value was only slightly larger than the gain of unity for which the
hair bundle provides no amplification. Weak amplification resulted here from the
active driving of the passive hair bundle by the oscillatory cyber clones. In addition,
the amplificatory gain of the cyber clones decreased from 11.1±0.8 to 3.6±0.2, thus
to a lower value than the gain of 5.3±0.4 that was measured for the uncoupled
system (see fig. 5.8B).

5.6 Parameter mismatches

As was shown in fig. 5.4, the cyber clones used in experiments had similar statistics
as compared to the respective hair bundle they were coupled to. The attained
match, however, between hair bundle and cyber clones due to the limited time
available for parameter adjustment was not perfect. This poses the question as to
the expected effects of parameter inhomogeneities. To address this problem, we
performed pure computer simulations of three coupled cyber clones for a number
of coupling stiffnesses and parameter mismatches between the central and the two
identical flanking oscillators. The parameter set defining the central cyber clone
was unchanged in all simulations1. In the absence of coupling, its spontaneous

1Parameters of the central cyber clone: λ = 2.8µN·s·m−1, λa = 10.0µN·s·m−1, KGS = 0.75·m−1,
KSP = 0.6mN· m−1, D = 62.14nm, N = 50, T = 300K, Ta = 1.5T , ∆G = 10kBT , Fmax =
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oscillations had a characteristic frequency of f0 ≈ 7.5 Hz, a root-mean-squared
amplitude of ARMS ≈ 16 nm and a quality of Q ≈ 2.15 (see fig. 5.9B).

Scaling both friction coefficients of an oscillatory cyber clone by a constant fac-
tor c > 0, while not affecting their amplitude and quality, leads to a shift of the
characteristic frequency of spontaneous oscillations. To see this, note that the cor-
responding equations capturing cyber-clone dynamics, i.e.

cλ
dX(t)

dt
= −KGS(X −Xa −DPo)−KSPX +

√
cξ(t)

cλa
dXa(t)

dt
= KGS(X −Xa −DPo)− Fmax(1− SPo) +

√
cξa(t),

by means of introducing the rescaled variable t̄ = t/c can be transformed into

λ
dX(t̄)

dt̄
= −KGS(X −Xa −DPo)−KSPX + ξ(t̄)

λa
dXa(t̄)

dt̄
= KGS(X −Xa −DPo)− Fmax(1− SPo) + ξa(t̄).

In particular, the rescaling of the noise term appearing in the dynamic equation for
the deflection X follows from

〈
√
cξ(t)

√
cξ∗(t′)〉 = cδ(t− t′) = δ

(
t− t′

c

)
= δ(t̄− t̄′) = 〈ξ∗(t̄)ξ∗(t̄′)〉.

A similar calculation holds true for the noise term affecting the dynamics of the
motor variable Xa. In other words, rescaling the two friction coefficients is equivalent
to an appropriate rescaling of time. As a consequence, the quality and magnitude of
spontaneous oscillations are indeed unchanged. For the frequency shift ∆f = fc−f0

between the cyber clone with rescaled friction coefficients and frequency fc and the
original cyber clone with frequency f0, we find

∆f = f0

(
1

c
− 1

)
.

In our simulations, we introduced a prescribed intrinsic frequency mismatch ∆f
between the central cyber clone and the two neighboring ones by adjusting the fric-
tion coefficients of the two cyber clones accordingly (see fig. 5.9A and D). For the
two flanking two cyber clones identical parameters were chosen. Varying the cou-
pling stiffness K, we then studied the behavior of the system under elastic coupling
(see fig. 5.9A-C).

We found that for all ∆f in the range [-5,25] Hz the three cyber clones under
strong coupling (K & 0.3 pN/nm) synchronized and oscillated at a single charac-
teristic frequency (see fig. 5.9A). In order to reach this synchronized state, with

49.24pN, S = 0.65
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increasing frequency mismatch larger coupling stiffnesses were required. The root-
mean-squared amplitude of oscillations in the case of vanishing frequency mismatch,
i.e. ∆f = 0 Hz, under coupling remained almost constant (see fig. 5.9B). In con-
trast, for frequency mismatches ∆f & 5 Hz and intermediate coupling strengths,
i.e. K ≈ 0.2 pN/nm, an appreciable reduction was found when the minimal os-
cillation amplitude of all three cyber clones was measured. Oscillations, however,
never entirely ceased, i.e. no so-called amplitude death occurred [41, 124]. Most
importantly, in all cases an increase in the quality of spontaneous oscillations was
observed under strong coupling for all three cyber clones (see fig. 5.9C). For three
identical cyber clones, i.e. ∆f = 0, an appreciable enhancement was found already
for weak coupling stiffnesses. For large ∆f and intermediate K, coupling, however,
resulted in a poorer quality of spontaneous oscillations.

On the basis of these results, we do not expect small parameter mismatches to
have affected the outcome of our measurements in a profound way. In particular,
inhomogeneities as considered above are anticipated to counteract the beneficial ef-
fects of elastic coupling. Hence, our experimental results might have been obtained
under less than ideal conditions. This suggests that coupling-mediated noise reduc-
tion, indeed, constitutes a robust mechanism for the enhancement of hair-bundle
performance.

5.7 Summary

In this chapter, we have presented the results of a hybrid experiment. By means of
a dynamic force clamp, we were able to couple a hair bundle to two so called cyber
clones, i.e. two virtual hair bundles that only existed as stochastic simulations on
a computer. In this way, a situation was emulated in which the hair bundle was
elastically coupled to two flanking neighbors of similar characteristics. The results
presented in chapter 4 gave rise to the expectation, such an elastic coupling could
lead to an increased regularity of spontaneous oscillations as well as an enhance-
ment of the gain of the hair-bundle amplifier. Note, however, the outcome of our
experiment a priori was not to be foreseen. The physical description of hair-bundle
dynamics presented in chapter 1.4.3 was shown to capture many important features
characteristic of a noisy hair bundle’s behavior. Its predictive power for a complex
situation such as posed by a system of elastically coupled hair bundles, however,
remained to be established. In our experiments, we indeed found that the synergic
interaction between the hair bundle and its two cyber clones effected an enhance-
ment in the expected way for all three oscillators. On the one hand, this offers
evidence for the applicability of the results obtained in the computational study
presented in chapter 4. More importantly, our findings attest the hair bundle’s abil-
ity to integrate in a mutually beneficial way in a multicomponent system of coupled
noisy oscillators. A hair bundle that is elastically coupled to hair bundles of similar
characteristics is thus strongly expected to outperform an isolated one.
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Figure 5.9: The effect of coupling in simulated systems of three coupled non-identical cyber clones.
In (A-C), we show color plots as functions of coupling stiffness K and frequency mismatch ∆f . In
(A), the negative frequency mismatch −∆f(K) between the left and central cyber clone is shown.
Note that for large coupling strengths only one frequency in each system survives. In (B), we plot
the minimum of all root-mean-squared amplitudes RMSmin of spontaneous oscillations performed
by the three cyber clones. For large ∆f and intermediate K, this quantity is appreciably reduced.
In (C), the difference between the minimum of all quality factors Qmin as measured in each system
and the respective value in the absence of coupling, denoted Q0, is shown. Values larger than
zero indicate an enhanced phase coherence for all cyber clones in a system. Note that the most
pronounced enhancement is observed in the case of vanishing frequency mismatch ∆f . In (D),
power spectra of the spontaneous activity in the absence of coupling are shown for choices of
parameters corresponding to the dashed lines in (C). The frequency shift due to the scaled friction
coefficients of cyber clones is clearly visible.





Chapter 6

Conclusions and outlook

Human hearing relies on an active process. The cochlear amplifier produces mechan-
ical work to boost basilar membrane vibrations in order to achieve its high sensitiv-
ity, sharp frequency selectivity, and wide dynamic range. Spontaneous otoacoustic
emissions constitute a demonstrative manifestation of this physiologically vulnera-
ble mechanism. Current theoretical descriptions of active cochlear mechanics are
based on the physics of nonlinear oscillators. When operating close to a supercrit-
ical Hopf bifurcation, any dynamical system exhibits generic features of nonlinear
amplification reminiscent of cochlear functioning. Sensory hair bundles can power
mechanical movements of their tip, oscillate spontaneously, and operate as tuned
nonlinear amplifiers of weak periodic stimuli. Active hair-bundle motility therefore
constitutes a promising candidate with respect to the biophysical implementation
of the active process underlying human hearing.

Individual hair bundles, however, quantitatively do not match the extraordinary
performance of the cochlear amplifier. While for instance the response of the basilar
membrane to auditory stimulation can exhibit gains of up to 1000, the gain of an
isolated hair bundle is on the order of only about 5-10. The hair bundle is subject to
intrinsic fluctuations originating from diverse sources, such as thermal interactions
with the surrounding fluid, the stochastic opening and closing of mechanosensitive
ion channels, and fluctuating forces generated by adaptation motors. In this thesis,
we have investigated the noise-imposed limitations of nonlinear amplification by ac-
tive sensory hair bundles from a theoretical and experimental point of view.

Conclusions. In chapter 2, we have presented theoretical results obtained within
the framework of a stochastic description of active hair-bundle motility. In partic-
ular, we have studied the effects of noise reduction on the spontaneous and driven
dynamics of an isolated hair bundle [99]. The phase coherence of spontaneous os-
cillations as measured in terms of the quality Q was found to increase linearly with
inverse noise strength. While the response to periodic stimulation for large stimulus
forces is almost independent of noise strength, for weak driving amplitudes sensi-
tivity is ultimately limited by fluctuations. More specifically, the amplification gain
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G was found to increase almost linearly with inverse noise strength. At the same
time, reducing intrinsic fluctuations effects an extension of the range of forces for
which nonlinear compression is observed. We have quantified the degree of nonlinear
compression by means of the local exponent of nonlinear compression α. For both
operation points under study, upon a suitable reduction of intrinsic fluctuations the
local exponent α as a function of driving amplitude exhibits a minimum close to -1.
This value corresponds to an even more compressive response than expected for a
critical oscillator operating at a supercritical Hopf bifurcation (α ≡ −2/3). Further-
more, in line with the narrower spectral bandwidth corresponding to the enhanced
regularity of spontaneous oscillations, the response of the hair bundle upon noise
reduction was found to be more and more sharply tuned. These results attest to
the noise-imposed limits of hair-bundle performance. We conclude that a reduction
of intrinsic fluctuations is expected to enhance the performance of the hair bundle
as a tuned nonlinear amplifier.

In chapter 3, we have discussed the spontaneous and driven dynamics of two
generic oscillatory systems, the noisy phase oscillator and the noisy Hopf oscillator
[79, 99]. In particular, the dynamics of the Hopf oscillator were considered on
the oscillatory side of the bifurcation. The quality of spontaneous oscillations in
the case of the phase oscillator was shown to be proportional to the inverse noise
strength. In the limit of weak noise intensities, the same holds true for the Hopf
oscillator. The response of the two oscillators to a periodic driving can be understood
as being shaped by phase-locking, and in the case of the Hopf oscillator in addition
by a growth of the oscillation amplitude. The degree of entrainment in the limit
of weak driving amplitudes depends critically on the driving frequency and the
noise intensity. Sensitivity for tuned stimuli in linear response for both oscillators
was shown to be proportional to the inverse noise strength. In the limit of strong
driving, phase-locking is essentially complete for any given noise strength and driving
frequency. In the case of the phase oscillator, once full entrainment is reached, a
further increase of the driving amplitude cannot be reflected in the response of the
system. In terms of the sensitivity this corresponds to a decay with a local exponent
α = −1. An external driving of sufficient strength in the case of the Hopf oscillator
also effects a growth of the oscillation amplitude. For the noisy Hopf oscillator, we
have derived an analytical expression for the full nonlinear response function and
the local exponent of nonlinear compression α. In the limit of strong driving, the
sensitivity of the Hopf oscillator decays in a nonlinear fashion with a local exponent
α = −2/3 in the supercritical and α = −4/5 in the subcritical case. In this limit,
the response of the oscillator is largely independent of the noise strength. For
intermediate driving amplitudes, strong nonlinear compression with a local exponent
α & −1 may also be present for the noisy Hopf oscillator. While phase-locking
is almost complete, the oscillation amplitude in this regime is unchanged by the
stimulus. Such a regime can exist if noise is suitably small, and in the case of the
supercritical Hopf oscillator, if the system operates far enough from the bifurcation.
In summary, we conclude that the noisy Hopf oscillator, next to being of interest
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in its own right, can be viewed as offering the right abstract framework in order to
discuss and analyze generic aspects of active hair-bundle dynamics.

Hair bundles in vivo are often coupled via overlying membranes. In chapter 4, we
have presented the results of a theoretical study that was aimed at investigating the
effects of elastic coupling on the spontaneous dynamics and amplification properties
of groups of interconnected hair bundles [34]. For one, we have presented simulation
data for homogeneous systems of NxN hair bundles that were coupled by means
of linear springs of stiffness K. We have found that coupling of suitable strength
synchronizes spontaneous hair-bundle oscillations throughout the system. For cou-
pling strengths exceeding the passive hair-bundle stiffness, K > KSP, coupling was
found to induce an effective noise reduction. By means of a meanfield argument,
we could show that strong coupling is expected to reduce the strength of intrinsic
fluctuations by a factor 1/N2, i.e. in proportion to the number of hair bundles
within the system. Consistent with results presented in chapter 2 for isolated hair
bundles with artificially reduced noise strength, elastic coupling was shown to ef-
fect an increased quality of spontaneous oscillations, a sharper frequency selectivity,
and an enhanced amplification gain for all hair bundles in a given system. In the
limit of strong coupling, both the quality and the amplification gain were found
to increase linearly with the number of coupled hair bundles. Coupling already a
modest number of hair bundles (N2 = 81) could increase the gain of the central
hair bundle to about 400, i.e. to a value comparable to gains observed for the mam-
malian cochlea. Furthermore, we have investigated the effect of coupling on systems
of 3x27 hair bundles with a built-in frequency gradient, mimicking the setup as
observed in the mammalian cochlea. Most importantly, we found that for inter-
mediate coupling strengths comparable to the average pivotal stiffness, K ≈ KSP,
the amplification gain of hair bundles within the system was significantly enhanced,
while some frequency variability in the system was preserved. Our results suggest
that in the cochlea a local adjustment of tectorial membrane elasticity to the pivotal
stiffness of hair bundles could optimize the tradeoff between frequency variability
and coupling-induced noise reduction. According to the available measurements of
material properties of the tectorial membrane in various species, such local stiff-
ness matching is, indeed, realized. We conclude that elastic coupling as frequently
observed in vivo might for some inner ear organs constitute a morphological special-
ization, enhancing hair-bundle mediated active amplification by means of a noise
reduction effect.

In chapter 5, we have presented the results of an experimental study [9]. To probe
the effect of elastic coupling on the dynamics of oscillatory hair bundles from the
sacculus of the bullfrog, we combined micromanipulation experiments with real-time
stochastic computer simulations of hair-bundle dynamics. By means of a dynamic
force clamp procedure we could effectively couple a biological hair bundle to two
virtual neighbors, also referred to as cyber clones. By finely tuning simulation
parameters, we were able to produce cyber clone oscillations that in the absence
of coupling had similar characteristics as compared to the respective hair bundle
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under study. As predicted by our theoretical results discussed in chapter 4, coupling
lead to a synchronization of the spontaneous oscillations of the three oscillators
and furthermore rendered these oscillations more regular. Probing the response of
the hair bundle to periodic driving, we found that the amplification gain of the
hair bundle increased from about 6.0 ± 0.6 (mean±SE; n=14 cells) in the absence
of coupling, to about 11.3 ± 0.9 under strong coupling. All observed effects were
in quantitative agreement with pure computer simulations of three coupled cyber
clones. Upon interfering with the active process of the hair bundle by means of
gentamicin, the observed increased amplification gain was lost. On the one had,
our results validate the biophysical description of hair-bundle dynamics that was
used throughout this thesis. On the other hand, our data strongly support the
conclusion that hair bundles, indeed, are capable to benefit from coupling-induced
noise reduction. Our experimental results therefore reinforce the conclusions drawn
on the basis of the results discussed in chapter 4.

Active hair-bundle motility exhibits all the hallmarks characteristic of the cochlear
amplifier. Single hair-bundle performance, however, is seriously impeded by intrinsic
fluctuations. Elastic coupling of already a small group of hair bundles can signifi-
cantly reduce the detrimental effect of noise. In summary, our results suggest that
the cochlear amplifier relies on hair-bundle cooperation to overcome intrinsic noise
limitations and achieve high sensitivity and sharp frequency selectivity.

Outlook. Two noise sources have been proposed to directly influence the deflec-
tion of the hair bundle and thus shape its spectral characteristics and amplification
properties. On the one hand, there is thermal excitation by the surrounding fluid.
On the other hand, there is channel clatter, i.e. the stochastic opening and closing
of mechanosensitive ion channels. Because of the gating swing, channel clatter leads
to a fluctuating force that acts on the hair bundle. In order to better understand
the noise-imposed limits of hair-bundle performance, a more detailed analysis of the
relative importance of these two sources of fluctuations is desirable. In ref. [118] it
has been argued on theoretical grounds that channel clatter dominates hair-bundle
dynamics. As of today, no experimental verification of this claim exists. The dy-
namics of ion channels within the hair bundle are characterized by time constants on
the order of one millisecond [133]. Hence, channel clatter effectively acts as colored
noise. Fluctuations due to hydrodynamic friction, in contrast, occur on much faster
time scales and therefore can be assumed as white. First results indicate that by
means of an analysis of the temporal fine structure of hair bundle trajectories, the
relative importance of noise acting on different time scales can be extracted from
experimental data. Furthermore, extending the hair-bundle description presented in
ref. [118] by including the dynamics of individual ion channels could foster a deeper
insight as to the relative importance of the two noise sources.

In this thesis, we have investigated the biophysical principles underlying cochlear
amplification on a multicellular scale (see fig. 6.1). Focusing on active hair-bundle
motility, our results suggest that cochlear amplification relies on small groups of
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Figure 6.1: Towards an understanding of active cochlear mechanics on a multicellular scale. (A) A
vast body of literature exists, dealing with the properties of isolated hair cells. (B) This thesis aims
at adding new insights at the level intermediate to the single cell and the whole organ. In particular,
we have investigated the dynamics of small groups of coupled hair bundles. For simplicity, coupling
by the tectorial membrane (TM) has been described by means of linear springs. (C) A more
realistic model of cochlear operation will need to incorporate the electromotile response of cochlear
outer hair cells. (D) Furthermore, for instance the effect of gradients and anisotropies in tectorial
membrane stiffness needs to be elucidated. Adapted from ref. [127].

elastically coupled hair bundles to provide sharp frequency selectivity and a com-
pressive nonlinearity extending over a wide dynamic range. However, there are two
limitations. Firstly, the high amplification gain observed in the cochlea is not eas-
ily reached in our model if at the same time a frequency gradient is maintained.
Secondly, hair bundle movements may be inefficient to significantly drive basilar
membrane vibrations. These issues could be resolved by regarding the cochlear
amplifier as a combination of outer hair cell electromotility and active motility of
locally coupled hair bundles. In this scenario, the frequency selectivity and the
compressive nonlinear properties of the cochlear amplifier are provided by coupled
hair bundles. Outer hair cell electromotility is a largely linear element [5]. It may
allow hair bundle movements to efficiently drive basilar membrane vibrations. To
elucidate the role of electromotility in cochlear amplification and its interplay with
active hair bundle motility poses an important task for future work [107]. Further-
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more, in this thesis we have opted for a description of elastic coupling by means of
linear springs. Tectorial and otolithic membranes in vivo can exhibit morphological
gradients as well as anisotropies [147, 58, 135, 50]. In order to further gauge the
importance of elastic coupling for the cochlea and other inner ear organs, a more
detailed description of hair-bundle coupling as realized in vivo is asked for.

Next to a mechanical oscillator in form of their sensory hair bundle, hair cells
are known to possess an electrical oscillator, residing within their basolateral mem-
brane [74, 149, 143]. This oscillator can perform spontaneous and evoked voltage
oscillations. It has been suggested that the frequency-tuning of frog saccular hair
cells is partly determined by characteristics of this electrical system [42]. Because
of the mechanosensitive ion channels in the tips of stereocilia, hair-bundle oscilla-
tions modulate the ionic currents entering the soma and thus influence the electric
circuitry of the underlying hair cell. Recent experimental results suggest that a
coupling also exists in the opposite direction [130]. It has been hypothesized that
by modulating the electro-diffusion of calcium ions, oscillations of the membrane
potential could influence hair-bundle dynamics [12, 70, 130]. Recently, it has been
shown on theoretical grounds that a bidirectional coupling of the mechanical and
electrical oscillator of the hair cell could bring about an enhancement of the quality
of spontaneous hair-bundle oscillations and of the amplification properties of the
hair-bundle amplifier [61]. This result indicates that sensory organs in the inner ear
in addition to elastic coupling of hair bundles might also employ alternative routes
for reducing the detrimental effect of intrinsic fluctuations and enhancing their per-
formance. To gain a better understanding with respect to the relative importance
of these different strategies poses an interesting challenge for further research.



Appendix A

Discretization of cyber-clone dynamics

During the hybrid experiment described in chapter 5.1, the dynamic equations of
cyber clones in each iteration of the dynamic force clamp were integrated with a
finite time step ∆t between 10−1 ms and 4 · 10−1 ms, i.e. X1 and X2 were updated
at discrete times n∆t. The same holds true for the base of the stimulus fiber that
was used to apply forces to the tip of the hair bundle under study. Due to technical
limitations, the stepsize ∆t could not be decreased further. Movements of the hair
bundle, in contrast, were continuous in time. In this appendix, we present results
that suggest that the discrete nature of the feedback procedure with stepsize ∆t was
not influencing the outcome of the experiment. To this end, we resorted to pure
computer simulations of three coupled cyber clones. More specifically, the dynamics
of the hair bundle as measured in experiments was substituted by a cyber clone
whose dynamics obeyed

Ẋ = ẊDET + FK(t) + Fext(t) + ξ(t) (A.1)

Ẋa = Ẋa,DET + ξa(t), (A.2)

where ẊDET and Ẋa,DET, with the obvious modifications, are given by eq. (5.3) and
eq. (5.4), respectively. As the dynamic equations forX, X1 andX2 forK = 0 pN/nm
were identical, we set Xoff = 0. To reflect the discrepancy between the continuous
nature of hair bundle dynamics on the one hand and the discrete nature of the cyber
clones’ update rules on the other hand, eq. (A.1) and eq. (A.2) were integrated with
a time step ∆tHB = 10−3 ms. While still rendering the evolution of X discrete, as
necessarily is the case when performing simulations on a computer, ∆tHB was two
orders of magnitude smaller than the smallest ∆t used during experiments. We have
only considered the case Fext = 0 pN.

For each set of parameters used for defining cyber clones during an actual exper-
iment, three different simulations with identical initial conditions were performed,
corresponding to stepsizes ∆t = 10−3 ms, 10−1 ms, and 4 · 10−1 ms that were used
to update the two flanking cyber clones with position X1 and X2 (see fig. A.1 A).
In order to be able to discern the effect of these different time steps, in contrast
to possibly different realizations of the noise terms, during the three different runs
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Figure A.1: Changing the discretization of cyber-clone dynamics. The simulation procedure is
explained in the main text. (A) For one parameter set and three different time steps ∆t = 10−3

ms (black), 10−1 ms (red), and 4·10−1 ms (green), a section of the trajectory of the left cyber clone,
i.e. X1(t) is shown. For the two larger time steps the piecewise constant nature of the dynamics is
clearly visible. Note that due to the use of frozen noise, the time evolution of the three trajectories
is very similar on timescales on the order of the largest time step. (B) For all parameter sets
used in experiments, simulations as in (A) were performed. We plot cross-correlation coefficients
between the hair-bundle trajectory as generated with ∆t = 10−3 ms and a coarser integration
with ∆t = 10−1 ms (red) and ∆t = 4 · 10−1 ms (green). (C) For the same parameter set as in
(A) we show twice (top and bottom) the trajectory of the central cyber clone X(t) generated with
∆t = 10−3 ms (black). Also plotted is the corresponding trajectory for ∆t = 10−1 ms (top, red)
and ∆t = 4 · 10−1 ms (bottom, green). Note that the upper two trajectories are almost identical.
The shaded area indicates a period in which differences for the largest time step appear.

so-called frozen noise was used. Six sequences of suitable length xm, xa,m, xi,m,
and xa,i,m (i = 1, 2) of normally distributed random numbers with zero mean and
unit variance were chosen. These sequences were the same in all three simulations.
Denoting N = ∆t/∆tHB, the cyber clones X1 and X2 for a given ∆t were updated
according to

Xi((n+ 1)∆t) = Xi(n∆t) + (Ẋi,DET(n∆t)− Fi(n∆t))∆t

+
√

2kBTλ∆tHB

(n+1)N−1∑
m=nN

xi,m

and

Xa,i((n+ 1)∆t) = Xa,i(n∆t) + Ẋa,i,DET(n∆t)∆t

+
√

2kBTaλa∆tHB

(n+1)N−1∑
m=nN

xa,i,m.
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Note that because of

Var

√2kBTλ∆tHB

(n+1)N−1∑
m=nN

xi,m

 = Var(xi,m
√

2kBTλ∆t)

this is consistent with the update rule used in experiments. The same holds true
for the update rule of Xa,i. At times intermediate between n∆t and (n+ 1)∆t, i.e.
n∆t+ k∆tHB with 0 < k < N , we set

Xi(n∆t+ k∆tHB) = Xi(n∆t) and Xi,a(n∆t+ k∆tHB) = Xi,a(n∆t).

The resulting trajectories X1(t) and X2(t) thus were piecewise constant functions
(see fig. A.1 A). The use of frozen noise ensured that random increments due to
noise terms, while for smaller time steps ∆t being resolved on finer timescales, on
larger timescales were identical. This was achieved by the summing procedure in
the above equations. The integration steps for the central cyber clone read

X(n∆t+ (k + 1)∆tHB) = X(n∆t+ k∆tHB)

+(ẊDET − FK)(n∆t+ k∆tHB)∆tHB

+xnN+k

√
2kBTλ∆tHB,

Xa(n∆t+ (k + 1)∆tHB) = Xa(n∆t+ k∆tHB)

+Ẋa,DET(n∆t+ k∆tHB)∆tHB

+xa,nN+k

√
2kBTaλa∆tHB .

While the cyber clones X1 and X2 during each time interval [n∆t, (n + 1)∆t[ were
kept at a fixed position, the central cyber clone X was not. Accordingly, the coupling
force felt by the hair bundle during this period was also changing. This is expected
to be the case during experiments as well. In each iteration of the feedback, after
the glass fiber’s base was moved, it stayed fixed until it was moved again in the next
time step. The hair bundle, however, slightly changed its position with respect to
the fiber’s base, leading to a change of the exerted force over the period of one time
step. Note that here we neglect the finite rise time of the piezo, as well as the effect
of viscous drag on the stimulus fiber.

Updating the flanking cyber clones with time steps of either ∆t = 10−3 ms or
∆t = 10−1 ms leads to no appreciable differences (see fig. A.1C). Cross-correlation
coefficients between the respective trajectories of the central cyber clone for all
parameter sets were close to one (see fig. A.1B). When comparing the results for
∆t = 10−3 ms and ∆t = 4 · 101 ms, the two trajectories of the central cyber clone
typically for long stretches were almost identical (see fig. A.1C). Occasionally, the
two trajectories for two or three oscillation cycles fell out of synchrony (see fig. A.1C,
shaded area). This leads to slightly lower cross-correlation coefficients between the
two trajectories. The overall shape and statistics of the oscillation however was
unchanged. These results strongly suggest that iterating the feedback procedure at
a rate of 2.5-10 kHz in the experiments was sufficient not to introduce significant
artifacts related to the discretization of the update rules.
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[88] C. Köppl. Birds - same thing, but different? Convergent evolution in the avian
and mammalian auditory systems provides informative comparative models.
Hear. Res., doi:10.1016/j.heares.2010.03.095, 2010.
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