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CHAPTER ONE

PREFACE

“We’re not children here. The law is — how shoulolt it? A convenience. Or a
convenience for some people, and an inconvenienctfer people. Like, take the law
that says you can’t go into someone else’s houskavé a house, so, hey, | like that
law. The guy without a house — what’s he thinkd8itay out in the rain, schnook.
That’s what the law means to him...”

Paul Castellano (1915-1985)

1.1 Introduction

Why study the informal economy? Informal econonataties increasingly capture the
interest of scholars, policymakers, journalists] #me public alike. In broad terms, the
informal economy covers a wide range of economitiviies that are not taxed,
regulated, or reported to authorities, i.e., thastvities take place outside a society’s
legal system and are thus not recorded in natiGnabme) accounts. Although present
in all types of economic systems in one way or l@otit is generally agreed that the
importance of the informal sector has varied irfedént periods and across different
countries. For example, Schneider (2007a) estintagtshe average size of the shadow
economy — an important if nthe most important part of the informal sector — antedn
to 37% of the gross domestic product (GDP) of depiely countries and 39% of the
GDP of the transition countries of the former Sowaion and Eastern Europe in 2005.
While the shadow economies in developing and ttemscountries are relatively large,
the shadow economies of developed countries asgively small: on average, they
amounted to “only” 15% of GDP in 2005 [Schneide®(2a)]. The informal economy

has nevertheless reached a remarkable size intdthesuntries around the world.
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Three main aspects make the informal economy amesting and relevant research
topic for economists. First, according to the ouslming majority of the empirical
evidence available, the size of the informal econpdras been growing in recent years
[Gérxhani (2004); Schneider (2007a); Feige and bi2®908)]. A second aspect is that
effective policymaking requires accurate informatabout informal economic activities.
Detailed information enables governments to effetyi measure the extent of the
informal economy, then to study its determinanty] &nally to allocate resources to
combat it. Third, tracking the development of imf@ economic activities over time
also provides evidence as to how successful th#setsehave been and may help
governments to further improve their policies.

The character of the informal economic activitieslertaken differs depending on the
level of a country’s development. In developed ¢oas, informal economic activities
often include tax evasion, the employment of uraled labor such as illegal or
undocumented immigrants, and the smuggling of allegoods such as drugs and
firearms. That is, the execution of these actisiiie the informal economy, which is in
developed countries relatively small compared te dfficial economy, is primarily
motivated by institutional restrictions or — in easof neighborly help and do-it-yourself
(DIY) activities — by individual market constraintsn developing countries, informal
economic activities are often the source of empleytrfor a significant portion of the
labor force which is due to the weakness of then&drsector of the economy to create a
sufficient number of (legal) jobs. That is, theammhal economy, which is in developing
countries relatively large compared to the offi@abnomy, often provides subsistence
for families. Consequently, discussions about mi@reconomic activities in developed
countries focus on unemployment, problems of fimancpublic expenditures, tax
evasion, and antisocial behavior, while informabreamic activities in developing
countries are considered a central aspect of teaosgcic as well as social life and
strategies focus on policies needed to promoteldewvent and growth [Schneider and
Enste (2002), pp. 30-32].

The concept of the informal sector originates frarstudy in a Third World context
[Hart (1970)]. Hart uses the term to describe @ phthe labor force outside the formal
labor market made up of (small) self-employed imtimls. In addition to Hart’s
influential work, the International Labour Orgaripa’s report on employment in

Kenya is considered a pioneering study on the infbreconomy [ILO (1972)]. In it, the



12

ILO focuses on employment in unregistered entegpriand finds that providing
subsistence to families is the main reason foettistence of the informal economy. The
report concludes that growth of the informal ecogam Kenya is mainly due to its
positive effects on employment and income distidsut The informal sector, or the
informal economy, thereafter typically referredways of making a livingoutsidethe
formal economy — either as an alternative to omaseans of supplementing income
earned in the formal economy [Bromley and Gerry7@9pp. 4-6]. These studies make
clear that the notion of the informal economy ie tt970s had been limited to self-
employment and the provision of subsistence tolfasin developing countries.

In the 1980s and 1990s however, the literaturebbskeed many other criteria to
determine what constitutes informal economic ai#igi These criteria are rather
heterogeneous across most authors: determinamseqoences, and the character of the
activity. For example, Feige (1981; 1990) and Tgi#i86) distinguish informal from
formal economic activities by the incentive to evadxes while Harding and Jenkins
(1989) distinguish them by the consequences ofetlagsivities for employees such as
whether employment is associated with fewer sdwogadefits or lower than minimum-
wages In his study of Peru, De Soto uses the legal statwnregistered/unlicensed
versus registered/licensed enterprises — to digshginformal from formal economic
activities [De Soto (1989), pp. 151-172]. He retatbe emergence of the informal
economy to economic policy and to transaction castsargues that deregulation of the
market, greater private property rights, and a cédo of state intervention will reduce
informal economic activities.

The terms these days found most often in the titeeato classifyinformal economic
activities include undeclared labor, tax evasiomegulated or unlicensed enterprises,
illegality, and criminality. Table 1.1 lists the stacommon characteristics used to define
informal economic activities in alphabetical ordegether with a brief characterization

and influential representatives who first usedrépective criterioA.

! See Gérxhani (2004).

2 Table 1.1 provides a brief overview of the literats definitions of informal economic
activities. For comprehensive reviews, see Thon&9Z1), Schneider and Enste (2000), and
Gérxhani (2004).
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Table 1.1Characteristics Typical for Informal Economic Adties

Category Characteristics of informal  Author(s)
economic activities
Government intension to avoid regulations ILO (1972), Feig8&1;
regulation 1989), Harding and Jenkins
(1989)
lllegality generally illegal or unlawful  Feige (1981989),

Labor market

National accounts

statistics

Professional status

Registration

Harding and Jenkins
(1989), Renooy (1990)

undeclared labor, lack of  ILO (1972),
social benefits, lower than  Harding and Jenkins

minimum-wages (1989), Renooy (1990)

not included due to creative Feige (1981), Tanzi (1982;
accounting or non- or under- 1986), Renooy (1990)

reporting

self-employment, family  Hart (1970; 1973), ILO
workers, domestic servants (1972), Swaminathan
(1991)

unregistered or unlicensed De Soto (1989),

enterprises Swaminathan (1991)

Subsistence/survivalwidespread in developing  Banerjee (1982),

Taxes/income

countries, less important for Swaminathan (1991)

developed countries

intension to evade/un- or  Allingham and Sandmo
underreported (1972), Feige (1981; 1990),
Tanzi (1982; 1986), Frey
(1989), Alm (1991)
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All of the activities that meet the criteria memténl above have one thing in common:
they all involve some kind of unlawfulness. For exde, employing undeclared workers
in order to save on labor costs and social secuaatyributions is illegal. Tax evasion,

non- or under-reporting of income, and the produmtidistribution, or consumption of

illegal goods and services are also illegal. Anotimeportant characteristic of these
activities is that they are not accounted in officiational accounts statistics. For this
reason, DIY activities — although perfectly legaire also considered informal economic
activities [Thomas (1992), p. 3].

Using a rigid list of criteria to distinguish betere formal and informal economic
activities has advantages and disadvantages. Qramtade is that it enables researchers
to distinguish between very different activitiestiim the informal economy. For
example, one can consider simultaneously goods semdices produced within the
household, forms of illegal employment, tax evasaod social security fraud, and even
criminal economic activities like drug smugglinghel disadvantage is that it becomes
difficult to develop a single, overarching definiti for all informal economic activities.
For this reason, many researchers tailor the digfimdf informal economic activities to
the subject under consideration. The literatureertbeless agrees that, in general, the
informal economy comprises all goods and servickghvnormally should be included
in the calculation of the GDP but which are notéhese of businesses not being legally
registered as businesses, employing workers infilynfailing to comply with laws and
regulations, or failing to disclose transactionsatghorities because the goods and/or
services are illegal [Thomas (1992), pp. 1-9]. Egke® of businesses operating in the
informal economy range from family businesses amd)d companies that employ
informal workers, avoid social security contribui$y evade taxes, or avoid compliance
with labor market regulations such as minimum wage safety regulations, to criminal
organizations.

One aspect of the informal economy on which mucthefliterature focuses is the
shadow economy, i.e., thenlawful (illegal) production, sale, and/or consumption of

otherwiselegal goods and servicésThese activities are typically referred to aslédwal

% The following terms are used as mere synonymisdriiterature: black, concealed, informal,

non-observed, parallel, shadow, subterranean, gralerd, or unrecorded economy.
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part of the shadow econorfiyft.he DIY economy, i.e. the production and consuamptf
goods and services within the household sector, thadillegal part of the shadow
economy, i.e., the (illegal) production, sale, andonsumption ofllegal goods and/or
services such as drugs, are typically excluded faomalyses of informal economic
activities. Smuggling, for example, i.e., the ikgrade of legal and/or illegal goods, is
usually studied in a completely separate brandhefiterature. By definition, however,
smuggling — as well as DIY activities — are infofraaonomic activities and thus part of
the informal economy.

For this reason, this dissertation takes a compisae approach to the study of the
informal economy. It considers traditional shadawremic activities, household DIY
activities, and the smuggling of illegal as well lagal goods as informal economic
activities. The reason for this is because shadmm@mic activities, DIY activities, and
smuggling, all meet one or another criterion présg¢nn Table 1.1. DIY and shadow
economic activities, for example, are part of thi®imal economy because they are not
accounted for in official national accounts statst involve family or undocumented
workers, or evade taxes. Legal goods smugglinguisqs the informal economy because
it is not accounted for in official internationahtle statistics and because it is motivated
by tax and/or tariff evasion. lllegal goods smuggliis both an informal and illegal
economic activity and is thus also part of the infal economy.

The empirical analyses in this dissertation areethasn structural equation models
(SEMs). These models are particularly appropriatelfe analysis of informal economic
activities for two reasons. First, SEMs are abledosider informal economic activities
as unobservable, rather than observable variallesond, SEMs divide observable
variables into causes and indicators of the uneobbés variable. This enables
researchers to take into account the multiple detemts (causes) and the multiple
effects (indicators) of informal economic activitieThe SEM methodology is often
applied to the shadow economy, but | use it for RiMfivities and smuggling as well.
This approach contributes to the literature by wpgl SEMs consistently to the

empirical analysis adll informal economic activities studied in this digadon.

* See, for example, Schneider and Enste (2002, @3] for a detailed discussion on the

classification of different types of shadow economtivities.
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1.2 Outline and Main Findings

This dissertation is divided into ten chapters. @éal introduces the main topic, the
outline, and presents the main findings. The bdilthe analysis is contained in Chapters
2, 3, and 4. Chapter 5 summarizes and concludeptéh6 lists the references. Chapter
7 describes SEMs which have been used in the erapanalyses of Chapters 2, 3, and
4. Chapters 8, 9, and 10 contain the appendic€hapters 2, 3, and 4, respectively.

Chapter 2 studies shadow economic and DIY activ/iied presents a dual estimation
for the development of both types of informal eaomoactivities in Germany from 1970
to 2005. DIY activities produce goods and servaaekome in one’s spare-time, and are
often associated with self-realization of the indixal> Shadow economic activities are
carried out by small-scale producers who supplgrinediate goods and services to other
producers and by (large-scale) businesses whicplsuymods and services for final
demand. While shadow economic goods and serviceslegal, the processes of
production and distribution involve some kind akgularity and unlawfulness such as
tax evasion, social security fraud, or non-comméewith regulations such as minimum
wages or safety standards. Although difficult taait (because individuals engaged in
these activities wish not to disclose these adtisji statistics on shadow economic
activities are valuable for two reasons. Firsthaitt accurate statistics on the economy
as a whole (whether formal and informal), such asmployment, income, and
consumption, the government's economic policies kkely to be inappropriate,
ineffective, or both. Second, statistics on shadewonomic activities can help
policymakers to find and prosecute those who haeeled taxes and enforce labor and
safety regulations. Failure to do so weakens niyt thie economy but society as well.

The calculations for Germany presented in Chaptesh@w that the informal
economy, in particular shadow economic and DIYvéatis, in Germany accounted for a
remarkable 22% of official GDP in 2005. German sivadeconomic activities are

motivated primarily by institutional factors such taxation and regulation while DIY

®> While DIY activities in developed countries aretenf seen as something positive and
creative, the nature of DIY activities in develapicountries is different. In developing countries,
household production and exchange of goods andcesris often necessary for survival and

motivated by self-sufficiency of households.
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activities are driven by unemployment and individoanstraints. Deregulation as well
as lower tax and social security contribution buslare two efficient means of shifting
shadow economic activities into the formal economy.

Chapter 3 studies an informal economic activityt thas attracted much attention
recently: legal goods smuggling, or the illegabitaof otherwise legal goods. The main
form of this informal economic activity is the fdisation of trade documents. By
reporting false amounts of exports and/or impootsatithorities smugglers, or trade
misinvoicers, seek to avoid paying taxes and/affsaBoth shadow economic activities
and legal goods smuggling involve otherwise legatpcts and services. Unlike shadow
economic activities, however, legal goods smugglimglves the distribution — rather
than the production or consumption — of goods ideorto evade taxes and tariffs.
Smuggling also differs from shadow economic adasitin that it is an international —
rather than domestic — activity. It requires exégal resources, promotes corruption and
bribery, puts a strain on international relaticasd potentially diminishes the gains from
international trade.

Due to the illegal nature of smuggling, data idiclfit to obtain and little is known
about the magnitude and extent of smuggling ined#fit countries around the world.
Chapter 3 contributes to the empirical literatundeyal goods smuggling by applying an
SEM to estimate an index of smuggling in 54 coestriThe empirical analysis reveals
that legal goods smuggling, or informal internaséibtrade, takes place when tariffs are
high and/or when there are non-tariff barriers tadé. Thus, lowering tariffs and
removing trade barriers may help shift the illegaiuggling of otherwise legal goods
trade to the legal sector of international tradauggling could also be reduced through
more effective law enforcement because it wouldraase the expected cost of
smuggling. Corruption, however, decreases the afsiiegal trade and makes it more
profitable. The ranking of countries shows thaghl trade is less common in Western
Europe — a region with relatively low corruptiorard more common in Latin America,
Asia, and Africa — regions with relatively high ogption.

Chapter 4 argues that the analysis of smugglingokas incomplete in the literature
so far. To improve the understanding of illegaldea | distinguish between the
smuggling ofillegal goodsand the smuggling ofegal goods. In particular, | study the
smuggling of illegal and legal goods across the.{M8&xico border. Official estimates

suggest that illegal cross-border transactionsoarthe rise in many parts of the world:



18

the trafficking of illegal immigrants into develagpecountries and the smuggling of
illegal drugs have developed into multi-billion-thol businesses [LeMay (2007), 33-35;
United Nations (2009), pp. 9-19]. The U.S.-Mexicase is particularly interesting since
most illegal drugs and immigrants in the Unitedt&taarrive via the Mexican border. For
example, 90 percent of the cocaine in the UnitedeSt— between 300 and 460 metric
tons — came from Mexico [Ford (2008), p. 25]. Imédn, more than 400,000 Mexicans
per year over the last decade entered the Unite<Sillegally via the southern border
[Passel (2007)]. While Mexico’s efforts focus mgstin the violent, well-armed and

well-financed drug cartels, the focus in the Unithtes is — according to the 2008
National Drug Threat Assessment Report — on enfgrt¢he border and reducing the
demand for illegal drugs [Department of JusticedD@0pp. 4-7].

The smuggling of legal goods differs from the smiungg of illegal goods. Legal
goods smuggling is motivated by tariff and tax émasand is commonly considered a
peccadillo (petty offense). Illegal goods smuggling, on thikeo hand, often involves
dangerous criminals committing serious offenses, wieaught, face severe punishment.
The two types of smuggling are thus associated afferent types of agents, incentives,
and intensity of law enforcement.

Chapter 4 also provides the empirical analysedlegal and legal goods smuggling.
The first analysis shows that the smuggling ofgdlegoods from Mexico to the United
States decreases when Mexican labor market conslitimprove and U.S. border
enforcement is intensified. Conversely, illegal d®osmuggling increases when the
Mexican economy suffers as during the Mexican rgoes in 1982-83 and 1995 which
led to large temporary increases in illegal gooesiggling. From 1984 to 2004, the
smuggling of illegal goods decreased from $116idwillto $27 billion. This can be
attributed to stricter border enforcement in thatéth States and better job prospects in
Mexico. The second analysis shows that legal gsodgygling is motivated by tariff and
tax evasion and decreases with tariff reductiomm® General Agreement on Tariffs and
Trade (GATT) in 1987 and the North American Freader Agreement (NAFTA) in
1994, for example, had a significant impact onghriggling of legal goods across the
U.S.-Mexico border.

Chapter 5 presents the most important findingshefdissertation and places them in
the overall context of informal economic activitids also explores avenues for future

research.



CHAPTER TWO

SHADOW EcoNomIC AND DO-IT-YOURSELF ACTIVITIES :

THE GERMAN CASE"

"Taxes grow without raif.

Jewish Proverb

This chapter presents a dual estimation of shadmmamic and do-it-yourself (DIY)
activities and tracks their development in Germfragn 1970 to 2005. It shows that DIY
activities in Germany are sizable and should beraikto account when formulating
economic policy. It also considers the impact ofrr@@n reunification on shadow
economic and DIY activities and employs a propdinmege of domestic currency in
circulation (M0O) within Germany as an indicator iadle for the shadow economy.

DIY activities — home repair, maintenance, and iovpments — are, in developed
country like Germany, often considered positive amedative spare time activities.
Shadow economic activities, such as legal workafloich income is not reported, on the
other hand, are often considered negative and hbérivibst societies therefore attempt
to control the shadow economy through punishmenoraoter to spur growth in the
official economy. While much is know about the siakthe shadow economies in
different parts of the world, its determinants, amgpacts, the literature has paid less
attention to DIY activities. One reason is that&veloped countries DIY activities are

less sizable and important compared to shadow eioractivities®

“This chapter follows Buehn et al. (2009). Copytigh2009 Mohr Siebeck.

® In developing countries, however, DIY activitie® @n important part of life. As a way of
making a living outside the formal economy, eitlzar an alternative to it, or as means of
supplementing the formally earned income, they rofpeovide subsistence to families (see
Chapter 1).
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From a household perspective, shadow economic ahd dztivities may be
substitutes. If it is too risky to demand shadowresnic activities — for fear of being
caught and incurring fines and/or punishment — viddials may undertake DIY
activities. The two could, however, be viewed ampements. Individuals may demand
shadow economic activities, for example, to supgletrthe production of DIY goods
and services for quality assurance and/or effigieor example, an individual may
choose to renovate her home herself but may hivanalyman informally for tasks she
does not know how to do or cannot do well. In thigy, she is supplementing (or
complementing) her own DIY activities with shadogoromic ones.

Unfortunately, gathering accurate information oe ghadow economy is difficult
because individuals working in this sector do resdily volunteer details about their
informal activities. Although literature on partlau aspects of the shadow economy
exists! including one comprehensive survey on the shadosn@my as a whole
[Schneider and Enste (2000)], the subject still ais controversial. Measuring DIY
activities, an even more neglected subject of fterakure, is no less challenging.
Previous investigations into the informal econonsually excluded DIY activities,
claiming that they are less important and do naistitute a sizable portion of the
economy. To the author’'s knowledge, only two easiydies estimate both shadow
economic and DIY activities [Karmann (1988; 19904a)]y calculations show that
German shadow economic activities increased froB%olef official GDP in 1970 to
17% of official GDP in 2005. Over the same peribtly activities increased from 4% to
around 5% of official GDP. Together, both types aftivities accounted for
approximately 22% of Germany'’s official GDP in 2005

This chapter is organized as follows. Section 2fingés the shadow economy and
DIY activities and provides a short review of eixigtestimates of the shadow economy
in Germany. Section 2.2 describes the empiricalhoddlogy. Section 2.3 provides
theoretical considerations as to why individualsntto shadow economic and DIY
activities. Section 2.4 presents the results ofetstemations and calibrations of the size

and development of shadow economic and DIY aadisitin Germany. Section 2.5

" See Frey and Pommerehne (1984), Schneider (199%; 2005), Loayza (1996), Lippert
and Walker (1997), Johnson et al. (1997), Johnseh €1998), Pedersen (2003), and Gérxhani
(2004).
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concludes.

2.1 Definitions and Brief Literature Review
2.1.1 Shadow Economic and Do-it-Yourself Activities

Most authors attempting to measure the shadow eapriace the difficulty to develop
an appropriate working definition. One commonly disgefinition is all currently
unregistered economic activities that would coniiéb to the officially calculated
(observed) GDP. This definition is used, for examply Frey and Pommerehne (1984)
and Feige (1989, p.19; 1994). Smith (1994, p. 1&jnds the shadow economy as
“market-based production of goods and services,thendegal or illegal that escapes
detection in the official estimates of GNP.” Onetloé broadest definitions interprets the
shadow economy as those economic activities andntteme derived from them that
circumvent government regulation, taxation, or obsgon® In this chapter, the
following, more narrow definition of the shadow eomy is used: The shadow economy
includes all market-based, legal goods and sentlwasare deliberately concealed from
public authorities to avoid payment of income, eahdded, or other taxes and social
security contributions; to get around certain labwarket standards, such as minimum
wages, maximum working hours, and safety standaodsto avoid administrative
procedures, such as filling in forms and statistieeestionnaires.

DIY activities include all goods and services thag producedy the householth
order to avoid gross wage payments, including taxessocial security contributions, in
the official economy or to avoid any net wage pagtaén the shadow economy. That is,
DIY activities are primarily undertaken to avoidbta costs either in the official or in the
unofficial (shadow) economy. The treatment of tladue added from these activities to
GDP depends on whether the production is for cafdtanation or consumption. The
broadest rule is that capital formation undertaksn family businesses should be

included in GDP while production for consumptioroshd not [Thomas (1992), pp. 16-

8 Dell’Anno and Schneider (2003) use this definiti®ee also Thomas (1999) and Fleming et
al. (2000). For an excellent discussion of therdéfin of the shadow economy, see Pedersen
(2003).
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17]. | follow this rule and focus on DIY activitider capital formation only and not on
activities such as cleanirg.

It is important to note that the main differencevieen DIY and shadow economic
activities is that the former are entirely lawfuhie the latter involve some kind of
unlawfulness such as tax evasion or the violatibdabor market regulations. This
chapter does not deal with illegal/criminal (shadesonomic) activities, such as
burglary, robbery, and drug dealing. Rather, itstders the production of legal goods
through shadow economic and DIY activities, whiobether form the hidden economy.

Table 2.1 provides an overview of these differgpes of economic activities.

® This differentiation is due to the choice of tmelicator variable for DIY activities in the
empirical analysis, turnovers in DIY stores, whiatgely reflects the demand for inputs of DIY

activities for capital formation.
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Table 2.1 Types of Hidden Economic Activities

Type of Monetary transactions Non-monetary transactions
activity

lllegal Trade in stolen goods, drug dealingBarter of drugs, stolen goods,
activities and manufacturing, prostitution,  smuggling, etc., production

gambling, smuggling, fraud, etc.  or growing of drugs for own

use, theft for own use

Tax evasion Tax avoidance Tax evasion ax
avoidance
Legal activities Unreported Employee Barter of All do-it-
income from self- discounts, official / yourself
employment, fringe benefits lawful goods work and
wages, salaries and services neighborly
and assets from help

unreported work
related to
official/lawful
goods and

services

Note: The structure of the table is taken from Lippertl &Valker (1997, p. 5), with additional

remarks.

2.1.2 Brief Literature Review

This section briefly reviews important studies thatimate the size and development of
shadow economic and DIY activities in Germany. iécdsses neither the various
methodologies used in the literature nor the acged or disadvantages of any one
methodology. For such a discussion, see Karmar86j1® Schneider and Enste (2000).
The oldest estimate of the German shadow economy tie survey method of the

Institute for Demoscopy (IfD) in Allensbach, Germgaand determines that the shadow
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economy was 3.6% of official GDP in 1974 [IfD (19F% Pedersen (2003) arfekld
and Larsen (2005) undertook extensive researclegmojusing the survey method to
estimate shadow economic activities in the yeafd 2hd 2004. Using the official wage
rate, Feld and Larsen (2005, p. 22) conclude tiede activities reached 4.1% and 3.1%
of official GDP in 2001 and 2004. Using the (muokvér) shadow economy wage rate,
however, these estimates shrink to 1.3% and 1.0%ffifial GDP, respectively,
confirming Pedersen’s estimate of 1.3% of the @fiGGDP [Pedersen (2003), p. 136].
Using the discrepancy method, the German shadowoaty is much larger: using the
discrepancy between expenditure and income, it atsoto approximately 11% of
official GDP for the 1970s [Lippert and Walker (I®P and using the discrepancy
between official and actual employment, it amouiotsoughly 30% of official GDP
[Langfeldt (1983)}*

The physical input method produces values of aralifh of official GDP for the
second half of the 1980s [Feld and Larsen (200582p. The (monetary) transaction
approach developed by Feige (1996) places the shadonomy at 30% of official GDP
between 1980 and 1985. Yet another monetary appreadhe currency demand
approach, first used for Germany by Kirchgassn@88) — yields values of 3.1% (1970)
and 10.3% (1980) of official GDP. His estimates quéte similar to those obtained by
Schneider and Enste (2000), who also use the ayréemand approach and estimate
the size of the shadow economy to be 4.5% and 14f/#%ficial GDP in 1970 and
2000. Karmann (1990a) however, using the same appraestimates three alternative
specifications and yields lower estimates. The ifipation that uses the marginal tax
rate to measure the burden of taxation estimatsstile shadow economy in Germany
increased from 1.5% of official GDP in 1970 to 9.294987"

Multiple Indicators Multiple Causes (MIMIC) modél and Dynamic Multiple

9 See Schneider and Enste (2000).

1 See Schneider and Enste (2000).

12 The other two specifications — applying the groesrly earnings of male workers in the
small business sector and gross hourly earningsaté workers plus additional labor costs such
as social security contributions — produce sinmégults.

13 Weck-Hannemann (1983) and Frey and Weck-Hannerfi8#) pioneered this approach,

applying it to cross-sectional data of 24 OECD ¢aaas for various years. Before turning to this
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Indicator Multiple Causes (DYMIMIC) model estimat® produce results similar to
those of the currency demand approach. KarmannOg)99 estimating two alternative
model specifications — presents the smallest figyfwe the size of the shadow economy
in Germany:* Schneider (2005) and others [e.g. Pickhardt amd&SR@ons (2006)] arrive
at higher estimates.

In general, figures placing the size of the shadmenomy at almost one-third of
official GDP in the mid-1980s are most likely ovetimates. The similarity of the much
lower figures obtained using the currency demand BHMIC approaches is not
surprising given the fact that the MIMIC model detsmes only the development of the
shadow economgver time To calibrate “real world” estimates of the shadesonomy,
e.g. as a percentage of official GDP, point es@sdtom the currency demand approach
are typically used. Table 2.2 presents an ovenaéwstimates of the shadow economy

for Germany.

approach, they developed the concept of “soft nmiogé[see Frey et al. (1982); Frey and Weck
(1983a; 1983b)], an approach which has been usprbtade a ranking of the relative size of the
shadow economy in different countries.

* The estimates of the two specifications are similthus present the estimates of the “S-D-
Model” only in Table 2.2.



Table 2.2The Size of the Shadow Economy (% of Official G¥P§zermany According to Different Methods

Method Shadow economy (% of official GDP) in: Source
1970 1975 1980 1985 1990 1995 2000 2005
Survey - 3.6Y - - - - - - IfD (1975)
- - - - - - 1.3 - Pedersen (2003)
- - - - - - 41 319
] ] ] ] ] ] L 109 Feld and Larsen (2005)
Discrepancy between 11.0 10.2 13.4 - - - - - Lippert and Walker
expenditure and income (1997)
Discrepancy between 23.0 38.5 34.0 - - - - - Langfeldt (1983)
official and actual
employment
Physical input method - - - 14.5 14.6 - - Feld darsen (2005)
Transactions approach 17.2 22.3 29.3 31.4 - - - - eld &nd Larsen (2005)
Currency demand approach 3.1 6.0 10.3 - - - - - Kirchgassner (1983)
12.1 11.8 12.6 - - - - - Langfeldt (1983; 1984)
1.5 4.9 7.5 8.8  9.2% Karmann (1990a)
4.5 7.8 9.2 11.3 11.8 12.5 14.7 Schneider andeEns
(2000)

(continued on next page)
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Table 2.2 (cont.)

Latent (DY)MIMIC) 5.8 6.1 8.2 - - - -
approach
1.1 7.4 4.4 8.8 7.0"
- - 9.4 10.1 11.4 151  16.3

4.2 5.8 10.8 11.2 12.2 13.9 16.0

- Frey and Weck-

Hannemann (1984)
Karmann (19903)

- Pickhardt and Sarda
Pons (2006)

15.4  Schneiddd52P007b)

Soft modeling - 8.9 - - . - _

Weck-Hannemann
(1983)

1) 1974.

2) Estimate for 2001 calculated using actual “bldesurly wages.

3) Estimates for 2001 and 2004 calculated usingewa the official economy.
4) Estimates for 2001 and 2004 calculated usingghtblack” hourly wages.
5) Size of the shadow economy according to the “Bdalel” specification.

6) Estimate for 1983.

7) Estimate for 1987.

8) Average of 1974 and 1975.

L
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Compared to the literature on shadow economic iiesvin Germany, the literature on
DIY activities in Germany is rather limited. Broden (2003) provides a questionnaire-
based survey of DIY activities in northwestern Ehgl® For Germany, he finds that the
likelihood of carrying out DIY activities depend®3gitively on home ownership and
negatively on age. Married or cohabitating respatsiare also more likely to carry out
DIY activities than unmarried or single respondeBi®dersen (2003, pp. 34-37) finds a
negative significant correlation between income B activities and strong regional
influences — there is a greater likelihood to caray DIY activities in the new federal
states (Neue Bundeslénder) of Germany than in the federal states (Alte
Bundeslander). Calculating the total value of DiXities in the form of home repair,
maintenance, and improvements, Brodersen (20088)pconcludes that these activities
correspond to approximately 1% of Germany’s GDR06A1.

Karmann (1990a) pioneered joint macroeconomic nreasents of shadow economic
and DIY activities'® Using the MIMIC approach, he finds that finanaiahstraints of
households encourage DIY activities. Since 1976, ttital value of these activities has
increased steadily. In 1983, they accounted fd¥4o8 official GDP. Between 1983 and
1987 however, DIY activities decreased by almost 1863.4% of official GDP. The
analysis in this chapter expands on his work inweys. First, it models the demand for
domesticcurrency in circulation in Germany explicitly andkes into account the
distortion in currency in circulation due to thetroduction of the euro. Second, it
accounts for different behavioral patterns in Bastend Western Germany and structural

changes to the German economy due to German reatigin in 1990.

2.2 Empirical Methodology

To estimate the size and development of shadow oeaicnand DIY activities in

1> Merz and Wolff (1993) present a microeconomic wsialof the influence of regional long-
term unemployment figures, social contacts, andilfaoharacteristics such as marital status,
number of earners in the household, and occupatohiaaacteristics on household production. A
recent contribution to the theoretical literatuseNgai and Pissarides (2008) who study the
substitution between home and market production.

16 See also Karmann (1988).
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Germany, | employ two alternative structural equatnodel (SEM) specifications, one
of them composed of two separate MIMIC modélBormally, MIMIC models consist
of two parts: the structural equation model andrtfeasurement model. The structural

equation model can be represented by:

M=%+ ¢, (2.1)
where x; = (xlt, Xogseees xqt)' is aq vector and eacl; , i =1,..,q is a possible manifest

cause of the latent variablg.'® Here, y' = (yl,yz,...,yq)' is a g vector of coefficients

describing the relationships between the latentabée and its causes. Thus, the latent

variables, is determined by a set of exogenous causes. 8iageonly partially explain

1, the error term¢, represents the unexplained component. The variaficg is

denoted by, and® = E(xtxt') is the(qx g) covariance matrix of the causes.

The measurement model represents the link betwkenlatent variable and its
indicators, i.e., the latent variable determinasindicators. The measurement model is
specified by:

Yo = A+ e (2.2)

where y; = (ylt, Yotreees yp)' is a p vector of several indicator variables,is a p vector
of regression coefficients, ang is a p vector of white noise disturbances. Their
(px p) covariance matrix is denoted I8, = E(gtgt').

Substituting equation (2.1) into equation (2.2)dsea reduced form regression model
where the indicatorsy, of the latent variabley, are the endogenous variables and the

causesx, the exogenous variables. This model can be wrégen

yt = HXt + Zt L] (2.3)

17 Joreskog (1970) and Goldberger (1972) first intazdi SEMs into economics. Thereafter,
very general SEMs were developed [see, for exarf@esling (1972); Joreskog and Goldberger
(1972); Joreskog (1973)] and applied (see, for gtamoreskog and Goldberger (1975)]. For a
more comprehensive description of SEMs, see Appehdir Bollen (1989).

'8 The subscriptindicates the time series dimension of the vagigbl
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where IT = 2y' is a(pxq) matrix andz = A¢, +¢,. The error ternz, in equation (2.3)
is a p vector of a linear transformation of the whiteseerror termg; andeg, resulting
from the structural equation and measurement mpdelsz ~ (0,2). The covariance
matrix 2 isgivenas? = Cdlz, )= ERG +& NG +e& Fwi+0,.

Since the latent variable is not observable, s 8 unknown, and the parameters of

the model must be estimated using the observedhlas’ variances and covariances.

The goal of the estimation procedure is thus tamede an SEM’s covariance matrix
(), z :Z(é), that is as close as possible to the sample @waei matrix of the

observed causes and indicatbrédentification and estimation of the model is howee
not possible without placing restrictions on certaiodel parameters. Among others, a
restriction often imposed on the model is that etement of the vectoi, i.e., one
indicator, is set to am priori value (often 1 or -1). In this way the researchlso
establishes an interpretable scale for the lateniafle [Bollen (1989), pp. 91, 18%).

The first step in the estimation is to select theseises and indicators that are
appropriate to define the latent variable and wladdress the hypothesized theoretical
relationships. After model identification and det@mation of the latent variable’s scale,
the coefficients and model parameters are estinateldthe hypothesized relationships
between the latent variable and its causes anddtals tested. The second step is to use
the estimated coefficients of the causes to caleutae latent variable score for each
point in time. Finally, a benchmarking procedureajgplied to estimate “real world”
figures of the underlying latent variable. The neeiction presents the theoretical

reasoning for the selection of causes and indisator

% ¢ is a vector that contains the parameters of tMemandZ(a) is the covariance matrix
as a function of¢ implying that each element of the covariance matria function of one or
more model parameters.

%% An alternative is to set the variance of the ueowable variables, to one. However,

setting one element of to an a priori value is often more convenient fooreomic interpretation

and thus typically done [Dell’Anno and Schneided(Q)].
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2.3 Theoretical Considerations for the Choice of a@ables

It is clear from the previous section that the niregrof the latent variable depends on
the causes and indicators chosen to representig.niéikes the selection of appropriate
causes and indicators the most demanding parteofSEEM approach. The following

explains the reasoning for the causes and indeatamployed in this chapter of the

dissertation based on theoretical and empiricalenge from the literature.
2.3.1 Causes of Shadow Economic and Do-it-Youfsrivities
2.3.1.1 Tax and Social Security Contribution Burdens

Studies point to tax and social security contributburdens as one of the main reasons
for the existence of the shadow economy becauss taffect labor-leisure choices and
stimulate informal labor suppf}. The greater the difference between the total cbst o
labor in the official economy and the after-tax reags from work, the greater the
incentive to reduce or avoid this difference by kiog in the shadow economy.
Schneider (1986; 1994) demonstrates the strongeinfle of indirect and direct taxation
on the shadow economies of Austria and the Scawdimacountries. Johnson et al.
(1998) provide further empirical evidence to supghis view. Higher taxes may also
create an incentive to carry out DIY activitieshetthan buy the equivalent — but more
expensive — products and services in the officcnemy. An alternative view is that
higher taxation may drive up the prices of DIY gspthereby making DIY activities
more costly.

For the approximation of tax and social securitptdbution burdens, | use public
revenues data (in % of GDP) provided by the Orgatiom for Economic Cooperation

and Development (OECD) which comprises total revemidecentral and local

2L See Schneider (1994; 1997), Lippert and Walke®7).9Johnson et al. (1998), Tanzi
(1999), Mummert and Schneider (2002), and Gileslet(2002). Loayza (1996) provides a
theoretical macroeconomic analysis of the relatignbetween excessive taxation/regulation and
the shadow economy. Neck et al. (1989) show thasétoolds’ determinants to work in the

shadow economy are similar to those of tax evasion.
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governments. Its main components are income tdwevadded and sales taxes, social

security contributions as well as payroll taxes.

2.3.1.2 Intensity of Regulation

The intensity of regulation is another importants@afor the existence of the shadow
economy. Regulations not only increase labor costke official economy, but — since
most of these costs can be shifted onto employedso-provide an incentive to work in
the shadow economy — where these costs can beealvoithe intensity of regulation is
often measured by the number of laws and regulgtisach as license requirements, or
the size of staff at regulatory agencies. Exampfellwor market regulations include
minimum wages, security standards, and restrictonforeigners. Johnson et al. (1998)
provide empirical evidence of the influence of igbmarket regulations on the shadow
economy. The influence of labor market regulationsshadow economic activities is
also clearly described and theoretically derivedother studies, for example in the
findings of the German Deregulation Commission 199(Deregulation Commission
(1991)] and in Pelzmann (2006, pp. 94-99) who aspihe psychological foundations of

the reactance theory to the shadow economy.

2.3.1.3 Other Influential Factors

Real disposable income is included as a controbbbe. Here, a positive relationship is
assumed. Since real disposable income is positigetyelated with the demand for
goods and services in general, | hypothesize tfehigher the real disposable income,
the greater the demand not only in the official also in the unofficial economy and,
hence, the larger the shadow and DIY economies.

A zero one time dummy variable (Dummy) is includid control for structural
changes of the German economy as a result of theifieation in 1990. Because
German reunification offered remarkable opportesithot only in the formal but also in
the informal economy, | expect a positive correlatbetween the dummy variable and
shadow economic as well as DIY activities.

With respect to DIY activities, | focus on the laboarket — which numerous studies
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identify as a driving force for informal economictiaities® It is generally agreed, for
example, that high labor costs are the cause afhpleyment in the OECD countries.
The higher the unemployment is, the greater theniinge to engage in DIY activities
because unemployed individuals have less moneyrtthpse goods and services, either
in the official or unofficial economy, and also mdime to perform DIY activities. DIY
activities may also boost individuals’ self-esteetnereby further stimulating DIY
activities. It is also apparent that the higher #@werage gross hourly earnings in the
official small business sector, the higher the £ést those individuals who demand such
services. Given that they are able to do thesevigesi themselves, they may replace
demand both in the official small business sectat @ the shadow economy — which
runs the risk of punishment and fines — with DIYtiates. | therefore postulate that
higher average gross hourly earnings for craftstead to an increase in the volume of

DIY activities, ceteris paribus
2.3.1.4 Summarizing the Hypotheses

Because it is not clear whether shadow economiclAivdactivities can be treated as
complements or substitutes, | do not formulate bggotheses about the interaction
between these activities. Instead, | undertakeatteampt to estimate simultaneously the

shadow economy and DIY activities according toftil®wing hypotheses:

(1) An increase in tax and social security burdemseases shadow economic and

DIY activities, ceteris paribus

(2) The more the German economy is regulated, teatgr the incentive to work in

the shadow economgeteris paribus

(3) The higher unemployment and wages in the offi@aonomy, the more

individuals engage in DIY activitiesgeteris paribus

2 schneider and Enste (2000) and Gérxhani (2004)igeaomprehensive overviews of the

literature.
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2.3.2 Indicator Variables of Shadow Economic andiDvourself Activities

In addition to the causal variables described apbouwese four indicator variables to
estimate shadow economic and DIY activities in Gamyn The first indicator variable is
domestic MO, i.e., currency in circulation outsitde banking system. Cash is the most
common form of payment in the shadow economy bexdysotects both principal and
agent by eliminating the “paper trail.” | thus aegthat cash holdings are a sign of
shadow economic activities. | therefore expect aitpe relationship between the
shadow economy and domestic MO, i.e., the moreenayrin circulation, the larger the
shadow economygeteris paribus

An increase of the shadow economy can lead to estlstate revenues which in turn
reduce the quality and quantity of publicly prowddgoods and services. Ultimately, this
can lead to an increase in the tax rates for fiamd individuals in the official sector,
quite often combined with a deterioration in theliy of the public goods (such as the
public infrastructure) and of the administratioriththe consequence of even stronger
incentives to participate in the shadow economyhndon et al. (1998) present a
theoretical model of this relationship. Because goantity and quality of the public
infrastructure are key elements for economic growath increasing shadow economy —
ceteris paribus— results in lower growth rates of the officialoeomy. This negative
view of the shadow economy is also held by e.gykag1996).

An alternative view — held by some authors [e.gea\§1996); Tanzi (1999)] — is that
shadow economic activities are something positine areative responding to the
demand for services and small-scale manufactuiihgs, the shadow economy adds a
dynamic component to an economy promoting the ineabf new markets and
enhancing entrepreneurship. This, in turn, can spuanpetition and higher efficiency,
which stimulates economic growth.

The average number of hours worked per week in ffiad economy can be another
useful indicator of shadow economic activitiesintfividual increase labor supply in the
shadow economy, the number of hours worked in tifieiad economy will reduce,
ceteris paribusRecent empirical studies [e.g. Bosch and Lehn@i®98); DIW (1998)]

support this view identifying a negative relatioipshetween shadow economic activities
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and working hours in the official econorfiy/.Following these empirical findings, |
expect a negative correlation between the shademnosay and the average number of
hours worked per week in the official economy.

Inputs for DIY activities are typically bought inl'D stores. Hence, turnovers at DIY
stores are an indication of DIY activity. Thus, Ipext a positive correlation between
DIY activity and turnovers in DIY stores, i.e., tmore common DIY activities, the

higher turnovers in DIY storeseteris paribus

2.4 Empirical Analyses
2.4.1 Data

The data covers the period 1970 to 2005 on an arbasa$. Data on turnovers in DIY
stores is available from A.C. Nielsen Company GmdétHrting in 1978, when they
conducted the first annual survey on turnovers i¥f Btores in Germany. To complete
the time series for the entire period 1970-200&dress its annual growth rates on a
constant term and on a linear time component aludlege estimates from 1970 to 1977.
The estimation results are then used to predidetred of turnovers in DIY stores for the
years 1971 to 1978. Table 2.3 presents the regressisults”* Figure 2.1 provides a
graphical representation of turnovers in DIY stdrem 1970 to 2005. Turnovers in DIY
stores increased until the mid 1990s followed Ishart period of stagnation. Between
2002 and 2005 they decreased as a result of asieneis the Germany economy in
2002/2003, which followed the dot-com bubble cresR001.

23 See Schneider and Enste (2000) for a detailedisiamn.

24 For a discussion on unit root tests, see Sectidi2 2



Table 2.3Regression of Turnovers on a Constant and Time

Variable Growth rate of turnovers

Parameter estimates

0.212"
Constant
(12.548)
_ -0.008”
Time
(7.946)
Test statistics
Standard error of regression 0.039
AdjustedR-squared 0.713
DW-statistic 2.57
Unit root tests (growth rate of turnovers)
ADF test -6.39T
PP test -6.367
KPSS test 0.083

Note: *** Significance at the 1% level. ** Significance &he 5% level.

* Significance at the 10% level. Absolutstatistics in parentheses. The
order of the autoregressive correction for the ot tests was chosen
using the Schwarz information criterion (ADF tesid the Bartlett
kernel estimator and the Newey-West (1994) datadasutomatic
bandwidth parameter method (PP and KPSS test). MaeKinnon
(1996) critical values for the ADF and PP tests a4€l3, -3.49, and -
3.17 for the 1%, 5%, and 10% significance levedspectively. The LM
statistics critical values of the KPSS test — takem Kwiatkowski et
al. (1992) — are: 0.216, 0.146, and 0.119 for the 5%, and 10%

significance levels.
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MO in Germany greatly increased until 2001. Thisrzdrbe explained on the basis of
domestic transactions in the official and unofficeconomies alone. One possible
explanation is the rise in foreign — especiallytEasand Southeast European — demand
for the deutsche mark after the breakdown of theun€ib for Mutual Economic
Assistance (COMECON) in the 1990s [Seitz (1995)]. Thstable political situation in
those countries in the early 1990s, the war in Kosand the Bulgarian financial crisis
of 1996-1997 increased foreign demand for the déetsnark further.

Given that | am interested in shadow economic ahd &xtivities in Germany, it is
essential to focus on domestic MO as an indicadoiable for the shadow economy. To
estimate the level of domestic MO in Germany frod7@ to 2005, | apply a vector error
correction model using the methodology proposed&éiyz (1995). This enables me not
only to adjust the total amount of MO by foreigmdind for the deutsche mark but also
to take into account distortions caused by Gerneamification in 1990 and preparation
for the 2002 introduction of the euro in the sechatl of 20012

%5 At that time, individuals substituted cash withm@ad deposits in order to avoid personally
exchanging their deutsche mark for euros [Deutdshrdesbank (2002)]. This triggered an

enormous decrease in domestic MO, which cannottiibuded to changes in shadow economic
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In equilibrium, real money demand is assumed tceddppositively on real income
and negatively on short-term interest rates (thédféln equation). In countries with
weak national currencies, however, often two orenswund currencies — typically the
U.S. dollar and the euro/deutsche mark — are usedmaeans of payment and/or store of
values. For example, during the war in Kosovo @ élarly 1990s the deutsche mark and
the U.S. dollar were both used in the Balkan rediom the actual amount of either
currency individuals held depended on the USD/EUBharge raté® | take this fact
into account and include the USD/EUR exchange tateflect both the strength of the
euro relative to the U.S. dollar and the fact thattwo currencies are close substitutes in
such countries. The expected sign for the USD/EURa@xge rate is positivE.Dummy
variables for the first and second quarters of 1884 used to control for German
reunification.

Data is on a quarterly basis from Q1 1970 to Q452@ata for MO — expressed in
logs — and the short-term interest rate is takemfthe Deutsche Bundesbank. Data for
the German quarterly GDP (also expressed in logd)the USD/EUR exchange rate is
taken from the German Federal Statistical Officd dlmomson Financial Datastream,
respectively. All variables are found to be I(1)sitfy the Johansen methodology
[Johansen (1991; 1995)], | find one cointegratignation at the 5% significance level.
In order to achieve stationarity for the short-egtimation, | then difference all variables
once. The results of the unit root and cointegratésts are shown in Table Z2%Table
2.5 presents the estimation results for domesticenay in circulation. The estimated
coefficients for GDP, the short-term interest rateq the USD/EUR exchange rate have
the theoretically motivated signs and the modelahaatisfactory fit.

Figure 2.2 displays the pattern of the predictadetiseries in comparison with the

original one. It clearly shows the distortions iretoriginal time series of currency in

activities.

% The USD/EUR exchange rate is defined as the amafuntS. dollars one must pay for one
euro.

2" A stronger euro increases the USD/EUR exchange aatl should lead to more euro
holdings compared to the U.S. dollar while a weakano should lead to less euro holdings. In
portfolio theory, this effect is called return-chag

2 For a discussion on unit root tests, see Sectidi2 2
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circulation which, on the one hand, are due to Easted Southeast European demand
for the deutsche mark in the mid 1990s. The polisdaation in those countries, the war
in Kosovo, and the Bulgarian financial crisis of9691997 increased demand for
deutsche mark above the level that can be expldiyedomestic transactions in the
official and unofficial economies. On the other tdathe preparation for the introduction
of the euro in 2002 — individuals substituted casth demand deposits in order to avoid
personally exchanging their deutsche mark for edrsgygered an enormous decrease in
domestic MO that cannot be attributed to changeshadow economic activities. It is
thus important to correct for these distortions amdise the estimated time series of
domesticcurrency in circulation as indicator variable &radow economic activities in
Germany. Table B.1 in Appendix B presents a desoripf causes as well as indicators

ultimately used in the SEM/MIMIC estimations and\pdes a complete list of sources.
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Table 2.4Unit Root and Cointegration Tests

Variable ADF (PP) unit root test
Levels First difference
MO -2.233 -7.813"
(-1.951) (-11.850)"
GDP -0.993 -11.794"
(-1.422) (-11.905)"
Short-term interest rate -3.0510 -5.590"
(-3.051) (-9.291)"
USD/EUR exchange rate -1.269 -9.649"
(-1.389) (-9.740§"
Cointegration tests
Trace test 54.361
(0.011)
Maximum eigenvalue test 30.097
(0.023)

Note: *** Significance at the 1% level. ** Significancet the 5% level.

* Significance at the 10% level. Autoregressiverection is chosen using the
Bartlett Kernel estimator and Newey and West's @)9€8ata-based automatic
bandwidth parameter method (PP test). | use thev&wzhinformation criterion for
the ADF test. All regressions in levels (first difénces) include an intercept and a
time trend (intercept). The ADF and PP test's MackOin (1996) critical values for

a test equation with intercept and time trend (odpt) are: -4.13
(-3.55), -3.49 (-2.91), and -3.17 (-2.59) for th#,15%, and 10% significance
levels, respectively. The 5% critical value for tinece and maximum eigenvalue
tests — taken from MacKinnon et §1999) — are 47.86 and 27.58, respectively. For

these two testg-values are reported in parentheses.



Table 2.5Estimation of Domestic Currency in Circulation

Variable Coefficient Absolute

t-statistic

Long-run equilibrium estimation

MO (dependent variable)

Constant -1.780 7.150
GDP 1.337" 18.382
Short-term interest rate -0.007 1.945
USD/EUR exchange rate 1.049 13.571
Dummy Q1 1991 -0.168 1.610
Dummy Q2 1991 -0.137 1.316
AdjustedR-squared 0.973

Probability E-statistic) 0.000

Short-run dynamic estimation

A MO (dependent variable)

Constant 0.013 3.645

A GDP 0.461 1.669

A short-term interest rate 0.003 0.666
Residuum(-1) long-run estimation -0.108 3.325
Dummy Q1 1991 -0.064 1.169
Dummy Q2 1991 -0.008 0.210
AdjustedR-squared 0.056

Probability E-statistic) 0.024

Note: *** Significance at the 1% level. ** Significancat the 5% level.

* Significance at the 10% level.
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2.4.2 Unit Root Tests

| begin the empirical analysis of shadow econonmd BIY activities in Germany by
pre-testing the data. Applying SEMs with nonstatigniime series may result in
misleading estimates — as is common in standare $ienies econometrié3! therefore
use three conventional unit root tests to figure the time series’ properties: the
augmented Dickey-Fuller (ADF) test, the Phillipgdte(PP) test, and the Kwiatkowski
et al. (1992) (KPSS) test. While the ADF and PPRstésst the null hypothesis of a unit
root against the alternative of stationarity, thBSS test tests the null hypothesis of
stationarity against the alternative of existente anit root. Because of the reversed
null hypothesis, the KPSS test is often used améirmatory analysis to cross-check the
ADF and PP tests’ resulf8.

2 |n a seminal paper, Granger and Newbold (1974}lade that in regressions using levels
of integrated data, standard significance testsuatmlly misleading and suggest a significant
relationship of one time series on another, evetmeftwo are independent. This is the well-
known phenomenon of spurious or nonsense regression

% This approach is taken by Choi (1994). For a disimn of unit root tests, their properties,
and power, see, for example, Maddala and Kim (1pp847-97) or Greene (2008, pp.739-756).
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In some cases, e.g. for the inflation rate (Infla}j unemployment (Unemployment),
the average hours worked per week (Working hoansy, domestic MO, the tests show
ambiguous results. In general, however, | find thatvariables are not stationdhAs a
result — and to enable consistent estimation of $&VI/MIMIC models in first
differences — | difference all time series, exdegptthe indicator variable growth rate of
real GDP (Growth rate GDP), once. Employing the samé root tests, the first
differences do not exhibit a unit root. The KPSS kaigely confirms this result. As the
time series for the turnovers in DIY stores (Turew®) remains nonstationary — even
after taking first differences — | employ the apmmb suggested by Schwert (1987) to
detrend this series. Because of the limited sarsjzie, the lag order used is set to 2.

Table 2.6 summarizes the findings of the unit rests.

31 Conflicting results in unit root testing is a rgoized problem in time series econometrics
[see, for example, Maddala and Kim (1998), pp.128}1
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Table 2.6 Unit Root Tests

Variable Levels First differences
ADF test PP test KPSS tesADF test PP test KPSS test

Causes

Regulation -0.930 -0.660  0.205 -4.775 -4.775  0.602
Income -1.701 -1.701  0.186 -4.562 -4.561°  0.515
Inflation -3.365 -2.878 0.058 -4.570 -5.218"  0.056
Tax burden -0.741 -1.023  0.143  -3.690 -3.690°  0.446
Unemployment  -3.630 -2.586  0.056 -3.334 -3.550°  0.398
Wages -4.988 -4.8527 0.142 -4.064 -4.101"  0.452
Indicators

Ikk

Growth rate GDP -3.959"  -4.010°  0.187
Working hours ~ -4.524 -1.397  0.104 -3.044 -3.073  0.136

MO -2.440 -1.661 0.093 -4.135 -3.517 0.384
Turnovers -2.675 -1.055 0.111 0.020 -1.412 0.446
Turnovers

(detrended) -5.334" -5.330" 0.069

Note: *** Significance at the 1% level. ** Significancat the 5% level. * Significance at the
10% level. Autoregressive correction is chosen gisire Bartlett Kernel estimator and Newey
and West's (1994) data-based automatic bandwidthnpeter method (PP and KPSS test). | use
the Schwarz information criterion for the ADF teatl regressions in levels (first differences)
include an intercept and a time trend (interceptle ADF and PP test’'s MacKinnon (1996)
critical values for a test equation with intercaptl time trend (intercept) are -4.13 (-3.55), -3.49
(-2.91), and -3.17 (-2.59) for the 1%, 5%, and 1€#nificance levels, respectively. The LM
statistics critical values of the KPSS test [Kwiatlski et al. (1992)] are 0.216 (0.739), 0.146
(0.463), and 0.119 (0.347) for the 1%, 5%, and Bignificance levels, respectively.

2.4.3 Empirical Models

Following Karmann (1990a), the estimation of theaddhw economy and of DIY
activities is based on two alternative SEM spedifices. The first model (S-DIY)
considers shadow economic and DIY activities as dwtinct latent variables estimated
in a MIMIC approach. The second model (H-DIY) esttes the hidden economy (H)
first as a whole. It then uses the estimate forhitgelen economy to derive individual
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estimates of shadow economic and DIY activitiedlawong the earlier hypotheses, |
use tax and social security contribution burdensels as the intensity of regulation as
the main causes of shadow economic activities.el wisemployment, tax and social
security contribution burdens, and average groaslycearnings as causes of DIY
activities. Despite the ambiguous theoretical éftdcinflation on the shadow economy
and on DIY activities, | consider inflation as ausal variable in the models.
Furthermore, | use a dummy variable (Dummy) to wunfor different behavioral
patterns in Eastern and Western Germany and staliciuanges to the German economy
as a result of German reunification in 1990. Figu2e3 and 2.4 display the conceptual
diagrams of the S-DIY and H-DIY models, respectv&ince the shadow economy (S)
is a significant part of the hidden economy (H)tire H-DIY SEM, | consider all
variables that cause S to cause H as well. Heheesame set of indicator variables is

used in both model specificatioffs.

Regulation

Real domestic
currency in
circulation (M0)

Real disposable
income (Income

Inflation Shadow Average hours
economy (S) worked per week

Dummy of (Working hours)

reunification

(Dummy) Growth rate of

real GDP
Tax and socia \ Do-it-yourself (Growth rate
security burden economy (DY) GDP)

(Tax burden)

Real turnovers in
DIY stores

Unemployment (Turnovers)

Average gross hourly
earnings (Wages)

Figure 2.3Conceptual Diagram of the S-DIY Model

%2 See Section 2.3.2 for the theoretical justificatiegarding the selection of indicators.



46

Regulation

Real domestic
currency in

Real disposable . :
circulation (MQ)

income :

(Income) Hidden Average hours
economy (H) worked per week

Inflation (Working hours)

D ; Growth rate of

relijr:i?gast)ion real GDP

(Dummy) Do-it-yourself gsDrg\;Vth rate

economy (DIY)

Tax and social Real turnovers in
security burden DIY stores
(Tax burden) (Turnovers)

Figure 2.4 Conceptual Diagram of the H-DIY Model

Table 2.7 displays the results of both SEM estimategpplying the maximum likelihood
estimator for the S-DIY model as well as for theDH model. For each model
specification, the first column shows the parametstimates for both causal and
indicator variables for S and H. The parameter eg@sirelating to DIY activities are
always displayed in the second column. The two ralaeve goodness-of-fit refer to the

causal link between H and DIY in the H-DIY model.
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S-DIY model H-DIY model
S DIY H DIY
Causes
Regulation 11.98 11.24”
(2.54) (2.51)
Income 1.38 1.43"7
(3.34) (3.54)
Inflation -0.32  -0.537 -0.93
(0.50) (2.44) (1.44)
Dummy 0.16" 0.05” 0.13"
(2.50) (4.18) (3.29)
Tax burden 0.11 -0.01 0.09"
(2.37) (0.37) (2.07)
Unemployment 0.03"
(2.14)
Wages 0.15
(0.85)
Indicators
MO (fixed) 1.00 1.00
Growth rate GDP 0.25 0.22"
(3.32) (3.22)
Working hours -0.02 -0.01
(1.32) (1.10)
Turnovers (fixed) 2.00 2.00

(continued on next page)
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Table 2.7 (cont.)

Latent variables

H — DIY 0.13

(2.05)

Goodness-of-fit statistics S-DIY model H-DIY model
Number of observations 36 36
Degrees of freedom 50 33
Chi-square 34.87 30.19
(p-value) (0.95) (0.61)
RMSEA 0.00 0.00

Note: *** Significance at the 1% level. ** Significancat the 5 % level. * Significance at
the 10% level. Absolutez-statistics in parentheses. The degrees of freedoen
determined by 0.5 (p + q) (p + g + 1) — t, where fhe number of indicators, q = the
number of causes, and t = the number of free paemmelf the model fits the data
perfectly and the parameter values are known, éingpke covariance matrix equals the
covariance matrix implied by the model. The nulpbthesis of perfect fit corresponds to
a p-value of 1. The root mean squared error of appration (RMSEA) measures the
model’s fit based on the difference between theadawce estimated and the actual
covariance matrix. RMSEA values smaller than OM&icate a good fit [Browne and
Cudeck (1993)].

All variables except Working hours and Tax burdea significant at the 5% level for
both the shadow (S) and hidden (H) economy. For Bt¥vities (DIY) only the Tax
burden variable is not statistically significanthel goodness-of-fit statistics of the two
model specifications show satisfactory statistmalperties’® | also estimate both model
specifications excluding the insignificant variabl@arsimonious models) and test for
robustness by varying the observation period, fbictv the parameter estimates remain
stable®® For the S-DIY model, the statistics of the full debindicate a slightly closer fit

% Further goodness-of-fit statistics are presentedTable B.2 in Appendix B. For a
description of the goodness-of-fit statistics, Seetion A.3 in Appendix A.
34 In these estimations | consider the following tiperiods: 1970-2002, 1970-2003, 1970-
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than those of the parsimonious model. For the H-IM¥del, the reverse is true: the
statistics of the parsimonious model indicate ghsly closer fit than those of the full

model. To assure comparability between the estin@tbsth the S-DIY and the H-DIY

models, | always use the full model to predict #iwe of shadow economic and DIY
activities in Germany from 1970 to 2005.

Identification and estimation of SEMs requires tloenmalization of one indicator for
each latent variable. A well-established way tonmalize one of the indicators is to set
its coefficient to a nonzero vald2For the shadow economy, | choose the variable MO
and set it to one. Because | am dealing with twentavariables simultaneously, it is also
necessary to fix the scale for the other latentée, DIY, as explained below.

According to the Federal Statistical Office of Gamy, capital productivity in the
construction business was 1.89 in 1991 (the appraté midpoint of the observation
period)®® The use of capital productivity as a scaling patemis appropriate since
capital productivity is the ratio of output to cegpiinput and the measurement model for
DIY activities employs a general input-output measu.e., the capital input of DIY
activities (i.e., turnovers in DIY stores) is usas an indicator for the unobservable
variable DIY (i.e., the output). Assuming that dapiproductivity in the construction
business is nearly equal to that of DIY activitieset the coefficient of the indicator
variable turnovers in DIY stores (Turnovers) to tleigel, with the numerical value two.
The following summarizes the findings from the estilons of the models presented and

addresses the proposed hypotheses:

2004, 1971-2005, 1972-2005, and 1973-2005. Thdtsestithese estimations are presented in
Tables B.3 and B.4 in Appendix B. Tables B.3 andl @esent the main goodness-of-fit statistics
only. The additional goodness-of-fit statistics,sh®wn in Table B.2, are not presented for the
robustness estimations with variations in the olzdérn period (Tables B.3 and B.4), because
these statistics do not differ much from thoseheffull models. Further goodness-of-fit statistics
for the parsimonious model specifications are preskin Table B.5.

% The choice of the indicator which establishesdtwde of the latent variable does not affect
the estimated coefficients because the maximumliib@d estimator is scale invariant
[Swaminathan and Algina (1978)]. Typically, oneest$ the indicator that loads most on the
unobservable variable, i.e., MO in the S-DIY andH- MIMIC models.

% For similar arguments, see also Karmann (1990a).
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The intensity of regulation (Regulation) and &nd social security contribution
burdens (Tax burden) are always statistically $icgunt and positively related to
S and H, having the expected sign. | cannot confimat the tax burden is a

driving factor for individuals to engage in DIY acties.

In both model specifications, the real dispésaimcome (Income) — which
measures per capita real disposable income — idytsgatistically significant and
positively related to S and H. One explanation tlus is that the higher the
disposable income of households, the higher theadenfor goods and services.
Demand rises not only in the official economy blgoain part, in the shadow

economy, leading to a higher observed level of sivaglconomic activity.

The inflation rate (Inflation) is significant fdIY activities only; that is, the
higher the inflation rate — which increases thet obsnaterials for DIY activities

— the fewer activities individuals perform, leaditaya lower level of the latent
variable DIY. The negative, though insignificantflisence of inflation on the
shadow economy may be seen as a contributionddwtion in real tax burdens,
thereby reducing incentives to avoid taxation. Aweot important factor
explaining DIY activities is unemployment (Unemphognt): it is positively

related to the latent variable DIY activities witie expected sign.

The zero one dummy variable (Dummy) is, as etqukcsignificantly positively
related to all of the latent variables. This reseftects the catching up of East to
West Germany after reunification in 1990 triggerimgteep rise in the shadow

economy due to the reconstruction period that veid.

Average hourly earnings in the small businesgas (Wages) do not influence
DIY activities. Still, the parameter estimate —ugh not statistically significant —
has the expected sign. This shows that higher wlage= the demand for small
business services and hence raise the incentivesdiwiduals to engage in DIY

activities.
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(6) The coefficient for the unemployment rate idist&ally significant and has the
expected positive sign. This confirms the hypoth#ss unemployed individuals
are more likely to perform DIY activities becausey have, on the one hand,
more time for these activities and, on the otherdh&ave less money to purchase

goods and services in the official or unofficiabaomy.

(7) The estimated coefficient on the growth rateesfl GDP (Growth rate GDP) is
statistically different from zero and hence suggeat positive relationship
between the shadow economy and the growth rateadfGDP. | cannot confirm
that the size of the shadow economy affects theageehours worked per week
(Working hours). This is in line with observationgat unemployed individuals
typically cannot compensate loss of income throwghk in the shadow economy

unless they have already been engaged in the shectovomy.

2.4.4 Size of Shadow Economic and Do-it-Yourseififies

As a result of data transformation, the model tsmeted in first differences and thus
provides estimates of the latent variables undeisttme transformation. | must therefore
integrate the resulting time series to obtain indexes for shadow economic and DIY
activities as well as for the hidden economy. Aeottifficulty of SEM estimations is
that one obtains an index describing the developrokthe latent variable only which
needs to be converted into estimates of “real Wditiires (% of official GDP). In the
literature, this is usually done by calibrationngsa firm figure for the latent variable at
some point in time within the observation period.

In this chapter, | refer to an assessment for the of DIY activities using primary
data by Niessen and Ollmann (1987, p. 151). Acogrdo them, households spent an
average of 125 hours on DIY activities in 1983. idann (1990a) — using a currency
demand approach — estimates that the value added sfze) of these activities
corresponds to 4.4% of official GDP. For consistericalso take Karmann’s (1990a)
currency demand approach estimate for the sizheos§hadow economy. Thus, | use the
estimates of 8.5% of official GDP for shadow ecomwctivities and 4.4% for DIY

activities and calibrate the estimated MIMIC/SEMiaws into series measuring the size
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of these activities in % of official GDP. In order to calibrate each estimated
MIMIC/SEM index into an index in % of official GDR, follow the benchmarking
procedure proposed by DellAnno and Schneider (2088cording to this procedure,

the time seriesA, = Ax,, resulting from the estimated structural equatiarg first

integrated to an inde®, — the base year of which is 1983 — indicatingdbeelopment

of the latent variables. The indices are then agplo the firm figure estimates, i.e., to
8.5% and 4.4% of official GDP for shadow economma &IY activities, respectively,
which finally yields the indices shown in Figure® 2nd 2.6.

Figure 2.5 plots the size and development of shaglmmmomic activities according to
the S-DIY model. It shows a remarkable increas¢hese activities over the past 25
years, reaching 17.40% of official GDP in 2005. i@an reunification in 1990 triggered
a steep rise in the shadow economy during the startion period that followed. After
East Germany caught up to West Germany’'s behavitterpa, growth in the shadow

economy leveled out to the level of around 17%00%
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Figure 2.5Shadow Economy in Germany 1970-2005 (% of OffiGalP)

37Both firm figure (or benchmark point) estimateserep 1983.
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Figure 2.6 plots the size and development of DIYivdies according to the S-DIY
model. DIY activities increased from 4.05% of ofilcGDP in 1970 to 4.94% in 1995
and remained more or less stable through 2005. slileelow economic activities, DIY
activities also experienced a big push followingr@a&n reunification — though the
dynamics were not as pronounced: between 1970 @08, DIY activities grew more
slowly than did shadow economic activities. Altdgat the catch-up process in East
Germany after reunification offered remarkable opputies in the hidden economy.
When calculating the size and development of shaglmmomic and DIY activities in
Germany according to the H-DIY model, | obtain damiresults® As illustrated in
Figure 2.4, DIY activities are determined by theklbetween the latent variables and are
measured as a portion of the hidden economy. TaBlstbws the estimates of all the

different index series according to the S-DIY andH models.
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Figure 2.6DIY Activities in Germany 1970-2005 (% of Offici@DP)

381 this case, the benchmark value for the H-indederrived simply by summing up the firm
figure values for shadow economic and DIY actigtids a result, the benchmark point estimate
for the hidden economy in 1983 is 12.9% of offick@rman GDP.
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2.5 Summary and Conclusion

In this chapter, | have used SEM and MIMIC modelgrtovide consistent estimates of
the size and development of shadow economic and dakiities in Germany. | found
positive, highly statistically significant influeas of regulation and tax and social
security contribution burdens on the shadow econdroy DIY activities, | found a
positive, highly statistically significant influeacof unemployment. In general, the
models show satisfactory statistical propertiescakding to my calculations, German
shadow economic activities increased from 1-2%ff€ial GDP in 1970 to around 17%
in 2005. DIY activities amounted to 4% of offici@DP in 1970, increased to 4.94% in
1995, and remained relatively constant through 20@&king both sectors together, the
hidden economy in Germany reached a remarkableo$iaeound 22% of official GDP
in 2005. While shadow economic activities are dmivey institutional factors such as
taxation and regulation, DIY activities respondutemployment.

The results suggest that shadow economic activites contingent upon
governmental policies while DIY activities are detéened by individual constraints. It
might also be that these constraints motivate iddals to engage into self-help and
mutual aid. With respect to DIY activities, the ults can also be interpreted by
following the analysis of the household presentedBecker (1993). He shows that
members of a household should allocate the variactsvities according to their
comparative advantages, which implies not onlydivesion of labor but also concerns
investment in human capital. According to his tlyeothe household runs most
efficiently when some members invest in human ehjpiy working in paid employment
while others work at home and maximize their indipal utility through, for example,
rearing children [Becker (1993), pp. 30-53]The relatively stable index of DIY
activities might be an indication of the relevamdéehis theory and the strong separation
of responsibilities within a household. Becauseaheiir significant amount and specific
dynamics, a comprehensive analysis of the hiddemaay must take account of DIY

activities.

% This argument is in line with Brodersen (2003, 3) who finds that married or

cohabitating respondents are more likely to cautylY activities.
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The analyses presented in this chapter imply thieviahg policy conclusions. A
reduction in regulations and/or taxes and socielisg contribution burdens seem to be
efficient means of reducing the shadow economyHifgisg shadow economic activities
to the official economy. Either policy may also redulabor costs in the official
economy and thus decrease unemployment. Lower dogment in turn reduces the
incentive to engage in DIY activities. Though thessults should be regarded as first
steps in measuring the size of the hidden econbimye demonstrated that — at least for
Germany — both shadow economic and DIY activitiesimportant and should be taken

into account when seeking to stimulate the offie@nomy through policy measures.
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Table 2.8 The Hidden, Shadow, and DIY Economy in Germany (%fbicial GDP)

Year Hidden economy Shadow economy DIY activities
H-DIY S-DIY H-DIY S-DIY H-DIY S-DIY
model model model model model model

1970 5.50 4.02 1.63 0.04 3.87 4.05

1971 6.16 4.92 2.24 0.86 3.92 4.07

1972 7.08 5.95 3.10 1.88 3.98 4.07

1973 7.57 6.71 3.55 2.60 4.02 4.11

1974 8.17 7.48 4.11 3.28 4.06 4.20

1975 8.97 8.34 4.85 4.09 4.12 4.25

1976 9.76 9.16 5.59 4.88 4.17 4.28

1977 10.37 9.84 6.15 5.56 4.22 4.28

1978 11.17 10.65 6.90 6.35 4.28 4.30

1979 11.88 11.52 7.55 7.27 4.33 4.25

1980 12.28 12.11 7.93 7.85 4.36 4.25

1981 12.45 12.43 8.09 8.14 4.37 4.29

1982 12.54 12.58 8.17 8.23 4.37 4.35

1983 12.90 12.90 8.50 8.50 4.40 4.40

1984 13.60 13.66 9.15 9.24 4.45 4.42

1985 14.10 14.23 9.61 9.80 4.49 4.43

1986 14.92 15.01 10.38 10.54 4.55 4.47

1987 15.44 15.61 10.86 11.14 4.58 4.47

1988 15.77 16.03 11.16 11.59 4.61 4.44

1989 16.03 16.47 11.41 12.08 4.62 4.39

1990 16.78 17.31 12.10 12.90 4.68 4.42

1991 18.24 19.03 13.45 14.42 4.78 4.61

1992 19.50 20.44 14.63 15.60 4.87 4.84

1993 19.56 20.56 14.68 15.68 4.88 4.87

1994 20.05 21.05 15.13 16.15 4.91 4.91

1995 20.25 21.26 15.32 16.32 4.93 4.94

1996 20.40 21.46 15.46 16.51 4.94 4.96

(continued on next page)
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1997
1998
1999
2000
2001
2002
2003
2004
2005

20.33
20.65
21.12
21.30
21.23
21.23
21.39
21.23
21.10

21.44
21.76
22.29
22.56
22.48
22.46
22.63
22.48
22.35

15.40
15.69
16.13
16.29
16.23
16.23
16.38
16.23
16.11

16.48
16.79
17.31
17.61
17.54
17.50
17.66
17.51
17.40

4.93
4.96
4.99
5.00
5.00
5.00
5.01
5.00
4.99

4.96
4.97
4.97
4.94
4.94
4.96
4.97
4.96
4.96




CHAPTER THREE

SMUGGLING AROUND THE WORLD"

“Honesty is for the most part less profitable thdishonesty.”
Plato (~428 BC~348 BC)

The preceding chapter has studied informal shadownauic and do-it-yourself
activities in a national context. | now turn to taealysis of smuggling, an international
informal economic activity. Smuggling is motivatby a desire to make or save money
by avoiding taxes/tariffs and/or to make money élirsg goods prohibited by the state.
Smuggling often involves other crimes, such asdydwaudulent conversion, bribery,
extortion, or violence. Although smuggling has adted much attention in policy
debates, the empirical literature is rather limittd@his chapter provides an empirical
contribution to the literature by applying a stuwetl equation model (SEM) to estimate
an index of smuggling for 54 countries.

The hidden and illegal nature of smuggling makesfiicult to analyze this economic
activity. Often, estimates of the extent of smugglrely on narrow proxies or anecdotal
evidence. This chapter presents an alternativehi®reconomic analysis of smuggling
and contributes to the empirical literature on sgimg in the following two ways:
firstly, using a specific form of an SEM with latemtrriables (that is, a Multiple
Indicators Multiple Causes (MIMIC) model) it capesrthe unobservable nature of

smuggling and accounts for the manifold potentialisal and indicator variables of

“This chapter follows Buehn and Farzanegan (2008).

*0 The literature deals mostly with theoretical asperf the effects of smuggling on social
welfare and the economy [see, for example, Bhagamadi Hansen (1973); Pitt (1981); Martin
and Panagariya (1984); Norton (1988); Thursby .€t18191)].
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smuggling** Secondly, the MIMIC estimation results are usedank the countries
according to the extent of smuggling in the econoamygl to compute an index of
smuggling for 54 countries over the period 199199%his is, to my knowledge, the
first comparable estimate of smuggling across agst

In general, smuggling includes illegal trade oftbdtegal and legal good€. This
chapter follows Pitt's definition of smuggling: “aded goods are misweighted,
misgraded, misinvoiced or not invoiced at all wathwithout the cooperation of customs
authorities” [Pitt (1981), p. 449]Hence, it does not deal with the illegal traffiofiof
human beings, such as prostitutes or illegal imamtg, or with the illegal trade of
generally forbidden goods such as drugs. Rathepteh 3 considers the illegal trade of
legal goods, often referred to as trade misinvgici@iven this working definition, the
main channel of smuggling is that traders repdsefamounts of their actual exports or
imports to authorities circumventing high taxes/andariffs*®

The incentive to smuggle seems not to be exclusiughed to the level of taxes. For
example, in countries with high taxes, such ahe $candinavian countries in Europe,
there is little evidence of smuggling. Contrary, nrany Eastern European countries,
where taxes are much lower, illegal trade is mammon. This might be due to the fact
that countries with a low level of taxes often hdess effective systems of border
control, tax collection, and less transparent adstraxive rules [Merriman et al. (2000)].
The MIMIC model enables me to analyze whether imtiffe administrations and
institutions or high tariffs and trade restrictiatetermine the level of smuggling.

The analysis reveals that tariffs and trade regiristare important push factors of
smuggling while a higher black market premium diseges smugglers. Better law

enforcement reduces smuggling by increasing thearp costs of illegal trade. A more

*L MIMIC approaches were previously applied to estanie development of the shadow
economy [see, for example, Dell’Anno and Schne(@®03); Schneider (2005); Buehn et al.
(2009)] and to corruption [Dreher et al. (2007)hteresting, recent applications of this
methodology to smuggling are presented in Farzanéfz209) and Buehn and Eichler (2009).

“2 Chapter 4 distinguishes between the smugglingjegal and legal goods in the context of
the U.S.-Mexican border.

3 Although this working definition of smuggling cadsrs legal goods, it is an informal

economic activity as trade documents are falsifiegkder to circumvent taxes and/or tariffs.
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corrupt society makes it easier, however, for trade increase profits by turning to

illegal means of trade. The impact that smugglires lon the official economy is

substantial: it reduces GDP per capita and taxme®e The estimated smuggling index
shows that smuggling is less common in Western Eaopcountries but seems to be
widespread in Latin America, Asia, and Africa.

This chapter is organized as follows. Section 3.&sents a short theoretical
motivation, a literature review, and the main hymstes for the empirical analysis.
Section 3.2 briefly introduces the empirical methlody. Section 3.3 discusses the
causes of smuggling and how this activity is re#ecin observable indicator variables.
Section 3.4 presents the estimation results and sthaggling index. Section 3.5

concludes.

3.1 Theoretical Motivation

In most countries, tariffs (taxes on imported ggamsquotas (restrictions on the quantity
of goods that can be imported) limit the abilityaaihsumers to choose between foreign
or domestic goods. Although financial and capitaarkets are becoming more
integrated, a lot of countries have had foreigrhaxge market restrictions until recently
which limited the ability of traders to exchangendstic into foreign currency units.
These two types of restrictions in international keés make smuggling more attractive.
On the one hand, tariffs and trade restrictiongteréncentives for traders to resort to
illegal means of trade such as the smuggling oflpets or the misinvoicing of exports
and imports. The reason is obvious: evading tamffscircumventing state controls
increases their profits. On the other hand, capibaltrols and foreign exchange market
restrictions create parallel or black foreign exam markets and a premium of the
parallel over the official exchange rate. This atbed black market premium (BMP) is a
very attractive incentive for traders: underinvo@iexports, they can realize additional
profits by supplying the unrecorded revenues onltlaek foreign exchange market.
However, the existence of a BMP might also caudisiacentive for illegal trade. lllegal
importers, when underinvoicing imports, have touaagforeign exchange in the black
market for the amount of imports not reported tthatities. In this case, an increasing

BMP means increasing costs for illegal importersl @mus reduces the incentive to
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smuggle [see, for example, De Macedo (1987)]. Tha section briefly reviews the
literature presenting further theoretical and erogirevidence on the determinants of

smuggling.

3.1.1 Literature Review

The existing literature on smuggling consists of tsitands. One strand demonstrates
that tariffs and trade restrictions lead to smuggland misinvoicing in international
transactions. The other strand analyzes the wetfifeets of smuggling. In their seminal
paper, Bhagwati and Hansen (1973) refute the comargament that smuggling, by
evading taxes on trade which are always sub-optimgdroves social welfare. Instead,
they find a welfare reducing effect of smuggling emhit coexists with legal trade.
Introducing a third non-traded good, Sheikh (193d9ws that this coexistence could,
however, be welfare improving. Pitt (1981), in alte@native model of smuggling,
demonstrates that the welfare consequences of $mggge ambiguous. In his model
legal and illegal trade do coexist, although, inliaidn, firms trading illegally use legal
trade to camouflage the smuggling. This model ergldhe coexistence of legal trade,
illegal trade, and a price disparity defined asdtierence between the domestic market
price and the tax-inclusive world price of a comiiyd

The theoretical literature focusing on the determisaof smuggling confirms the
obvious incentives for smuggling, i.e., the exiseerof trade taxes and restrictions.
Several influential contributions prove [see, foample, Bhagwati (1964); Bhagwati
and Hansen (1973); Sheik (1974)] that traders,ntadhigh trade taxes or trade
restrictions, resort to illegal means of trade sastsmuggling and the misinvoicing of
exports and imports, i.e., the false declaratiotradde documents. Pitt (1981) shows that
tariffs cause a price disparity which in turn paeé an incentive for illegal imports. Pitt
(1984) analyzes the BMP as a determinant for sniuggHe shows that the black
market equilibrates the supply of foreign exchafrgen illegal exports and its demand
for illegal imports. Biswas and Marjit (2007) fiidat import (export) underinvoicing is
negatively (positively) correlated with the BMP,nese the foreign exchange from
unreported transactions is acquired (sold) on thekimarket.

Martin and Panagariya (1984) and Norton (1988) $oon the cost of smuggling and

examine the effect of law enforcement. They shoat ihcreasing the probability or cost
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of confiscation by intensifying law enforcementaigieterrent to smuggling and enables
authorities to reduce the extent of smuggling. Téeson for this is that smugglers try to
maximize their net gain from smuggling, i.e., thfedence between expected revenues
and expected costs. The expected costs of smugglisg from the risk of being caught
and punished by authorities. Better enforcementases the costs of smuggling making
it less attractive for illegal traders. Thursbhy Bt(4991) investigate the consequences of
law enforcement on smuggling for welfare. Becatlrgerharket price in the presence of
smuggling is below the price when all sales arallegmuggling can improve welfare if
the price effect outweighs its cost. Hence, redwcémuggling by increasing law
enforcement might come at the cost of lower welfareeonsumers.

Most empirical studies use the trade discrepandgiwis calculated using balance of
payments data as a proxy for smuggling. For exanipimport figures reported by the
importing country (adjusted for shipping and insw& costs) significantly exceed (fall
short of) export figures reported by the exportaauntry, these studies conclude that
import overinvoicing (underinvoicing) will take pma in the importing country.
Bhagwati (1964) analyzes trade between Turkey amdmiajor trading partners and
observes import underinvoicing for machinery andns$port equipment. McDonald
(1985) analyzes trade in 10 developing countriesfards that export underinvoicing is
positively correlated with export taxes and the BNB®hit and Taneja (2003) analyze
informal trade between India and Bangladesh and firat the potential reduction of
transaction costs is a strong motive for smuggliigman and Wei (2004) present strong
empirical evidence that higher tax rates cause daasion in the form of trade
misinvoicing between China and Hong Kong. Fismaad ¥fei (2007) study illicit trade
in cultural properties in the United States. Theyvpte empirical evidence that
misinvoicing is highly correlated with the exteritamrruption in the exporting country.
Berger and Nitsch (2008) confirm this finding in amtended analysis. Beja (2008)
estimates that China’s unrecorded trade amounte$lli4 trillion between 2000 and
2005. While Farzanegan (2009) uses the MIMIC apgrot estimate the size of
smuggling in Iran, Chapter 4 studies the illegati& of illegal and legal goods across the
U.S.-Mexico border. Table 3.1 summarizes the mogbmant findings of the empirical

smuggling literature.



Table 3.1Review of the Empirical Literature on Trade Misiizing™

Study Subject of Approach Main findings
investigation

Bhagwati import underinvoicing descriptive analysis of trade from Turkey toimport underinvoicing of transport

(1964) in Turkey its major trading partners France, Germanyequipment and machinery
Italy, Netherlands, and the United States

McDonald incentives for export  OLS regressions for 10 developing countriesreak statistical evidence that the BMP and

(1985) misinvoicing dependent variable: trade discrepancies; export taxes explain variations in trade
independent variables: BMP and export taxdscrepancies

Pohit and informal trade betweendirect survey approach encompassing 100 anonymous trading transactions

Taneja (2003) India and Bangladesh traders in each country characterize informal trade; motivations are

the quick realization of payments as well as
less paper work and procedural delay

Fisman and tax evasion in Chinese analysis of 2,043 product categories at the one percent increase in the tax rate

Wei (2004) imports from Hong
Kong

six-digit classification level; increases evasion by three percent; evasion
dependent variable: trade discrepancies takes place in two ways: firstly, trough the
(evasion gap); reclassification of high-taxed product

independent variables: tax rate (sum of categories to lower-taxed categories and
tariffs and the VAT), tax on similar productssecondly, through the underinvoicing of
tariff exemptions, interaction terms imports

(continued on next page)
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Table 3.1 (cont.)

Fisman and illegal trade in cultural worldwide unbalanced panel for 1996-2005highly positive correlation between trade
Wei (2007  properties in the dependent variable: trade discrepancies in discrepancies and corruption, i.e., more
United States cultural objects and antiques; corrupt countries are more likely to
independent variables: corruption, GDP pemisreport data
capita
Beja (2008) trade misinvoicing in descriptive analysis of trade discrepancies trad@nvoicing occurs mainly between

China

Berger and bilateral trade

Hong Kong and the United States

OLS regressions for misinvoicing in bilateralrade discrepancies differ widely across

Nitsch (2008) discrepancies at the 4-trade in the United States, Germany, Chinaimporters; export underinvoicing is

digit product level

Farzanegan illegal trade in Iran
(2009)

the United Kingdom, and Japan; prevalent in antiques and bulky products;
dependent variable: trade discrepancies; strong positive correlation to corruption in
independent variables: corruption, GDP perthe source country

capita, distance measure

MIMIC approach and trade ini®icing; illegal trade is related positively to tariffs
causes: penalties, BMP, tariffs, GDP per and negatively to fines and the
capita, unemployment rate, openness, unemployment rate; trade openness and a
education, institutional quality; higher BMP encourage illegal trade while
indicators: government revenues, import  better institutional quality reduces it;
price index, petroleum consumption adverse effects on government revenues

and the import price index; smuggling is
about 13% of total trade in Iran

(continued on next page)
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Table 3.1 (cont.)

Chapter 4 determinants and longMIMIC approach for export and import export misinvoicing is positively correlated
term trends of misinvoicing; to a real peso depreciation and to Mexican
smuggling across the causes: BMP, real exchange rate, taxes ontaxes on income/profits;

U.S.-Mexico borde?  income/profits, taxes on international trade;import misinvoicing is negatively

indicators: errors and omissions, export  correlated to a real peso depreciation and
misinvoicing, import misinvoicing Mexican taxes on income/profits,
positively to Mexican import tariffs;
Mexico’s accession to GATT (1987) and
NAFTA (1994) had a major impact on the
smuggling of legal goods
1) The structure of Table 3.1 is taken from Buehd Bichler (2009, p. 331) with additional remarks.

2) A shorter version of this working paper has dsen published in the seridpplied Economicsf the American Economic JourndFisman and
Wei (2009)].

3) Chapter 4 also deals with the case of illegaldgosmuggling across the U.S.-Mexico border. Howelable 3.1 just presents the results for the
case of legal goods smuggling, i.e., trade misitingi because only these are relevant for the essonal analysis of (legal goods) smuggling

presented in this chapter.

G9
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3.1.2 Main Hypotheses

Following the theoretical motivation at the begmmiof Section 3.1 as well as the
theoretical and empirical literature on smugglisgction 3.1.2 now summarizes and
formulates the hypotheses on the determinants ofyghimg. Section 3.3.2 will discuss
the indicators and presents the hypotheses regatlen effects of smuggling on these
variables.

Facing high tariff rates and trade restrictionadérs often resort to illegal methods of
trade, such as the smuggling of products or thenwoging of exports and imports.
Liberalizing foreign trade and eliminating non-tekarriers and similar red tapes reduce
traders’ incentives to smuggle. Also, stronger kmforcement makes smuggling less
profitable, and therefore, less attractive. Of seurf smugglers are apprehended and
their operations exposed, they can facilitate thetivities by bribing officials to turn a
blind eye [Brodie et al. (2000), p. 16]. More catibureaucrats, in exchange for a
“small” fee, make it thus relatively easy for smlegg to get around certain export
restrictions and to avoid punishment when caughtsdimmarize, my main hypotheses

are as follows:

(1) The higher the number of trade restrictiong khgher the level of smuggling,

ceteris paribus

(2) The higher the tariffs, the higher the levebofuggling ceteris paribus

(3) The stronger the law enforcement is in a sgcibe lower the level of smuggling,

ceteris paribus

(4) The more corrupt a society is, the easiertib ismuggleceteris paribus

Because of the two contrasting types of evidendéenliterature regarding the effect of
the BMP on smuggling, | do not formulate a spedifypothesis about the relationship
between the BMP and smuggling. Depending on whad kif smuggling dominates in

the countries included in the sample, i.e., imporéxport smuggling, | expect to observe

a negative or positive effect of an increasing BMPsmuggling.
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3.2 Empirical Methodology

| use a MIMIC model to analyze the relationshipsween the informal economic
activity of smuggling and its determinants. Formathe MIMIC model consists of two
parts: the structural equation model and the measemt modef! The structural
equation model is given by:

n=yx+g¢, (3.1)

where 17 is a latent variable, i.e., smuggling in this caxé:(xl, x2,...,xq)' isaq

vector; eachx, ,i=1...,q is a potential cause @f. The vectory' = (yl,yz,...,yq)' is a

g vector of coefficients in the structural model désing the “causal’ relationships
between smuggling and its causes. Thuss linearly determined by a set of exogenous

causes. Since they only partially explain the error term¢ represents the unexplained
component. The variance af is abbreviated byy and & = E(xx') is the (qxq)

covariance matrix of the causes.
The measurement model links smuggling to its indisati.e., smuggling is expressed
in terms of observable variables assuming thatritieators chosen are sound measures

of the latent variables. Formally, the measuremmsodel is specified as:
y=a+e, (3.2)

wherey = (yl, Yoreees yp)' is a p vector of several indicator variables of smugglamgl
£ = (51'52,...,£p)' is a p vector of disturbances. Evegy , j =1,..,p is a white noise
error term. The(px p) covariance matrix of the error terms is given @y= E(ss').

The single4; , j=1,..,p in the p vector of regression coefficients represents the

magnitude of the expected change of the respedtidzator for a unit change of
smuggling.
Substituting equation (3.1) into (3.2) yields aueed form regression model where

the indicators of smugglingy are the endogenous variables and the causdbe

exogenous variables. This model can be written as:

4 Section 3.2 briefly explains the MIMIC model. S&ependix A for details.
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y=1IIX+z, (3.3)
where IT = 2y' is a(pxq) matrix andz = A¢ + ¢ . The error termz in equation (3.3) is
a p vector of a linear transformation of the white s®@error terms; and ¢ resulting
from the structural and the measurement mode,4.€.(0,2). The (px p) covariance
matrix 2 is givenas? = Coz)= ER¢+e NC+e')F i +0,.

The model is estimated using the observed variab@sances and covariances to
produce an estimate of the SEM’s covariance maitia) , X= Z(é) , that is as close as
possible to the sample covariance matrix of theepkesl causes and indicatdrs.
Identification and estimation of the model is hoeewnot possible without placing
restrictions on certain model parameters. Amongmtha restriction often imposed on
the model is that one element of the vecigri.e., one indicator, is set to anpriori
value (often 1 or -1). In this way the researchgo @stablishes an interpretable scale for
the latent variable [Bollen (1989), pp. 91, 183].

The coefficients are estimated under the assumpgtiah smuggling generates the
pattern of the variances and covariances amongatses and indicators of smuggling.
The first step in the MIMIC model estimation is t@néirm the hypothesized
relationships between smuggling and its causedratidators. Once these relationships
are identified and the parameters estimated, thmatson results are used to calculate
scoresy), for each countryk =1,...,and 5¢ in the sample. These scores make up an

index that finally provides the ranking of counsriavith respect to the level of

smuggling.

** 9 is a vector that contains the parameters of theéeinand X () is the covariance matrix
as a function of¢ implying that each element of the covariance matria function of one or
more model parameters.

6 The alternative of setting the variance of thehseovable variable) to one is often less

convenient for economic interpretation and thuscaity not used [Dell’Anno and Schneider
(2009)].
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3.3 Causes and Indicators of Smuggling

3.3.1 Causes of Smuggling

3.3.1.1 Tariff Rates and Trade Restrictions

The theoretical and empirical literature (see ®&c8.1.1) shows that tariffs and trade
restrictions encourage traders to resort to illegays of trade, such as the smuggling of
products or the misinvoicing of exports and impofis test hypotheses (1) and (2), that
more trade restrictions and higher tariffs encoeraguggling, | use a (trade) restriction
index and the tariff rate provided by Waczirag andlch (2003). For the tariff rate a
positive correlation to smuggling is expected. Tiagle restriction index is part of the
KOF Index of Globalization [Dreher (2006)] and catsps hidden barriers, mean tariff
rates, taxes on international trade (% of curreedenues), and capital account
restrictions. The trade restriction index rangesnfrO to 100 with higher values of it
indicating a better situation for free trade inautry. In the following, | thus refer to
this index as a lack of trade restrictions index| axpect a negative correlation to
smuggling, i.e., by liberalizing foreign trade aetiminating non-tariff barriers and
similar red tapes, the incentives to smuggle shdelctease. Another alternative testing
hypothesis (1) is to use the Openness Index of Rgarld Table 6.1 [PWT (2002)]
(Openness). Some estimated MIMIC model specificatiemploy this index, instead of
the lack of trade restriction index, as a robusinelseck. The expected correlation

between Openness and smuggling is negative.

3.3.1.2 Rule of Law

The literature also shows that law enforcement ideterrent to smuggling because
smugglers maximize their net gain of smuggling,, itee difference between their
expected revenues and costs, including fines amdsipment costs. The higher the
expected costs and the lower the expected net theiriess profitable smuggling is. The
expected costs of smuggling depend on the probabilibeing caught and punished by
law enforcing authorities, i.e., on the efficienalythe monitoring system and efforts of

the police.
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The rule of law index from World Governance Indarat (WGI) [Kaufmann et al.
(2007)] tests hypothesis (3), i.e., that strongav kenforcement reduces the level of
smuggling. This index measures the quality of axitenforcement, the police, and the
courts and is therefore an appropriate proxy famafiees and the perceived costs of
smuggling. It ranges from -2.5 to 2.5 with highatues indicating a stronger police and
judiciary system. | therefore expect a negativeatation between the rule of law index

and smuggling.
3.3.1.3 Corruption

The previous empirical research shows (see Tallg tBat smuggling is positively

correlated to corruption: smuggling is easier imrdaes with corrupt bureaucrats who
are more likely to abuse public power for privadééng and allow smugglers, in exchange
for a “small fee”, an escape when caulfhfThe corruption index from the Index of
Economic Freedom of the Heritage Foundation [Holmeal. (2007)] tests hypothesis
(4), i.e., that a more corrupt society has a hid¢gnezl of smuggling. Alternatively, and as
a robustness check, the measure of corruption @1 [Kaufmann et al. (2007)] is

used. Both corruption indices are defined in a wiaat higher values of the index
indicate a lower level of corruption. Thereforeefar to each of them as a lack of

corruption index and expect a negative correlatiosmuggling’®
3.3.1.4 Black Market Premium

As explained above, a BMP can be an attractiveniine® for smuggling. Smugglers can

*" This is the most general definition of corruptioommonly used in the literature. The
World Bank provides a narrower one: “[corruptiongtdrts the rule of law, weakens a nation’s
institutional foundation, and severely affects goor who are already the most disadvantaged
members of the society.” [Word Bank (2009a)].

“8 Corruption might also be an indicator of illegadde in an economy. In fact, smuggling is
in close connection with bribery and other formscofruption. Increasing illegal trade may
affect the perception of corruption in the socifty.consider this issue, specification 10 uses the
corruption index of the Economic Freedom Index e Heritage Foundation [Holmes et al.
(2007)] as an indicator.
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underinvoice exports and supply the unrecordedmas® on the black foreign exchange
market to realize additional profits. On the othand, a high BMP means higher costs
and thus reduces the incentive to smuggle. Thiseigase for illegal importers who have
to acquire foreign exchange on the black marketheramount of imports not reported
to authorities [De Macedo (1987)]. Because of the tontrasting types of evidence in
the literature | do not formulate a specific hypstis regarding the relationship between
the BMP and smuggling. Depending on what kind ofuggling dominates in the
sample, i.e., import/export smuggling, a negatiwsifive effect of an increasing BMP
on smuggling may resuit. The sources for the BMP are Easterly and Sewa2ed2]
and Reinhart and Rogoff (2004).

3.3.2 Indicators of Smuggling
3.3.2.1 Tax Revenues and GDP per capita

Smuggling involves both real and monetary costal Bests of smuggling arise from the
transfer of production factors, such as capital &imbr, to the informal part of the
economy. Monetary costs arise from the evasioraxég and tariffs. Tax revenues are
the predominant source of government revenues ist roountries. While developed
countries rely more on direct taxes, such as taxemcome, profits, and capital gains,
developing countries depend more on indirect takeduding taxes on international
trade [Askari (2006), p. 135]. This is due to thactf that administrative and
implementation costs are lower for indirect taxesntfor direct ones. It is thus easier for
developing countries to levy taxes in an environtranower institutional quality that
often prevails in those countries.

Smugglers, by evading legal duties and taxes/tarifire an extra burden for a

government’s budget. Naturally, their activitiesdwuee the government's ability

9 The main analysis examines the effect of the BMPaacausal variable on smuggling.
However, it can be argued that changes of the BW#¥ due to changes in smuggling
transactions. Export smugglers supply unreportedida exchange in the black market and
import smugglers demand the foreign exchange in bteek market for financing their

operations. For this reason, specifications 8 angedthe BMP as an indicator of smuggling.
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(especially in developing countries as they relyrenon indirect taxes) to provide public
goods. This may have harmful consequences becées@rovision of public goods

increases productivity of firms in the official emmy [see, for example, Loayza (1996);
Johnson et al. (1997); Johnson et al. (1998)]. Thuys wasting scarce resources,
smuggling has a negative effect on tax revenuesthnsl on productivity, economic

development, and growtfl.My fifth hypothesis therefore is:

(5) The higher the level of smuggling, the lowee tforeign trade tax revenues,

economic development and growdeteris paribus*

To test hypothesis (5) | use the GDP per capita andeasure of tax revenues as
indicators®® The source of GDP per capita is PWT (2002) andettpected correlation
between smuggling and the GDP per capita is negatiinfortunately, international
trade taxes data has lots of missing values, easlpetor developing countries. For this
reason, | have decided, instead, to use a geneasume of tax revenues, i.e., total tax
revenues from the World Bank (2006). The expectedetation between smuggling and

government’s total tax revenues is negative.
3.3.2.2 Misinvoicing

lllegal foreign trade transactions are detectablagibalance of payments data of partner
country trade statistics. A reporting gap or trddéa discrepancy occurs if the true value
of exports or imports deviates from the amount xgiaets or imports reported to the

authorities. Without smuggling (and measuremenbrgmo systematic reporting gap

% See, for example, Norton (1988) and Deardorff &tudper (1990).

*1 There is also another way to look at the relatigmbetween smuggling and GDP per
capita. If countries become richer, they can invagte in monitoring institutions and efficient
and transparent trade procedures. Specificatiolest® this hypothesis using the GDP per capita
as a cause. | expected a negative correlation betwee GDP per capita and smuggling in
specification 10.

*2 The indicator GDP per capita takes also into astawcountry’s level of development and
thus controls for the fact that smuggling in depéhlg countries is often used to earn a sufficient

income.
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should exist. It is, therefore, common practic¢hi@ literature to use trade discrepancies
in official trade data to uncover smuggliffgFollowing this approach and expecting a
positive correlation between trade discrepanciektha level of smugglinthe sixth and
final hypothesis is**

(6) The higher the level of smuggling, the highdre treporting gaps/trade

discrepancies in the partner country trade stesisteteris paribus

Hypothesis (6) is tested using official trade figgirThe data is taken from the Directions
of Trade Statistics (DOTS) database of the Intesnat Monetary Fund (IMF). In this

database, the export figures are in FOB (Free aardaand imports are in CIF (Cost,
Insurance, and Freight) prices. The IMF (1993, ps@#ggests multiplying the export
figures by an adjustment factor of 1.1 in ordermtake them comparable to import
figures that take into account transport and instgacosts. More precisely, the

following two equations are used to calculate impmd export misinvoicing:

Export misinvoicing= X; - ( X, OCIF facta, (3.4)
Import misinvoicing= M - (M; OCIF factoy. (3.5)

The variables are defined as follows; are imports from a specific country as recorded
by industrial economies (or rest of the world), are exports as reported by a specific
country to industrial economies (or rest of the ldjprM_ are imports as reported by a

specific country from industrial economies (or rekthe world), andM, are exports of

industrial economies (or rest of the world) to a@fic country.
While positive values in equation (3.4) refer tadannvoicing of exports, negative

ones refer to overinvoicing of exports. In equati(5), positive values refer to

>3 For recent empirical applications, see Fisman \&fal (2004; 2007), Berger and Nitsch
(2008), Farzanegan (2009), and Buehn and EichG292

**| use two similar control groups, namely indusizied economies and the rest of the world,
to calculate trade discrepancies. Under the assomptas common in the smuggling literature —
that trade data reported by industrialized cousteee accurate, discrepancies in trade figures

point to trade misinvoicing.
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overinvoicing of imports and negative ones to imipanderinvoicing. The total
misinvoicing is the sum of the absolute amountnapart and export misinvoicing. The

definitions and sources of all variables are sunmadrin Table C.1 in Appendix C.

3.3.3 The Multiple Indicators Multiple Causes ModéBSmuggling

To summarize, the MIMIC model of smuggling estintht@ this chapter uses the
following causal variables: the lack of trade resimns index, tariffs, the lack of
corruption index, the BMP, and the rule of law. Hrecise specification of the structural

equation (3.1) in the empirical model is:

[ Lack of trade restrictions
Tariffs
[Smugglind =[y; ¥» Vs Va4 v¢| Lack of corruption +¢. (3.6)
BMP
| Rule of law |

The measurement model uses the GDP per capitafrade discrepancy, and tax

revenues as indicators. The measurement equati@h ¢8 the MIMIC model is thus

given by:
GDP per capita A &
Trade discrepancy=| 4, || Smugglihg| &, |. (3.7)
Tax revenues As &3

Figure 3.1 shows the path diagram. The small sgugitached to the arrows indicate the

expected signs in the empirical analysis followygotheses (1)-(6).
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Figure 3.1Path Diagram of the Smuggling MIMIC Model

3.4 Results
3.4.1 Estimation Results

Table 3.2 presents the estimation results of lfemifit specifications of the MIMIC
model for smuggling applying the maximum likelihoestimator®> Specification 1
serves as a baseline specification including thie meuses of smuggling. The other nine
specifications use different data sources and tlayset of causes and/or indicators in
order to demonstrate the robustness of the reJiilessmodel is estimated over the period
1991-1999. | use the variables’ average over th®géor two reasons: data availability

and to control for business cycle effettgable 3.2 reports standardized coefficients to

* All calculations have been carried out with LISRENersion 8.80. Applying the
generalized least squares (GLS) estimator largafjirens the estimation results.

% The time period is limited to the cut-off of 199%cause of the unavailability of
information on some key variables such as the BMjpbd this period. Moreover, some of the

data — the tariff rate for example — is only aval#eas averages over the estimation period.



76

highlight the relative effects of the causes on ggling>’ These coefficients indicate —
ceteris paribus- the response in standard deviation units of giingfor a one standard
deviation change in an explanatory, causal varifidtdlen (1989), pp. 123-126]. The

following explains the estimation results startwigh the causes of smuggling.

" The standardized coefficients are calculateg’ps y; \/G; /G, . Thereby the superscript

s indicates the standardized coefficientdenotes the causal arjdthe latent variabled; and

g; are the predicted variances of titte and jth variable, respectively [Bollen (1989), p. 124].



Table 3.2Estimations Results (Standardized Coefficients)

Specification 1 2 3 4 5 6 7 8 9 10
Causes
Lack of trade -0.15 -0.15  -0.18 -0.18 -0.15  -0.17 -0.16
restrictions index (1.69) (2.72) (2.90) (1.88) (1.68) (1.76) (2.72)
Tariffs 0.12° 0.12 0.09 012 018" 0.12 0.11 0.11  0.18" 0.02
(1.96) (1.95) (1.47) (1.94) (3.36) (1.85) (1.76) (1.81) (3.19) (0.25)
Trade openness 0.04 0.03 0.04 -0.09
(0.77)  (0.57) (0.76)  (1.11)
Lack of corruption ~ -0.217  -0.217 -0.26" -0.30Y 023 -025" -025 -0237 -0.25"
index (255) (2.58) (3.21) (1.54) (2.73) (3.20) (3.15) (2.90) (3.09)
BMP -010° -0106° -0.05? -0.100 -0.10" -0.14
(2.00)  (1.98) (1.08) (1.96)  (2.06) (1.68)
Rule of law 054 -054" -056  -051" -0.747 -056  -056 -0.59° -0.69°  -0.36
(6.10) (6.08) (5.66) (2.39) (8.36) (5.65) (5.60) (5.89) (8.34) (1.67)
GDP per capita -0.66
(2.94)
Indicators
GDP per capita -0.95 -0.95 -0.95 -0.95 -0.95 -0.95 -0.95 -0.95  950.
(fixed)
Misinvoicing 050" 053" 057" 0517 049" 0517 0517 0517 0507 057"
(4.17) (4.45) (4.28) (3.97) (4.03) (4.27) (427) (425 (4.11) (4.13)
Tax revenues 045 -045° -045  -0437 -044"7 -0427 -0427 -0427 -0417 -0.45"

(3.64) (3.64) (3.39) (3.48) (355 (3.35) (3.37) (3.35) (3.25) (3.50)

(continued on next page)

LL



Table 3.2 (cont.)
BMP 0.33° 0.347
(2.57) (2.60)
Lack of corruption -0.86
index (fixed)

Goodness-of-fit statistics

Observations 54 54 54 54 54 54 54 54 54 54
Degrees of freedom 21 21 21 21 21 21 15 21 21 22
Chi-square 20.11 19.41 11.95 21.20 19.52 12.64 11.88 29.68 29.20 17.09
(p-value) (0.51) (0.56) (0.94) (0.45) (0.55) (0.92) (0.69) (0.09) (0.12) (0.76)
RMSEA 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.09 0.09 0.00

1) Misinvoicing with control group rest of the world.

2) BMP from Reinhart and Rogoff (2004).

3) Corruption index of WGI.

Note:™ Significance at the 1% level. Significance at the 5% level Significance at the 10% level. Absolustatistics in parentheses. The degrees
of freedom are determined by 0.5 (p + q) (p + g + 1) — t; pithnumber of indicators; g = number of causes; t = the nurobéree parameters. If
the model fits the data perfectly and the parameter valgeknown, the sample covariance matrix equals the caeariaatrix implied by the model.
The null hypothesis of perfect fit corresponds tp-&alue of 1. The root mean squared error of approximation (RM$&gsures the model’s fit
based on the difference between the estimated and the actaahnoe matrix. RMSEA values smaller than 0.05 indicadea fit [Browne and
Cudeck (1993)].

8.
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The lack of trade restrictions index has a negatffect on smuggling in all
specifications. Higher values of this index indec&wer trade restrictions. The observed
negative relationship between the lack of tradérici®n index and smuggling means
that fewer trade restrictions will, as expecteevdothe level of smuggling. With respect
to the average tariffs on imports, the results shwat tariffs are positively correlated to
smuggling. This relationship is statistically sigrant in all estimated specifications,
except for specification 3. That is, the higheiftarthe more smuggling takes place,
ceteris paribus For example, in specification 1, a one standadiadion increase in
average tariffs increases smuggling by 0.12 stahdaviations.

Trade openness enters in specifications 5, 6, @,18nIts effect on smuggling is not
conclusive. On the one hand, one can argue thag wenness decreases the incentive
for illegal trade, but on the other hand, as Fii§l) mentions, legal trade is used by
illegal traders to camouflage their illegal aci®i®® However, neither the positive
correlation of this variable to smuggling in spaations 5, 6, and 9 nor the negative
correlation in specification 10 is statisticallygsificant. In summary, the statistical
evidence confirms hypotheses (1) and (2) that nrade restrictions and higher tariffs
increase the level of smuggling. Openness doesa®ah to be an important determinant
of smuggling.

All specifications demonstrate a negative and sfisosignificant impact of the rule of
law index on smuggling. This index is used to prdixye rates on smuggling and the
quality of the police and the courts in a countsy explained in Section 3.2. A one
standard deviation increase in the rule of law xnaeluces smuggling by more than 0.50
standard deviations. The statistical evidence twsirms hypothesis (3). Given the
large standardized coefficient of the rule of lawdax it seems that it is the ability to
circumvent administrative rules, rather than highifis and trade restrictions that
determine the level of smuggling.

The lack of corruption index shows a consistent aadative effect on smuggling.

This effect is statistically significant in all sp#cations, except for specification 4

°® The causal variable Trade Openness also controls fofattiethat small countries are
relatively specialized in production, thus trade more, and hénghar degree of trade openness.
Following Pitt (1981), this may also explain a positive catieh between Trade Openness and

the level of smuggling.
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which uses the corruption index from WGI [Kaufmaetnal. (2007)f° A one standard
deviation increase in the lack of corruption indecreases the smuggling by more than
0.20 standard deviations. The statistical evidecmafirms hypothesis (4) that higher
levels of corruption make smuggling easaateris paribus

Finally, the BMP shows a stable and significantaieg effect on smuggling. This
case is highly possible for import smuggling, intigallar import underinvoicing, where
smugglers must finance their illegal imports frohe tblack market of exchange. An
increasing premium functions like an extra burderttiis group of illegal tradefS.

Specification 10 uses the GDP per capita as a dausst the hypothesis that richer
countries have better monitoring institutions adlvas efficient and transparent trade
procedures, which then reduce smuggling. The eogbirevidence supports this
hypothesis. The observed correlation between GDP gagita and smuggling is
significant negative. That is, the more developedoantry the lower the level of
smuggling,ceteris paribus

The results for the indicators are fairly consistacross different specifications. As
explained in Section 3.2, one of the coefficierftthe indicators has to be normalized. |
selected GDP per capita and set the coefficiettisfvariable to -f! The reason is that
smuggling canalizes resources of an economy framptioductive, formal part to the
grabby, informal part, hindering the entire usetlsd economy’s potential capacity
reducing economic growth and developm@&nEhe second indicator of smuggling is the

trade discrepancy variabié The standardized coefficients in the various dmations

%9 Recall from Section 3.2 that for both indices lower indelwesimply a higher level of
corruption.

8 Specification 3 making use of the BMP from Reinhart and Rqg604) does however not
confirm this effect at any convenient significance level.

®1 The coefficient of -1 corresponds to an estimated standarchisticient of -0.95.

®2 The choice of the indicator which is chosen to establisdhlke of the latent variable does
not affect the estimated coefficients because the maximuiihbke estimator is scale invariant
[Swaminathan and Algina (1978)]. Typically, one selects the a@alicthat loads most on the
unobservable variable, i.e., GDP per capita in the MIMIgleh of smuggling.

83 Specification 2 demonstrates the robustness of the result usirgstte the world instead

of the industrialized countries as control group for tradénvasgcing.
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show that a one standard deviation increase in ghimggincreases misinvoicing by
approximately 0.50 standard deviationsteris paribus The empirical results confirm
hypothesis (6) that trade discrepancies, calculatetrade misinvoicing, are positively
correlated to smuggling.

The last indicator is tax revenues. Smuggling eégause of the evasion of taxes and
tariffs, an extra burden for government budgetsrdasing smuggling by one standard
deviation reduces tax revenues by about 0.40 stdrdizviations. Again, this effect is
stable and significant across different specifaagiand supports hypothesis (5).

While the main analysis examines the effect of BMP as a causal variable on
smuggling, specifications 8 and 9 use the BMP amdicator in order to examine the
argument that changes of the BMP can be due togelsaim smuggling transactioffs.
Both specifications show a positive, statisticaygnificant correlation between
smuggling and the BMP. This positive correlatiom aaccur in the case of import
misinvoicing. The higher the level of smuggling thigher the BMP ceteris paribus
because illegal importers have to acquire foreigohange on the black market for
imports not reported to authorities. A higher lee¢limport smuggling increases the
price for black foreign exchange.

All estimated specifications show satisfactory guesb-of-fit statistics. The main
statistics such as the chi-square and the RMSEAjigen in Table 3.2, while additional
goodness-of-fit statistics are presented in Tab&ic Appendix C° The validity of the
estimated MIMIC model is acceptable because thiesstally significant determinants
of smuggling have the theoretically expected seyms the goodness-of-fit statistics point
to a good overall fit. The model is thus suitaldestimate an index of smuggling for the

54 countries in the sample. The next section pteshis index.
3.4.2 The Smuggling Index

The smuggling index is calculated by applying toefticients of the significant causal
variables to the corresponding observed varialifes.the numerical example of the

baseline specification 1 the smuggling index i®gias:

%4 See also footnote 48.

% For a comprehensive discussion of these statistics estierA.3 in Appendix A.
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Smuggling=0.1500x -0.120x -0.2@M x -0.10 ,x -0.54,.%° (3.8)
The higher the amount of the smuggling index tighéi is the level of smuggling over
the period of 1991-1999 in a particular country. dddition to specification 1, the
smuggling index is also calculated using speciikicet 5 and 10 to check for the
robustness of the calculated ind&®all three indices are presented in Table 3.3. The
ranking of countries in the first column corresperd specification 1 in column two,
while the third and fourth columns give the cowsgriranking according to specification
5 and 10.

Table 3.3Ranking of Countries 1991-1999

Country Specification 1 Specification 5 Speaition 10
Ranking (index Ranking (index Ranking (index
value) value) value)

Switzerland 1 (-1.574) 1 (-1.709) 1 (-1.984)

Finland 2 (-1.453) 2 (-1.585) 12 (-1.242)

Sweden 3 (-1.429) 3 (-1.559) 7 (-1.452)

Singapore 4 (-1.413) 5 (-1.537) 3 (-1.609)

Austria 5 (-1.413) 4 (-1.544) 2 (-1.629)

Netherlands 6 (-1.404) 6 (-1.534) 4 (-1.520)

Iceland 7 (-1.324) 7 (-1.447) 8 (-1.437)

Canada 8 (-1.308) 8 (-1.437) 6 (-1.507)

Belgium 9 (-1.190) 9 (-1.312) 11 (-1.317)

Australia 10 (-1.175) 10 (-1.285) 5 (-1.508)

France 11 (-1.160) 11 (-1.282) 10 (-1.331)

(continued on next page)

®® X, X, X, X, and x; represent the lack of trade restriction index, tarifig lack of

corruption index, the BMP, and the rule of law, respectively.

®" These two specifications are selected because speoificatincludes Trade Openness
capturing the smuggling opportunities [Pitt (1981)] and spetitio 10 uses the lack of
corruption index as an indicator of smuggling testing theioglsthip between illegal trade and

the perception of corruption in a society.
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Japan
Spain
Portugal
Italy
Estonia
Greece

Republic of
Korea

Slovenia
Malaysia
Uruguay
Cyprus
Costa Rica
Mauritius

Trinidad and
Tobago

Latvia
Croatia
Jordan
Jamaica
Panama
Tunisia
Mexico
Turkey
Algeria
Ghana
Brazil

Egypt, Arab Rep.

Bulgaria
Sri Lanka
Philippines

12 (-1.1)

13 (-0.875)
14 (-0.874)
15 (-0.729)
16 (-0.557)
17 (-0.436)

18 (-0.337)

19 (-0.304)
20 (-0.263)
21 (-0.175)
22 (-0.151)
23 (-0.116)
24 (-0.109)

25 (0.028)

26 (0.097)
27 (0.199)
28 (0.331)
29 (0.388)
30 (0.389)
31 (0.423)
32 (0.483)
33 (0.499)
34 (0.512)
35 (0.539)
36 (0.544)

37 (0.559)
38 (0.609)

39 (0.639)
40 (0.678)

12 (-1.225)
14 (-0.943)
13 (-0.951)
15 (-0.815)
16 (-0.507)
17 (-0.476)

18 (-0.412)

20 (-0.302)
19 (-0.330)
21 (-0.214)
22 (-0.187)
24 (-0.135)
23 (-0.164)

25 (-0.001)

26 (0.118)
27 (0.338)
28 (0.339)
30 (0.429)
29 (0.364)
31 (0.450)
32 (0.474)
34 (0.512)
52 (1.228)
33 (0.499)
36 (0.601)

35 (0.587)
37 (0.646)

38 (0.657)
39 (0.706)

9 (-1.426)
14 (-0.828)
16 (-0.641)
13 (-0.995)
21 (-0.045)
18 (-0.285)

20 (-0.242)

17 (-0.582)
25 (0.086)
23 (0.042)
15 (-0.650)
26 (0.210)
19 (-0.259)

22 (0.018)

28 (0.334)
27 (0.310)
33 (0.581)
37 (0.712)
31 (0.541)
32 (0.542)
35 (0.635)
34 (0.621)
24 (0.045)
51 (1.104)
30 (0.494)

36 (0.672)
29 (0.485)

41 (0.782)
43 (0.795)

(continued on next page)
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Guatemala 41 (0.781) 40 (0.796) 49 (1.057)
China 42 (0.784) 44 (0.939) 39 (0.760)
Zambia 43 (0.797) 41 (0.821) 52 (1.163)
Ecuador 44 (0.837) 42 (0.896) 44 (0.841)
Peru 45 (0.850) 43 (0.908) 46 (0.928)
Ukraine 46 (0.855) 45 (0.958) 42 (0.787)
Nicaragua 47 (0.910) 46 (0.996) 47 (0.932)
gg?&g}fg” 48 (0.919) 47 (0.999) 38 (0.744)
Indonesia 49 (1.005) 48 (1.081) 48 (0.941)
Paraguay 50 (1.023) 50 (1.121) 45 (0.847)
India 51 (1.029) 49 (1.090) 40 (0.768)
Kenya 52 (1.125) 51 (1.183) 53 (1.273)
Pakistan 53 (1.407) 53 (1.457) 50 (1.072)
Cameroon 54 (1.627) 54 (1.698) 54 (1.360)

The ranking of the countries is not surprising;@&leping countries are typically reported
as countries with higher levels of smuggling. Acting to specification 1, the country
hit least by smuggling is Switzerland, followed Binland, Sweden, Singapore, and
Austria. With the exception of Singapore, Canadastfalia, and Japan, only Western
European countries are among the top 15. At théoimoof the scale are Cameroon,
Pakistan, Kenya, India, and Paraguay. Compared thi¢ghtop, the bottom is more
heterogeneous: among the 15 countries hit mosiuggling are 6 Latin American and
Caribbean countries, 5 Asian countries, 3 Africaes) and one country from Eastern
Europe. A comparison of the three indices shows tiia results are robust although
some differences in the ranking exist. For examplestria has the ' lowest level of
smuggling according to specification 1 but ranRsaad 2° according to specifications 5
and 10, respectively. It can also be seen thatdore countries, for example Finland and
Sweden, the ranking according to specification d@amewhat different compared to
specifications 1 and 5. This might have to do wtitle different set of causes and

indicators in specification 10. Specifications Hdnuse the GDP per capita as a causal
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variable and the corruption index of the Heritageurdation as an indicator.
Specification 10 however uses the GDP per capitaragdicator and the corruption
index as a cause. Both variables, i.e., corruimhthe GDP per capita are not perfectly
interchangeable although almost all available ewidesuggests that corruption varies
strongly inverse with development [see, for exampMeauro (1995); Paldam (2003)].
Minor differences in the raking between specificas 1/5 and 10 are therefore not
surprising. Moreover, the estimated standardizefficients demonstrate that GDP per
capita is the slightly better indicator. The sedelcthree MIMIC model specifications
yield nevertheless a similar outcome with respecthe ranking of countries. The
correlation coefficients between the three indiees: 0.9948 (specification 1 and 5),
0.9575 (specification 5 and 10), and 0.9688 (smatibn 1 and 10). In order to test

whether the correlation coefficients are signifibamifferent from zero, | use Fisher’s

variance stabilizing transformatiah = 0.5In[ (1+r)/( 1-r)], wherer is the correlation
coefficient. The Z-statistic is approximately notipadistributed with a mean of
E(Z)=0.5In(1+ p)/ I~ p| and a variance o¥/(Z) =1/(N -3), where p is the null,
and N is the number of observations [see Kendall ana@r${1973)]. Underp =0 the

test statistic isZ :O.5In[(1+ r)/( 1—r)]\/N - 3. For the two-sided test, the rejection

region is ‘Z‘>2.5758, 1.9600, 1.64: at the 1%, 5%, and 10% level of significance,

respectively. For the sampleN(=54) | can reject the null of a zero correlation
coefficient at the 1%level of significance for eadirelation pair.

Table 3.4 shows averages of the smuggling indexiféerent regions/country groups
in order to develop a better understanding of #gional differences in smugglifig.
According to specification 1, smuggling is, by fawest in the high-income countries of
the OECD, with an average index value of -1.16% fdnking for the other regions is as
follows: Eastern Europe (0.150), Asia (0.243), Mad&ast and North Africa (MENA)
(0.362), Latin America and the Caribbean (0.528) finally Africa (0.796). Within the
high-income countries of the OECD smuggling is thiggest problem in Greece

followed by Italy and Portugal. According to thewgling index, the worst countries in

® The classification/grouping of countries is based on the Wsalik’s definition [World
Bank (2009b)].
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Eastern Europe are the Ukraine and Bulgaria. WRdlkistan and India show the highest
level of smuggling in Asia, Egypt and Algeria ralalst in the MENA region. Uruguay,
Costa Rica, and Trinidad and Tobago perform besijewParaguay, the Dominican
Republic, and Nicaragua perform worst in Latin Aroarand the Caribbean. Although
only a few African countries are in the samples tregion seems on average to be the
most affected by smuggling. Within this region, ggling is the biggest problem in

Cameroon and Kenya.

Table 3.4Ranking of Countries According to Geographical iBeg

Country Specification 1  Specification 5 Specification 10
Ranking (index  Ranking (index Ranking (index
value) value) value)

High-income OECD countries

Switzerland 1 (-1.574) 1 (-1.709) 1 (-1.984)

Finland 2 (-1.453) 2 (-1.585) 12 (-1.242)
Sweden 3 (-1.429) 3 (-1.559) 7 (-1.452)

Austria 5 (-1.413) 4 (-1.544) 2 (-1.629)

Netherlands 6 (-1.404) 6 (-1.534) 4 (-1.520)
Iceland 7 (-1.324) 7 (-1.447) 8 (-1.437)

Canada 8 (-1.308) 8 (-1.437) 6 (-1.507)

Belgium 9 (-1.190) 9 (-1.312) 11 (-1.317)
Australia 10 (-1.175) 10 (-1.285) 5 (-1.508)

France 11 (-1.160) 11 (-1.282) 10 (-1.331)
Spain 13 (-0.875) 14 (-0.943) 14 (-0.828)
Portugal 14 (-0.874) 13 (-0.951) 16 (-0.641)
Italy 15 (-0.729) 15 (-0.815) 13 (-0.995)
Greece 17 (-0.436) 17 (-0.476) 18 (-0.285)
Average -1.167 -1.227 -1.263

(continued on next page)
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Eastern Europe

Estonia 16 (-0.557) 16 (-0.507) 21 (-0.045)
Slovenia 19 (-0.304) 20 (-0.302) 17 (-0.582)
Latvia 26 (0.097) 26 (0.118) 28 (0.334)
Croatia 27 (0.199) 27 (0.338) 27 (0.310)
Bulgaria 38 (0.609) 37 (0.646) 29 (0.485)
Ukraine 46 (0.855) 45 (0.958) 42 (0.787)
Average 0.150 0.209 0.215
Asia

Singapore 4 (-1.413) 5 (-1.537) 3 (-1.609)
Japan 12 (-1.1) 12 (-1.225) 9 (-1.426)
Republic of Korea 18 (-0.337) 18 (-0.412) @0.242)
Malaysia 20 (-0.263) 19 (-0.330) 25 (0.086)
Sri Lanka 39 (0.639) 38 (0.657) 41 (0.782)
Philippines 40 (0.678) 39 (0.706) 43 (0.795)
China 42 (0.784) 44 (0.939) 39 (0.760)
Indonesia 49 (1.005) 48 (1.081) 48 (0.941)
India 51 (1.029) 49 (1.090) 40 (0.768)
Pakistan 53 (1.407) 53 (1.457) 50 (1.072)
Average 0.243 0.243 0.193
MENA

Cyprus 22 (-0.151) 22 (-0.187) 15 (-0.650)
Jordan 28 (0.331) 28 (0.339) 33 (0.581)
Tunisia 31 (0.423) 31 (0.450) 32 (0.542)
Turkey 33 (0.499) 34 (0.512) 34 (0.621)
Algeria 34 (0.512) 52 (1.228) 24 (0.045)
Ege%ﬂtt’)lﬁ;rab 37 (0.559) 35 (0.587) 36 (0.672)
Average 0.362 0.488 0.301

(continued on next page)
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Latin America and the Caribbean

Uruguay 21 (-0.175) 21 (-0.214) 23 (0.042)
Costa Rica 23 (-0.116) 24 (-0.135) 26 (0.210)
Trinidad and Tobago 25 (0.028) 25 (-0.001) 22 (0.018)
Jamaica 29 (0.388) 30 (0.429) 37 (0.712)
Panama 30 (0.389) 29 (0.364) 31 (0.541)
Mexico 32 (0.483) 32 (0.474) 35 (0.635)
Brazil 36 (0.544) 36 (0.601) 30 (0.494)
Guatemala 41 (0.781) 40 (0.796) 49 (1.057)
Ecuador 44 (0.837) 42 (0.896) 44 (0.841)
Peru 45 (0.850) 43 (0.908) 46 (0.928)
Nicaragua 47 (0.910) 46 (0.996) 47 (0.932)
Dominican Republic 48 (0.919) 47 (0.999) 3B744)
Paraguay 50 (1.023) 50 (1.121) 45 (0.847)
Average 0.528 0.556 0.615
Africa

Mauritius 24 (-0.109) 23 (-0.164) 19 (-0.259)
Ghana 35 (0.539) 33 (0.499) 51 (1.104)
Zambia 43 (0.797) 41 (0.821) 52 (1.163)
Kenya 52 (1.125) 51 (1.183) 53 (1.273)
Cameroon 54 (1.627) 54 (1.698) 54 (1.360)
Average 0.796 0.807 0.928

As argued above and also demonstrated by othees fee example, Fisman and Wei
(2007); Berger and Nitsch (2008)], smuggling oftevolves other types of criminal and
corrupt activities. Figure 3.2 also illustrates thigong positive correlation between
smuggling and corruption using specification 1k smuggling index calculated in this
chapter and the 1999 corruption perception indeXrahsparency International (1999)
(henceforth, CPI99). Because higher levels of tHd9@ represent a lower level of
corruption in a particular countrits reverse is used. The reverse of the CPI199alised

on the horizontal axis, ranges from 0 to 9 while #stimated index of smuggling is
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displayed on the vertical axis. Figure 3.2 showat ountries such as Switzerland or
Australia have low levels of corruption and smuggli They are among the best
performing countries according to the smugglingexdOn the contrary, countries with
very high levels of corruption such as Cameroomyge and Pakistan also show very
high levels of smuggling. Some exceptions shoulddted. Belgium, for example, has a
much lower level of smuggling compared to SloveoiaEstonia but performs worse
with respect to corruption. The same holds true,ewample in the case of Croatia,
where corruption is as prolific as it is in the mosrrupt countries but smuggling is a
smaller problem. Nevertheless, despite few exceptifigure 3.2 clearly demonstrates

the positive relationship between smuggling andugion.
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Figure 3.2 Relationship Between Smuggling and Corruption

3.5 Summary and Conclusion

The smuggling index presented in this chapter plewithe first ranking of smuggling
around the world during the 1990s. While previoesearch mostly employs trade

discrepancies to uncover smuggling, this chapteesua structural model that
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simultaneously deals with the causes and indicabbrsmuggling within a unified
framework for 54 countries. This approach has twpartant advantages. Firstly, in
contrast to existing empirical studies, which usarow concepts as a proxy of
smuggling, the MIMIC approach uses its most impartdeterminants simultaneously.
The empirical analysis shows a highly statisticalbynificant influence of the rule of law
and of the level of corruption on smuggling. Traastrictions and tariffs provide
incentives for traders to engage in smuggling. Thagnitude of the standardized
coefficients indicates that it is the inferiority imstitutions, rather than high tariffs and
trade restrictions, which drive smuggling, althougie latter are also important
determinants. The second advantage of the MIMICraguh is that the ranking one
retrieves across countries is tied to the causaahias that were used to estimate the
model. As such, the model produces a cardinal imefesmuggling and considers the
common criticisms aimed at perception based indidexording to the index of
smuggling presented in this chapter, Switzerlahd, $candinavian countries Sweden
and Finland, the Netherlands, Singapore, and Austre among the countries with the
lowest level of smuggling. Paraguay, India, Kenkakistan, and Cameroon have the
highest level.

Of course, one may argue that the estimated mooket dot capture the extent of
smuggling. There are two ways to test for the wglidf a structural model. Firstly, it is
necessary to examine the fit of the model. Secondlsiables that determine smuggling
from a theoretical point of view should have theented impact [Dell’Anno (2007§f.1
have dealt with these two validity tests above: \aliables show the theoretically
expected correlation to smuggling and the variogimated specifications show
satisfactory goodness-of-fit statistics.

Some policy conclusions may be drawn. Countrieseéhdeavor to reduce the size of
smuggling can strengthen their institutions. Insne@ the rule of law and reducing
corruption are suitable policies to get controbofuggling. Reducing trade barriers such
as tariffs and quotas is another possibility. Aliho even the countries most committed
to free trade still have restrictions, the situatias changed for the better since the mid

1990s: average tariffs have become lower and aréntong to decrease.

% For a detailed discussion on validity and reliability witspect to structural equations

models see, for example, Bollen (1989, pp. 184-223).
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The smuggling index based on the MIMIC approaclhikisly to be of interest for
different user groups. One such group is the pdligged academic community which
evaluates the consequences of smuggling. For \v&anon-governmental organizations
such as the Institute for New Democracies that Itlase decisions on the institutional
environment of a particular country, the MIMIC apach would also be useful.
Calculating an index of smuggling, as outlined Heredifferent time periods, may help
non-governmental organizations to monitor how snlingg(being a potential indicator
of the general institutional quality in a countwaries over time. Since the MIMIC
approach is based on measurable time variant canseimdicators, the performance of a
country in controlling smuggling can be measured.

Clearly, the MIMIC approach to smuggling presentedthis chapter is only an
additional step in furthering the understanding sshuggling. Depending on data
availability, the model can be estimated over défe sub-periods to assess how
smuggling has changed over time for each countnptiéer promising avenue for future
empirical research on smuggling is the analysithefimpact of economic, political, and
institutional reforms, such as the implementatibfree trade zones or the improvement

of institutional quality, on smuggling.



CHAPTER FOUR

SMUGGLING |LLEGAL AND LEGAL GOODSACROSS THE

U.S.-Mexico BorDER"

“If you have a lot of what people want and can’t,gaen you can supply the demand
and shovel in the dough.”
Charles “Lucky” Luciano (1896-1962)

While the preceding chapter has estimated an imflesmuggling for 54 countries, this
chapter studies smuggling across the U.S.-Mexicaldyofrom 1975 to 2004. Using
Multiple Indicators Multiple Causes (MIMIC) modelscapture the latent nature of
smuggling and identify its determinants and long-teends”® | also argue that the
analysis of smuggling has been incomplete so festiag studies merely analyze the
causes of trade misinvoicing (see Table 3.1), iliegal trade or smuggling of legal
goods, which represents only a fraction of totdéghl trade. To improve the
understanding of illegal trade further, | now digtiish between smugglinidegal goods
and smugglindgegal goods in the U.S.-Mexican context.

The types of smuggling differ with respect to theods being smuggled, the agents
involved in smuggling, the smuggling incentive, ahé intensity of law enforcement.
Trade misinvoicing occurs when entrepreneurs masteihe value of legal exports or

imports to evade tariffs and taxes and is commardgsidered gpeccadillo (petty

Y This chapter follows Buehn and Eichler (2009). Copyright © 2009 by Siethern
Economic Association.

" MIMIC approaches were previously applied to estimate theldpment of the shadow
economy [see, for example, Dell’Anno and Schneider (2003); St#mE005); and DellAnno
(2007)]. A comprehensive overview of such studies is providesichneider and Enste (2000;
2002).
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offense): smugglers usually bribe officials or &reed a fee. Smuggling illegal goods
such as illegal drugs and illegal immigrants, hoerevoften involves dangerous
criminals who commit serious offenses and, if cdudgice severe punishment. As a
result, their incentive to smuggle is related to ithtensity of law enforcement rather than
tax or tariff evasion.

Studying the U.S.-Mexican case is particularly iesting as most illegal drugs and
immigrants enter the United States via the Mexibarder. The large income disparity
between the two nations may explain the high U&nahd for illegal goods, which
relatively poor Mexicans are willing to meet despihe risks involved. | also examine
whether the Clinton and Bush Administrations sudeelein reducing smuggling across
the border through intensified border enforcement.

Using a (simple) microeconomic framework, | detereniwhich microeconomic
incentives affect the two types of smuggling. Tlgpdtheses are then tested in a MIMIC
model which studies the impact of observable cagbesmicroeconomic incentives to
smuggle) on the unobservable phenomenon, smuggtingindicated by observable
macroeconomic variables. Applying the benchmarkipgpcedure promoted by
Dell’Anno and Schneider (2006) and Dell’Anno (200I7¢alculate a time series for each
type of smuggling.

| find that smuggling in illegal goods from Mexido the United States decreases
when Mexican labor market conditions improve andS.Uborder enforcement is
intensified. The Mexican recessions in 1982/83 495 led to large temporary
increases in smuggling to $113 billion and $87dmil] respectively. Smuggling in illegal
goods decreased overall, however, from $116 billiori984 to $27 billion in 2004,
which can be attributed to stricter U.S. borderoecément and better Mexican job
prospects.

Smuggling legal goods is driven by the real exclearsge and tariff and tax evasion.
Export misinvoicing fluctuated between underinvogivalues of $0.2 billion and
overinvoicing values of $0.7 billion while import ismvoicing switched from
underinvoicing — peaking at $1.6 billion in 1983c-recent overinvoicing — up to $3.8
billion in 2002. This pattern can be attributed d¢abstantial tariff reductions in
accordance with the General Agreement on Tariftd Brade (GATT) in 1987 and the
North American Free Trade Agreement (NAFTA) in 1994

The chapter is organized as follows. Section 4igflgraddresses the theoretical
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smuggling literature. Section 4.2 considers theemtives driving the two types of
smuggling in a microeconomic framework. Section 48plains the empirical
methodology. Section 4.4 describes the indicatbssrggling. Section 4.5 presents the
estimation results and long-term trends for the ggting of illegal and legal goods.

Section 4.6 concludes.

4.1 Literature

The literature on smuggling has already been restkiv Section 3.1.1. For this reason, |
only summarize the main findings of the theoretilitdrature — which motivate the

theoretical analysis of illegal and legal goods gglimg in Section 4.2 — in Section 4.1.
For the empirical literature on smuggling | refeiSection 3.1.1 and Table 3.1.

The theoretical literature on smuggling focusedrade misinvoicing, i.e., the false
declaration of legal imports and exports. One strainthe theoretical literature analyzes
the welfare effects of trade misinvoicing. Bhagwatid Hansen (1973) show that
smuggling — despite the classic view — can diski@ifare as legal traders are squeezed
out by smugglers who operate at inferior termsratleé but profit by circumventing
tariffs. Pitt (1981) shows that the welfare consames of smuggling are ambiguous. He
argues that legal trade and smuggling coexist @mssficamouflage their smuggling
activities by also conducting legal trade.

Another strand of the theoretical literature, mii¢id by Pitt (1981), analyzes the
determinants of trade misinvoicing. He argues #ratiggling is positively correlated
with a price disparity, defined as the differenagvween the actual domestic and the
tariff-inclusive world market price. If, for exanglthe domestic price of an exportable
good exceeds its world market price, it can onlyekported legally at a loss, suggesting
that most of the actual exports are traded illggdlartin and Panagariya (1984) and
Norton (1988) consider the costs of smuggling. Tfieg that stricter law enforcement
serves as a deterrent to smuggle. Pitt (1984) aeslthe black market premium (BMP)
for foreign exchange as a determinant of smugglieg.finds that the black market
equilibrates the supply of foreign exchange frohegidl exports and its demand to
purchase illegal imports. Biswas and Marjit (200#hd that export (import)

underinvoicing is positively (negatively) correldtavith the BMP since the foreign
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exchange from the unreported transaction is saguiaed) on the black market.

4.2 Micro-Foundations of Smuggling Incentives

| argue that smugglers of illegal goods respondifferent incentives than smugglers of
legal goods. The following uses a (simple) microewuic approach to determine the

expected impact of different determinants on bppes of smuggling®
4.2.1 Determinants of lllegal Goods Smuggling

The representative risk-neutral Mexican smuggleximees her expected profit with

respect to the amount of illegal goods or personsetsmuggled into the United States,

S . Equation (4.1) outlines the revenue from smuggiilegal goods,R( g ):
R(S")=(1+V " &. (4.1)

The smuggler sellS" illegal Mexican goods at pricg"S in the United States and

converts the dollar-denominated proceeds on thekbraarket into Mexican pesos,

earning the BMPv over the official exchange rate.”” The expected costs of

smuggling,E[C( g )} arise from the risk of being caught by U.S. Boraled Customs
Protectiori® as outlined in equation (4.2):

E[c( g )} = prof &, B F, (4.2)
with dprob( ', H) /a8 >0, a?prob(S', H)/(a 4 )2 >0, andprob( &', H) /o H>0.

The smuggler is apprehended with probabilﬂyob(s”' ,H) and faces the punishment

cost F . | assume that the probability of apprehensiam éenvex function of the amount

of illegal goods being smuggled and depends pe#jtion the exogenous border

" Biswas and Marjit (2007) use a similar approach to studyratienale for trade mis-
invoicing.

2 The exchange rate is defined as the price of one U.S. dollar in terms of itbdex pesos.
Thus, a rise in the exchange rate corresponds to a dejamecfthe peso against the U.S. dollar.

3 Until 2003, the U.S. Customs Service.
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enforcement,H , i.e., the more officers patrolling the U.S.-Mexiborder, the more
likely smugglers are to be caught.

If the smuggler is apprehended, she will be sem@nio prison. The cost of

punishmentF therefore represents the opportunity cost of leisor income,(l—u) w,

during imprisonment. The higher Mexican wag®s, are, and the lower the Mexican

unemployment ratey, is, the higher the cost of punishmekht;

F=f{(1-u)w}, (4.3)
with of {(1-u)w}/au<0 and of {(1-u)w} /ow>0. Using equations (4.1)-(4.3), the
expected nominal profit from smuggling illegal gsdsd:

E(n“')z(l+ v)ep® ¢ - prol() 5, I}I f(1- p (4.4)
To study the determinants of smuggling illegal goaad real terms, | denominate the
expected profit in Mexican goods by dividing eqaat{4.4) by the Mexican price index,
pMEX . Equation (4.5) shows the expected real profitnfrEmuggling, whereby the real
exchange rate is defined as- eg”/ pV&*:

E(n“' )

MEX

Y

=(1+v)es" - prot( 8 QM R

Y
Real profit optimization with respect to the amoohsmuggling,S" , yields the result
that the marginal revenue from smuggling equalsriheginal cost of smuggling:

aprob( g, H) f{(1-u) w
aSill [5\/IEX

(1+v)e= , (4.6)

with azprob( g, H)/(a 4 )2 >0. Equation (4.6) determines how the optimal amount

of illegal goods to smuggles" , reacts to changes in the incentive variablesrive the

following hypotheses:

(1) A higher BMP, v, increases the incentive to smugghiS' /dv>0, ceteris

paribus as converting U.S. dollars into pesos on the Kolamarket is more

profitable.
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(2) A higher real exchange rate, i.@.real depreciation of the pesagainst the U.S.

dollar, increases smugglinglS"/ ds >0, ceteris paribus as revenues rise in

terms of Mexican good$.

(3) HigherMexican wagesand lowerMexican unemploymenteduce the incentive
to smuggle, i.e., botklS" / dw< 0 and dS" / du>0 hold. Hence, better Mexican
job prospects decrease smuggling by raising theorbypity costs(l—u)w of

imprisonment if apprehended. Thus, | expect smuaggdictivities to rise during

Mexican recessions when Mexican labor market canditworsen.

(4) More intenséborder enforcemenshould lead to a decrease in the smuggling of

illegal goods,dS"/dH<0, ceteris paribus as this increases the probability of

apprehension and, thus, the expected cost of singggl
4.2.2 Determinants of Legal Goods Smuggling/TraderMoicing
4.2.2.1 Export Misinvoicing

A Mexican entrepreneur exports a given amount géllgoodsX to the United States.

In order to save on Mexican income taxes and tcefitefrom the BMP, she has an
incentive not to report the total amount of expolgport underinvoicingS* >0, thus
means that the reported amount of expoXs; S*, is lower than the actual amount of

exports, X .”> Equation (4.7) describes the Mexican exporterjseeted profit,E(nx):
E(m)=(1-t)epS( X- S)+(1+ Yy ef® & prgb $ | (4.7)

where aprob(S‘)/a $>0 and azprob(S‘)/(a S‘)2 >0. Given the total amount of

" per definition,v > -1 holds and, thusiS" / ds >0 generally applies.

> | define misinvoicing as underinvoicing, i.e., as theeddéhce between the actual and the
reported export/import figures. Defining misinvoicing as overinvgicivould just reverse the

theoretical hypotheses.
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exports, X , the Mexican exporter decides how many exporteport and how many to
underinvoice. She sells the reported (legal) espdrt S* at p’® in the United States

and converts the dollar-denominated proceeds atffféal exchange rate into pesos,

generating a legal after-tax export revenue(bf—t)ep“s( X= S‘) ."® The unreported

(misinvoiced) exportsS*, are sold atp”® in the United States. The dollar-denominated
smuggling revenue is then converted into pesos han klack market where the
misinvoicer profits from the BMPy, over the official exchange rate,

The expected cost of export underinvoicing arisemfthe risk that the misinvoicing
will be detected by the authorities with probabiliprob(S‘) and that the exporter will
subsequently face the punishment cBst— which represents exogenous expenses for
bribes or fines. The detection probability is asednto be convex in the amount of
export underinvoicing. Dividing equation (4.7) tyetMexican price indexpM=*, and

MEX

using the definition of the real exchange rates edJS/ p"", yields the Mexican

export underinvoicer’s real expected profit:

e
Ep(MEX) =(1-t)eX +(v+t)eS - prol( S)% .

Real profit optimization with respect to the amoahexport underinvoicingS*, again
yields the result that the marginal revenue eqti@snarginal cost of smuggling:
aprob( SX) F

(v+t)e= 95 pVEX

(4.9)

with azprob(SX)/(a S‘)2>O. | hypothesize the following effects of smuggling

incentives on export underinvoicing:

(1) A higherBMP, v, should cause export underinvoicing to rcgderis paribus
dSX/ dv>0, as the exchange rate-adjusted price spread hetweeported and

reported exports increases.

" The variablet denotes the Mexican profit/income tax. Obviously, only legalstretions

are subject to taxation. For simplicity, | do not consider any pramucti procurement costs.
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(2) A real depreciation of the pesagainst the U.S. dollar should lead to higher
export underinvoicingeteris paribus dSX/d£>O, as Mexican goods become

more competitive’

(3) Higher Mexican income/profit taxes t, should lead to more export
underinvoicing ceteris paribus dSX/dt>O, as illegal/unreported Mexican

exports are not subject to taxation and thus becames competitive over
legal/reported Mexican exports. Tax evasion theeefppears to be an important

motive for export misinvoicing.
4.2.2.2 Import Misinvoicing

The Mexican entrepreneur imports a fixed amounieghal goodsM from the United
States and decides how many imports to repdft—S", and how many to

underinvoice,S" > 0. Equation (4.10) describes the Mexican importexgected profit,
E(ITM ):
E(7")=(1-1)] R(M)- ep®(1+ §( M- &)]-(1+ y & 8- prfp'§ |
(4.10)
where aprob( s )/6 4" >0 and d? prob( s )/(a ¢ )2 >0. The Mexican entrepreneur
imports M goods — some reported, some unreported — frontiied States and sells
them in Mexico, earningR(M) pesos. She spendsp™(1+ q)( M - SV') pesos to

import the reported (legal) American goods, whgrelenotes the Mexican import tariff

levied on reported American goods. After paying khexican income/profit taxt, the

Mexican importer makes an after-tax profit @f—t)[R(M)— ep®(1+ (j( M- §")}

pesos on her reported transactions. For the urtegbémisinvoiced) U.S. importsS™ ,

she spend§1+v) ep” S* pesos paying the BMR, to buy the required U.S. dollars on

" dS*/ dv>0 is true asv+t>0 holds in the sample.
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the black market. The import misinvoicer faces the expectst of punishment

rob( S") F, where prob( S") denotes the probability of being caught afdthe
p p

subsequent bribes or fines. Equation (4.11) describesMéxican importer's real

expected profit:

%z(l—t){z(xx)—g(hq)M}+[(1—t)(1+ q)-(1+v)]eS" - prohé §')%

(4.11)

Real profit optimization with respect to the amount of impamderinvoicing, SV ,
yields the result that the marginal benefit equals the margisalof smuggling®

aprob( s ) =

(- (1 0) () Je =g e @12

with azprob(SM)/(6§”)2>O. Intuitionally, the optimal amount of import

underinvoicing S¥ reacts to changes in incentives in the opposite direaiiothe

optimal amount of export underinvoicing:

(1) A higher BMP, v, decreases the incentive to underinvoice impgogteris
paribus dSM/dv< 0, as it becomes more expensive to buy U.S. dollars for

unreported imports on the black market.

(2) Areal depreciation of the pesagainst the dollar should decrease the amount of

import underinvoicingceteris paribus dSM/d£<O, as Mexican products gain

competitiveness over misinvoiced American products.

(3) A rise in Mexican income/profit taxesshould reduce import underinvoicing

ceteris paribus dSM/dt< 0, as illegal/unreported Mexican imports cannot be

8 The profit maximizing Mexican importer focuses on minimizingtso Underinvoicing

imports, S™ >0, therefore means cutting back on legal expendittest)(1+q)eS" but
increasing illegal expenditure@+ v)sSM. Thus, the importer underinvoices if avoided legal

costs exceed additional illegal cosfs-t)(1+q) - (1+v) > C.
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claimed as tax exempt and, thus, lose profitability contpanelegal/reported

Mexican imports.

(4) Finally, | expect highetariff rates to increase import underinvoicingeteris

paribus dSM/dq>0, as tariff evasion increases the profitability of uiongd

imports.

4.3 Empirical Methodology

The MIMIC model relates observable causal and indicatmiables to a per se
unobservable phenomen&hThus, it allows me to deal with the multiple causestaed
multiple effects of illegal and legal goods smuggling estbe U.S.-Mexico border. The
MIMIC model has two parts: the structural equation model #rel measurement
model® In the structural equation model, smuggling is determiryea set of exogenous
causes, here the microeconomic smuggling incentivesritbed above. The structural
equation model is given by:

=%+ ¢, (4.13)
where eachx, ,i=1...,q in the q vector x, is a potential cause of the latent variable
n, and y':(yl,yz,...,yq)' is a q vector of coefficients describing the relationships
between the latent variable and its cadS@he error termg, represents the component

of the latent variabley, not explained by the causes. The variance,os denoted by

Y.
The measurement model links the latent variable to its itaw®a

Y =AM & (4.14)

9 While Section 4.3 describes the MIMIC model inefiriAppendix A provides a detailed
description.

8 A similar presentation of the MIMIC methodology psesented in Chapter 2 and can be
found in Buehn and Schneider (2008) and Buehn ¢2@09).

81 As denoted in Chapter 2, the subscripidicates the time series dimension of the vagisbl
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In the measurement modey, =(y1t, Yorseens ypt)' is a p vector of indicator variables
that measure the latent variable smuggling (see Section 4.4% a p vector of
regression coefficients, and, is a p vector of white noise disturbances, i.e.,
& ~ (O,@g) .

The structural and the measurement model equationsecasell to derive a reduced-
form regression model:

y, =1IIx, + z,, (4.15)
where IT=Jy" is a (pxq) matrix. The endogenous variables, , j=1...,p in
equation (4.15) are the indicators for smuggling, and #xogenous variables
X; , 1=1,..,0 are its causes. The error term=A¢, +¢ is a p vector of a linear

transformation of the white noise error terms and ¢, resulting from the structural

equation and the measurement model, e (0,2). The (px p) covariance matrix
Q is given by2 =Cov(z) = E[(,Ict +&)(A¢ +& )} =) +0, and@, = E(stst') :

The goal of the SEM estimation procedure is to estimat®dehtovariance matrix
2(0), z :E(é), that is as close as possible to the sample covariaat@xof the
observed causes and indicatSfrédentification and estimation of the model is however
not possible without placing restrictions on certain nh@deameters. Among others, a
restriction often imposed on the model is that one elemietiteovector 4, i.e., one
indicator, is set to ama priori value (often 1 or -1). In this way the researcher also
establishes an interpretable scale for the latent \tarjRbllen (1989), pp. 91, 183f.

The first step in the estimation is selecting appropriate causksdicators of illegal

and legal goods smuggling that address the hypothesiesdetical relationships as

8 ¢ is a vector that contains the parameters of tMemandZ(a) is the covariance matrix
as a function of¢ implying that each element of the covariance matria function of one or
more model parameters.

8 An alternative is to set the variance of the ueowable variable, to one. However,

setting one element of to an a priori value is often more convenient fooreomic interpretation
and thus typically done [Dell’Anno and Schneided@Q)].
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outlined in Sections 4.2 and 4.4 and to estimate threeralitfeIMIC models, i.e., a

MIMIC model for illegal goods smuggling, export misinvioig as well as import

misinvoicing. After model identification and determinationttod latent variable’s scale,
the coefficients and model parameters are estimated andygothesized relationships
between illegal and legal goods smuggling and the péaticcauses and indicators
tested. The second step is to use the model’'s estima&suits to calculate the latent
variables scores for each point in time. Finally, a benckima procedure is applied to
estimate “real world” figures of illegal and legal goodsuggiling. The next section

presents the theoretical reasoning for the selection ahdieators.

4.4 Measurement of Smuggling

In the measurement model, the indicators are regresseal -oerper se undefined —
unobservable (latent) variable. After defining eachetgp smuggling | select indicators
to measure each type appropriately. Thus, the meanitige datent variable depends on
how well the indicators correspond to the operational dfini

Of course, indicators are often only imperfectly linkedhe latent variable [Bollen
(1989), p. 17], but it is obvious from equation (4.1dattall of them are alternative
measures of the same latent variable, i.e., a changeeirtatent variable affects its
indicators. This can be clarified further by taking theisctrral model into account.
Within the theoretical framework from Section 4.2, | itiignthe microeconomic
incentives that determine the profitability of each typesmwiuggling. If, for example,
border enforcement is intensified, the cost for smuggiéiegal goods increases and
the latent macroeconomic amount of illegal goods smugsfedld decrease. Thus, a
change in the microeconomic incentive structure tratssminiformly to the
macroeconomic aggregate of all types of smuggleregfal goods — be it smugglers of
illegal drugs or illegal immigrants. The indicators discdskelow all measure the total
amount of each type of smuggling, as determined bynti@oeconomic incentive

structure.

4.4.1 Indicators for Smuggling of lllegal Goods

The conceptual definition of illegal goods smuggling cdegs the inflow of illegal
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drugs and illegal immigrants from Mexico to the Unitedt&al do not consider
smuggling in other types of illegal goods, for exampleglabl or bootlegs. The reasons
for this are that, illegal drugs and immigrants aréhatcenter of the political debate on
whether to increase border patrol in the United States stimdages about the size of
these types of smuggling — necessary to calculate tietténd in “real world” figures —
are available.

To explain illegal goods smuggling, in particular illegalgs and immigrants, in the
measurement model, | use the following macroeconomicartats: linewatch and non-
linewatch apprehensions, real drug seizures, and thealaniyl of drugs in the United
States.

Smugglers of illegal drugs and illegal immigrants haveammon that they have to
cross the U.S.-Mexico border to bring their illegal “freéigio the United States. To stop
this illegal inflow, the U.S. Border Patrol makes an enarsneffort to apprehend
smugglers crossing the border. One of the objectiveth@fNational Border Patrol
Strategy of 2004 is to “detect, apprehend, and deteigglers of humans, drugs, and
other contraband” [Office of Border Patrol (2004), p. B]illegal goods smuggling
increases the number of apprehensions should also secoederis paribus Thus, |
expect that linewatch and non-linewatch apprehensions,the number of persons
apprehended at the U.S.-Mexico border and inside theedUrStates, are positively
correlated with the smuggling of illegal goods.

Another indicator of illegal goods smuggling is drug&zeeé by the U.S. Border
Patrol. Given the efforts of the United States to fprtife border against the inflow of
illegal goods, | expect drug seizures to increase agmlligoods smuggling riseseteris
paribus Of course, several smugglers successfully crosbdhd#er and succeed in their
smuggling activities. Thus, | also include the availabilitydnigs as another indicator in
order to account for illegal goods that have been smdggi® the United States
successfully (i.e., undetected). | expect drug availabibityincrease as illegal goods

smuggling risesgeteris paribus

4.4.2 Indicators for Smuggling of Legal Goods

In contrast to smugglers of illegal goods, smugglers dadllggods break the law from

their offices rather than at the border. As no dataomvicted misinvoicers are available,
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| employ balance of payments data — in particularetrdidcrepancies and data on errors
and omissions — to proxy legal goods smuggling as cammthe literature. Assuming
that industrialized countries like the United States correcthortefrade figures,
discrepancies between U.S. figures and Mexican figureglitrérom misreporting by
Mexican importers/exporters. Export underinvoicing Blexican exporters is the
difference between U.S. imports from Mexico (reportgdtbe United States) and
Mexican exports to the United States (reported by MgXitimport underinvoicing by
Mexican importers is the difference between U.S. exportsliexico (reported by the
United States) and Mexican imports from the United Statpsiied by Mexico).

Data on errors and omissions are included in the Mexiedence of payments and
are used as a second indicator of legal goods smudglligreported Mexican exports
(export underinvoicing) lead to inflows of foreign exonba. These exports do not appear
in the trade balance but rather increase the errorem@ssions of the Mexican balance
of payments by the amount of export underinvoicingetefore conclude that the higher
the export underinvoicing, the higher the errors and sions,ceterisparibus Likewise,

the lower the import underinvoicing, the higher the eraord omissions.

4.5 Empirical Analysis

This section presents the results of the MIMIC model esibms and the long-term
trends in the smuggling of illegal goods and legal godesport and import
misinvoicing) across the U.S.-Mexico border. Recognizingsehdifferent types of

smuggling as outlined in Section 4.2, | estimate threemifft MIMIC models. Table

8 The export figures are in FOB (Free on Board)ewjcand the import figures are in CIF
(Cost, Insurance, and Freight) prices. In ordemaike them comparable, | multiply the export
figures by a factor of 1.1 as suggested by thernateonal Monetary Fund [IMF (1993), p. 8], in
order to adjust for transportation and insurancsco

% In addition to trade misinvoicing, errors and csioss reflect misreporting of capital flows
and different schedules for reporting goods in ditafsee, for example, Fausten and Pickett
(2004)]. However, trade misinvoicing is a populastrument to camouflage capital flight
[Eggerstedt et al. (1995)]. Therefore, | assumesdilze of errors and omissions to be mainly

driven by trade misinvoicing.
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D.1 in Appendix D presents the empirical identification, datarces, and definitions of
the variables.

The first model tests whether the microeconomic causailablas affect the
smuggling of illegal goods as hypothesized in Secti@l4.Figure 4.1 illustrates the
path diagram of illegal goods smuggling using the indicatgpta@aed in Section 4.4.1.
The second and third models test the determinants of tpyads smuggling, also
hypothesized in Section 4.2 using the indicators outline8eiation 4.4.2. Figures 4.2

and 4.3 display the path diagrams for export and imp@invoicing, respectively.

BMP
Real T LlneWﬁtch_ I
exchange \ ---------- / apprehensions
rate 0000 | e
Unemploy- | Smuggling of r | Nondinewatch
ment rat illegal goods \ apprehensions
Real wages / "

o Drug seizures
Border
enforcemer

Figure 4.1Path Diagram for Smuggling of lllegal Goods

Note: The squares attached to the arrows indicate tpeoctad signs for the
relationships between the causes (indicators) dmel latent variable as
hypothesized in Section 4.2.1 (Section 4.4.1).
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BMP

+ Errors anc

........................ / OmISSIOHS
Real Export
exchange rate—_* misinvoicing

3
4 Export
misinvoicing

Taxes on
income/profit

Figure 4.2 Path Diagram for Export Misinvoicing

Note: The squares attached to the arrows indicate tipeotsd signs for the
relationships between the causes (indicators) laadatent variable as hypothesized
in Section 4.2.2 (Section 4.4.2).

BMP
Errors and
Real 7| omissions
exchange rate~___..
............. Import
Taxes on 0
income/rofit —
T Imp_ort .
fptonnd misinvoicing
Taxes or
internation&
trade

Figure 4.3Path Diagram for Import Misinvoicing

Note: The squares attached to the arrows indicate thpeoted signs for the
relationships between the causes (indicators) laadiatent variable as hypothesized
in Section 4.2.2 (Section 4.4.2).
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4.5.1 Data

To estimate the MIMIC models, | use monthly data from 1®78004. Because data on
the BMP is only available through December 1998 (the dhtle last issue dPick’s
World Currency Repoytand data on errors and omissions in the Mexicannbel@f
payments is only available from January 1980, howeseme of the estimations are
limited to 1980-1998.

| test for unit roots as MIMIC models with nonstationaisne series produce
misleading estimates. | therefore examine each time derig®se periods subsequently
used in the estimations under the null hypothesis of a owiitagainst the alternative of
stationarity using the ADF test. The KPSS test, which tdst$osarity against the
alternative of the presence of a unit root, is usextass-check the ADF test's restilts.
| find that most variables, except for the BMP and théerehange rate 1975-1998 and
1975-2004, are not stationary in levels. However, foB018998 and 1980-2004, |
cannot reject the null hypothesis of a unit root for tHdPBas both unit root tests
produce conflicting results. Consequently, | use the BiMPMirst differences in the
estimations covering these time periods. Other variablesdfmonstationary in levels
are also transformed in this way and re-tested. As tiiehgpothesis of a unit root is
now rejected, | use the first difference of all vhles except for the BMP and real
exchange rate 1975-1998 and 1975-2004 in the MIKidztiel estimations. Tables 4.1

and 4.2 present the unit root tests for smuggling @fél and smuggling of legal goods.

8 Unit root tests have already been introduced icti®e 2.4.2. See also the literature cited

there.



Table 4.1Analysis of Stationarity for Smuggling of llleg&oods

Variable Test statistics for variables in levels (first difénces)
1975-1998 1975-2004 1980-1998 1980-2004
ADF KPSS ADF KPSS ADF KPSS ADF KPSS
Causes
BMP -3.459 0.386 -3.459" 0.386 -2.938 0.862 -2.938 0.862
) () () () (-21.2117)  (0.033) (-21.2117)  (0.033)
Real exchange rate -2.948 0.304 -3.053" 0.276 -2.838 0.222 -2.849 0.453
() (--) () ) (--) (-) (--) ()
Unemployment -1.834 1.014 -2.149 1.247 -1.739 0.357 -1.975 0.518
rate (-5.4247) (0.069) (-19.2307)  (0.111)  (-4.685") (0.062)  (-5.4747) (0.064)
Real wages -1.539 1.158 -1.859 1.050 -2.313 0.603 -2.706 0.377
(-4.7117) (0.060)  (-5.2527) (0.093)  (-3.5547) (0.109)  (-4.076") (0.159)
Probability of -0.246 0.740 0.004 1.382 -0.787 1.258 -0.098 1.539

apprehension (-18.7377)  (0.117)

(-21.2727)  (0.187) (-15.867"7)  (0.369) (-19.3127)  (0.386)

(continued on next page)
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Table 4.1 (cont.)

Indicators ADF KPSS ADF KPSS ADF KPSS ADF KPSS
Linewatch -2.131 1.578 -2.196 1.703 -2.047 1.301 -2.134 1.238
apprehensions  (-17.585° )  (0.036) (-20.3127)  (0.062) (-14.938")  (0.037) (-18.139")  (0.053)
Non-linewatch -2.093 0.215 -1.413 0.889 -1.834 0.361 -1.241 1.096
apprehensions  (-17.285°)  (0.050)  (-19.5917)  (0.065) (-15.2327)  (0.053) (-17.7547)  (0.050)
Drug seizures -1.081 1.629 -1.562 1.737 -1.250 1.510 -1.719 1.280

(-29.132")  (0.058) (-18.931")  (0.085) (-15.070°)  (0.059) (-17.260°)  (0.107)
Drug availability -0.817 0.450 -1.473 0.335 -1.640 0.428 -2.169 0.439

(-29.138")  (0.359)  (-4.0927) (0.121) (-2.420) (0.630)  (-3.138") (0.218)

Note:™ Significance at the 1% level. Significance at the 5% levelSignificance at the 10% level. The order of theveegressive correction for the
unit root tests was chosen using the modified Adailormation criterion (ADF test). For the KPSSttd use the Bartlett kernel estimator and the
Newey-West (1994) data-based automatic bandwidtéinpeter method. The MacKinnon (1996) critical valéer the ADF tests are: -3.64, -2.95, and
-2.61 for the 1%, 5%, and 10% significance levedspectively. The LM statistics critical valuestbé KPSS test — taken from Kwiatkowski et al
(1992) — are: 0.739, 0.463, and 0.347 for the 1%, &nd 10% significance levels, respectively.

oTT
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Table 4.2Analysis of Stationarity for Smuggling of Legal Goods

Variable Levels First differences

1980-1998 1980-2004 1980-1998 1980-2004

ADF KPSS ADF KPSS ADF KPSS ADF KPSS

Causes

BMP -2.940 0.862 -2.940 0.862 -21.210' 0.033 -21.210 0.033
Real -2.838 0.222 -2.850 0.453 - - - -
exchange rate

Tax on -2.020 0.302 -2.070 0.384 -3.150 0.142 -3.600 0.106
income/

profit

Tax on -1.940 0.880 -2.050 1.384 -3.710 0.105 -4.300° 0.100
international

trade

Indicators

Import -0.160 1.459 -1.310 1.474 -26.580 0.200 -28.340 0.178
misinvoicing
Export -0.580 1.349 -0.690 1.792 -25.620 0.222 -28.230° 0.134
misinvoicing
Errorsand -3.040° 0.312 -3.690° 0.170 -- - -- --

omissions

Note: ™ Significance at the 1% level. Significance at the 5% level Significance at the 10%

level. The order of the autoregressive correctionthe unit root tests was chosen using the
modified Akaike information criterion (ADF test)oFthe KPSS test, | use the Bartlett kernel
estimator and the Newey-West (1994) data-basedvatito bandwidth parameter method. The
MacKinnon (1996) critical values for the ADF tesi®: -3.64, -2.95, and -2.61 for the 1%, 5%,
and 10% significance levels, respectively. The Lilsttistics critical values of the KPSS test —
taken from Kwiatkowski et al(1992) — are: 0.739, 0.463, and 0.347 for the 8%, and 10%

significance levels, respectively.
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4.5.2 Estimation Results

Tables 4.3 and 4.4 present the results of the MIMIC ehedtimations for smuggling
illegal and legal goods applying the maximum likelihasdimato?” As explained in
Section 4.3, the estimation of a MIMIC model requires tteemalization of one
indicator for each latent variable that also determinesuthit of measurement of the
latent variable [Bollen (1989), pp. 91, 183]in the illegal goods smuggling estimations,
| set the coefficient of linewatch apprehensions to ri.tHe case of legal goods
smuggling, | set the coefficient for errors and omissionk for export misinvoicing and
to -1 for import misinvoicing®
For the smuggling of illegal goods, | estimate seven differMIMIC model

specifications by varying either the time period or theoéndicator variables. | include
all causal variables considered in Section 4.2 exceghéBMP, which is not included
in estimations through 2004 In the four model specifications for the smuggling ofleg
goods, | vary the time period only because alternativécatar variables are not

available.

87 All calculations have been carried out with LISREVersion 8.80.

® The choice of the indicator to fix the scale af thtent variable does not affect the results
because the maximum likelihood estimator is saalariant [Swaminathan and Algina (1978)].
Typically, one selects the indicator that loads hoosthe unobservable variable.

8 To calculate the smuggling indices, | use thedikedicator as an index variable whose
value is expressed relative to the base year valoewatch apprehensions are therefore used as
an index variable equal to (linewatch apprehensairng/(linewatch apprehensions 2000) while
errors and omissions are used as an index equértors and omissions at t)/(errors and
omissions 1984).

% The simple reason is that the last issuPiok’s World Currency Repoeppeared in 1998.
Moreover, | could not estimate specification 3 karying the set of indicators because the
variable drug availability still exhibits a unit abfor 1980-1998, even after taking the first
difference.



Table 4.3MIMIC Model Estimations for lllegal Goods Smuggling
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Specification 1 2 3 4 5 6 7
Time period 1975 1975 1980 1975 1975 1980 1980
1998 1998 1998 2004 2004 2004 2004
Causes
BMP (through 1998)  0.02 0.02 -0.01
(0.99) (0.99) (0.61)
Real exchange rate -0.02-0.02 -0.02 0.02 0.02 0.03 0.02
(0.80) (0.57) (0.68) (0.65) (0.44) (0.67) (0.43)
Unemployment rate 0.05 0.05° 0.05° 005 0.05 0.06° 0.07
(2.20) (2.34) (2.24) (1.69) (1.73) (2.00) (2.05)
Real wages -0.03 -0.05" -0.05° -0.05 -0.05 -0.06" -0.06"
(2.26) (3.25) (3.18) (1.91) (2.20) (2.36) (2.67)
Border enforcement  -2.02 -2.01" -2.05 -0.64" -0.63" 0.63" -0.61
(16.11) (16.27) (15.87) (9.15) (9.18) (9.01) (8.99)
Indicators
Linewatch
apprehensions (fixed) 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Non-linewatch 1.027 1.037 1.097 0.49° 050  0.48" 0.49"
apprehensions (9.33) (9.23) (9.57) (13.66) (13.34) (13.34) (12.95)
Drug seizures 0.12 0.09  0.00 0.00
(2.49) (1.68) (0.05) (0.08)
Drug availability 0.02 0.04 0.04
(0.58) (0.75) (0.76)

(continued on next page)
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Table 4.3 (cont.)

Goodness-of-fit statistics

Observations 282 282 223 358 358 300 300
Degrees of freedom 25 25 25 18 18 18 18
Chi-square 527 1488 279 522 996 491 934
(p-value) (0.99) (0.94) (0.97) (0.99) (0.93) (0.99) (0.95)
RMSEA 0.00 0.00 0.00 0.00 000 0.00 0.00

Note: ™ Significance at the 1% level. Significance at the 5% level Significance at the 10%
level. Absolutez-statistics in parentheses. The degrees of freatendetermined by 0.5 (p + Q)
(p + q+ 1) —t; with p = number of indicators; gnamber of causes; t = the number for free
parameters. If the model fits the data perfectlg ire parameter values are known, the sample
covariance matrix equals the covariance matrix iegpby the model. The null hypothesis of
perfect fit corresponds to p-value of 1. The root mean squared error of appmaion
(RMSEA) measures the model’s fit based on the wiffee between the estimated and the actual
covariance matrix. RMSEA values smaller than O:@didate a good fit [Browne and Cudeck
(1993)].

The MIMIC model estimations for the smuggling of illegal geathow that this kind of
smuggling reacts only to changes in smuggling costs. Theisjnemployment rate, real
wages, and border enforcement are the major canselsaae the theoretically expected
impact on smuggling. Higher wages and lower unemploymergase opportunity costs
during imprisonment and, thus, reduce smuggling in illggalds. More intense border
enforcement significantly deters illegal goods smugglingafbspecifications estimated.
This variable approximates the probability of being casghuggling at the border. The
higher this probability, the higher the expected costs farggihers and, thus, the lower
the smuggling of illegal goodgeteris paribus By contrast, changes in the variables
affecting revenues from smuggling illegal goods do notii@antly influence
smuggling, i.e., the BMP and the real exchange raée rmt significant for any
specification. It seems that smugglers live at the s@sistlevel and have to smuggle
illegal goods to earn a living for their families. Thecideon whether or not to engage in
smuggling is then based on the opportunity cost, i.eth®@@mployment opportunities in

the official economy and on the probability of being appreled.
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Turning to the indicators, | find a strongly significapgsitive relationship between
illegal goods smuggling and the number of apprehensiaisch confirms my
hypothesis that the number of failed smuggling attemptgates the level of illegal
goods smuggling. The relationship between drug seizurgs/dwailability and
smuggling is only sometimes statistically significant. While Idfithe hypothesized
positive sign for all specifications, drug seizuressagaificant for specifications 1 and 3
only while drug availability is not significant.

In the MIMIC models for the smuggling of legal goods, allsal variables except for
the BMP are statistically significant at conventional signifoeatevels and have the
expected sign. Hence, the data confirms the theoretipaithgses in Section 4.2. A real
depreciation of the peso against the U.S. dollar leadgyteehexport underinvoicing as
the competitiveness of Mexican goods increases. Moreabver higher Mexican
income/profit taxes are, the stronger the incentive toeundoice exports as
illegal/unreported Mexican exports are not taxed and thare competitive. Again, an
important motive to underinvoice exports is tax evasion. Ha tase of import
misinvoicing, real peso depreciation against the U.S. doBaredses the amount of
import underinvoicing as Mexican products gain competitas over misinvoiced U.S.
imports. A rise in Mexican income/profit taxes lowers artp underinvoicing.
lllegal/unreported Mexican imports cannot be claimed aseteempt and thus lose
profitability compared to legal/reported Mexican imports, Whiconfirms the tax
evasion argument. In contrast, a higher tariff rate isg®amport underinvoicing,
supporting the common view that import underinvoicing is wadéid by tariff evasion.

All estimated MIMIC models show satisfactory goodnes§tostatistics, i.e., the
models fit the data fairly well. While the main statistics giken in Tables 4.3 and 4.4,
Tables D.2 and D.3 in Appendix D present additional gesd-of-fit statistics of the
MIMIC models for illegal and legal goods smugglifigl accept the validity of the
estimated models and conclude that all specifications @ebkuto calculate long-term

trends in the smuggling of illegal and legal goods.

°1 For a description of the goodness-of-fit statistaee Section A.3 in Appendix A.
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Table 4.4MIMIC Model Estimations for Legal Goods Smuggling

Export misinvoicing Import misinvoicing
Specification 8 9 10 11
Time period 1980-1998 1980-2004 1980-1998 1980-2004
Causes
BMP (through 1998) -0.02 -0.01
(0.46) (0.27)
Real exchange rate 0.16 0.17" -0.13” -0.16"
(2.82) (3.52) (2.45) (3.45)
Taxes on income/profit  0.11" 0.14” -0.16” -0.13"
(2.54) (3.15) (2.79) (3.24)
Taxes on international 0.06" 0.06
trade (1.96) (1.68)
Indicators
Errors and omissions 1.00 1.00 -1.00 -1.00
(fixed)
Import misinvoicing 0.17 0.23
(0.67) (0.97)
Export misinvoicing 0.19 0.06
(0.52) (0.19)
Goodness-of-fit statistics
Observations 228 305 228 305
Degrees of freedom 8 4 9 8
Chi-square 1.85 0.91 5.38 1.74
(p-value) (0.98) (0.92) (0.80) (0.98)
RMSEA 0.00 0.00 0.00 0.00

Note:” Significance at the 1% level. Significance at the 5% level Significance at the 10%
level. Absolutez-statistics in parentheses. The degrees of freetendetermined by 0.5 (p + q)
(p + g+ 1) —t; with p = number of indicators; gneamber of causes; t = the number for free
parameters. If the model fits the data perfectlg tire parameter values are known, the sample
covariance matrix equals the covariance matrix i@tpby the model. The null hypothesis of
perfect fit corresponds to @value of 1. The RMSEA measures the model’s fitebasn the
difference between the estimated and the actuariamce matrix. RMSEA values smaller than
0.05 indicate a good fit [Browne and Cudeck (1993)]
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4.5.3 Long-term Trends in lllegal Goods Smuggling

The estimated MIMIC coefficients allow me to determinedheensionless time pattern
of smuggling only. To obtain the market value of smuggliwvgr time, | convert the
MIMIC index into “real world” figures measured in U.S.l@os. In the first step, |
calculate an exogenous base value for illegal goods gimggacross the U.S.-Mexico
border in 2000 using expert estimates. As mentionesention 4.4, | focus on the two
types of smuggled illegal “goods” prominently discussed tie media: illegal
immigrants and illegal drug8.In the second step, this base value is used to caliarate
time series of smuggling by applying the benchmarkingcemtare promoted by
DellAnno and Schneider (2006), Dell’Anno (2007), analiAnno and Solomon
(2008).

The average inflow of illegal (unauthorized) adult M@xiammigrants to the United
States is estimated at about 330,000 per year between RO0R087 [Hoefer et al.
(2008), p. 4; Passel and Cohn (2008), p. 14]. Bechoannot assess the “market value”
of these illegal immigrants, | calculate the averaggevearned while working in the
United States illegally using the Mexican Migration Project (MMlatabase. Since
1982, the MMP has conducted annual surveys of (illeligexican immigrants. Using
data on the employment characteristics of Mexicans witered the United States
illegally, and their duration of stay, | calculate the averaglary an illegal Mexican
immigrant earns during her stay in the United States. Téldllustrates that illegal
Mexican immigrants, on average, worked in the UniteateSt for 20.08 months and
earned $26,325. Based on the underlying sub-sampl27@fsurvey respondents, |
calculate that the 330,000 illegal Mexican immigrants eeages amounting to $8.7

billion each year.

92 Although the MIMIC index of illegal goods smuggiinmay include other types of illegal
goods, the calculation of “real world figures” imited to illegal immigrants and illegal drugs.
The reason is that the political debate on whetithéncrease border patrol in the United States
centers on these two types of illegal goods andnasts about the size of these types of

smuggling — necessary to calculate the time trarfdeial world” figures — are available.
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Table 4.5Employment Characteristics of an Average lllegal Mexicamigrant During
Her Stay in the United States.

Duration in the Months worked Hours worked Hourly wage lllegal wages

United States per year per week (in U.S. dollars) earned in the

(in months) United States (in
U.S. dollars)

20.08 9.41 46.51 8.62 26,325

Source: Mexican Migration Project (MMP) databasée TMMP data is available online at

http://mmp.opr.princeton.edu.

Note: These average characteristics are drawn from -@auiple of 270 survey respondents who

entered the United States illegally, i.e., withaithout false documents, between 2000 and 2006.

To calculate the base value of illegal drugs smuggledsadhe U.S.-Mexico border, |
employ expert estimates as illustrated in Table 4.@&oAting to Rhodes et al. (2001,
p. 31), Americans spent $61.2 billion on illegal drugs2000. Using the estimated
“Mexican” share of these drud3) quantify the market value of drugs smuggled across
the U.S.-Mexico border at $31.4 billion in 2000. Aggtéya the calculated size of
illegal immigration and illegal drugs smuggling, | obtain amgenous estimate for

illegal goods smuggling across the U.S.-Mexico borded6fSbillion in 2000.

% According to expert estimates shown in Table #4®st of the cocaine and marijuana

available in the United States is smuggled viaMiexican border.
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Table 4.6Base Value for lllegal Drugs Smuggled via the U.Sxide Border in 2000

Cocaine Heroin Marijuana Metham- Total

phetamine

Total U.S. expenditures on 35.3 10.0 10.5 5.4 61.2
illegal drugs in 2000 (in
billion U.S. dollars)"

Estimated average percentage66%?  18%%  55.6%%  9.1%>
arriving in the United States
via the U.S.-Mexico border

Estimated value of illegal 23.3 1.8 5.8 0.5 314
drugs smuggled through the

U.S.-Mexico border in 2000

(in billion U.S. dollars)

1) Source: Rhodes et al. (2001, p. 31).

2) The Interagency Assessment of Cocaine Movemstitnates that 66% of cocaine in the
United States flows through Mexico [Ford (2008)7p.

3) According to the Drug Availability Steering Corittae (2002, p. 61), 16% to 20% of heroin

in the United States in 2000 originated in Mexico.

4) The Drug Availability Steering Committee (20Q#h. 106, 119) estimates that 4651 metric
tons of Mexican marijuana arrived on the U.S. maitk®000. The total amount of marijuana in
the United States in 2000 is estimated at betwe&775and 16,731 metric tons, which
corresponds to a Mexican market share of betweé%2@nd 83.4%.

5) According to the Drug Availability Steering Corittee (2002, pp. 82-85) 8.6%-9.6% of

methamphetamines in 2000 came from Mexico.

This base value allows me to calculate a time seriefidgal goods smuggling applying
a benchmarking procedure. Unfortunately, no consegssists in the literature about
which benchmarking procedure to use. | use the mdetbgy promoted by Dell’Anno
and Schneider (2006), Dell’Anno (2007), and Dell’Annada&Solomon (2008)in the
first step, the MIMIC model index of smuggling is cakteld by multiplying the
coefficients of the significant causal variables by #&pective raw time series. For the

numerical example of specification 4 the structural eqoasigiven as:
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,7'[ — 94
— =0.05[0%, — 0.0 % — 0.64 x, .18
Smugglerg,y, & % & 18)

and measures illegal goods smuggling per apprehesrdedgler in 2000 according to
the MIMIC model’s identification rulé® Next, this index is converted into a time series
of illegal goods smuggling which takes up the base vali$0.1 billion in 2000. Thus,

the annual U.S. dollar amount of illegal goods smuggdfingt timet is given as:

7] Smugglerg,. o _ A .0 _ =
= th oo —p 4.17
Smugglerg,g 17 2000 2000 n 2000,7 2000~ ( )

where (7, / Smugglers,,,) denotes the value of the MIMIC index ataccording to

equation (4.16)(f,00/ SMugglersyy) is the base value of this index in 2000, g,

is the exogenous estimate of illegal goods smuggimounting to $40.1 billion in 2000.

The final estimates of illegal goods smuggling ovke last three decades are
calculated using specifications 4 througf® 7As shown in Figure 4.4, all calculated
indices have a similar patteth.Table D.4 in Appendix D presents selected annual
estimates for illegal goods smuggling.

lllegal goods smuggling seems to be driven lardpglymacroeconomic conditions in
Mexico and by changes in U.S. border enforcemetitypoThe two major Mexican
recessions, triggered by a debt crisis in 1982483 lay a currency crisis in 1994/95,
resulted in a significant increase in the smuggtihdlegal goods to $113 billion in 1983
and $87 billion in 1995. Both economic downturnsraveassociated with rising

unemployment and falling real wages in Mexico areteva push factor for Mexican

* X, %, and x,, represent the unemployment rate, real wages, ardeb enforcement,

respectively.

% As outlined in Section 4.5.2, linewatch apprehemsiare used as an index variable where
the denominator equals linewatch apprehensionsdrbase year 2000. As the latent variable is
measured in units of the fixed indicator, illegalods smuggling is measured per apprehended
smuggler at the border in 2000.

% Specifications 1 to 3 cannot be used as they doawer the base year 2000.

% The pattern of the illegal goods smuggling indexot dominated by one or two of the
causes although the variable ‘probability of appretion’ has a large coefficient and thus

influences the dynamics mostly.
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smugglers. As Mexican labor market conditions woesk many Mexicans chose to

engage in illegal smuggling activities as an aliéiue source of income.
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Figure 4.4Smuggling of lllegal Goods

Note: The grey bars mark the Mexican recessions in B3ahd 1995 and changes in
U.S. drug policy in 2003.

| also find evidence that a stricter U.S. borddomement policy since the Immigration
Reform and Control Act (IRCA) in 1986 may have cintted to a long-term decline in
the smuggling of illegal goods, which fell from $Lbillion in 1986 to $27 billion in
2004. The number of man-hours spent by the U.Sdd&oPatrol policing the U.S.-
Mexico border increased from 2.7 million in 19863@ million in 2004. This rise in
border enforcement activities effectively raised grobability of apprehension, thereby
reducing smuggling. In 2003, the pattern of illeg@lods smuggling reversed as an
unintended consequence of a change in U.S. drugypfCarpenter (2005)]. U.S.
officials believed that by focusing on the drugteks’ top figures, rather than on petty
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smugglers at the border, they could achieve hugeedses in drug trafficking. But the

new policy only led to a decentralization of theigitrade: instead of the kingpins who

had controlled it before, there are now more thaee hundred small groups engaged in
illegal drug smuggling [Carpenter (2005)].

4.5.4 Long-term Trends in Legal Goods Smuggling

As with illegal goods smuggling, equation (4.17aplied to convert the MIMIC index
into a time series of legal goods smuggling usimg significant causal variables in
specifications 9 (export misinvoicing) and 11 (impmisinvoicing)’® The base values
for benchmarking are taken from Eggerstedt et E39%), who present estimates for
misinvoicing in the U.S.-Mexican trade using U.®dartment of Commerce and Banco
de Mexico data. | use the overinvoicing estimat&®88.3 million in 1984 as the base
value for export misinvoicing and the underinvogcivalue of $914.4 in 1984 for import
misinvoicing.

Figure 4.5 shows the estimated time series forl lggads smuggling. While export
misinvoicing exhibits temporary fluctuations but time trend, import misinvoicing is
permanently affected by U.S.-Mexican trade integmat The reduction of Mexican
tariffs on U.S. imports after Mexico’s accessionGATT in 1987 and to NAFTA in
1994 resulted in a permanent switch from importasmyoicing — motivated by tariff

evasion — to import overinvoicing — motivated by &vasion.

% Specifications 9 and 11 are selected becausecthey the entire observation period 1980-
2004.
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Billion constant 1984 U.S. dollars
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1984M1
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1991M7
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Import misinvoicing

- Export misinvoicing

Figure 4.5Smuggling of Legal Goods

Note: The grey bars mark Mexico’s accession to GATT 887 and to NAFTA in
1994.

4.6 Summary and Conclusion

This chapter examines the determinants of and feng-trends in smuggling across the
U.S.-Mexico border, distinguishing between the sgling of illegal and legal goods.
Working out the microeconomic incentives of the ttypes of smuggling, | hope to
improve the understanding of this phenomenon. #émse reasonable to assume that
smugglers who traffic illegal drugs or illegal imgnants respond to different incentives
than trade misinvoicers. As smuggling is an infdrifiéegal) and, thus, unobservable
activity, | use a MIMIC approach for the analysésllegal and legal goods smuggling
across the U.S.-Mexico border.

The results of the MIMIC model are robust and awnfimost of the theoretical
hypotheses. | find that illegal goods smuggling lides when Mexican labor market
conditions improve or U.S. border enforcement dtitis are intensified as the cost of

smuggling rises in this context. Confirming the qmtitiveness argument, export
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(import) misinvoicing is positively (negatively) elated with real peso depreciation.
Import misinvoicing is positively correlated withédican import tariffs, pointing to the
incentive of tariff evasion. Export (import) misimieing is positively (negatively)

correlated with Mexican taxes on income and prgfdinting to the incentive of tax
evasion.

The estimated long-term trends for both types ofiggting show the sensitivity of
smuggling to major macroeconomic events. Importimagicing has switched from
underinvoicing to overinvoicing over the last twegears as a result of reduced import
tariffs following Mexico’s accession to GATT (198@hd NAFTA (1994). lllegal goods
smuggling rose temporarily during the Mexican regass in 1982/83 and 1995, but the
overall trend is negative, decreasing by almostl§iien from 1984 to 2004, which can
be attributed to improved labor market conditionsMexico and a successful U.S.
border enforcement policy. Indeed, the increas®).id. Border Patrol man-hours has
increased the probability of apprehension and gtremed the deterrent to smuggle.

Analyzing smuggling using a MIMIC model has someorstomings that are,
however, widely accepted in other fields studyimphservable phenomena such as the
shadow economy or corruption. First, although thedeh tracks the development of
smuggling over time, the estimations for the voluofesmuggling depends on the
exogenous estimate used for calibration. Researatear carefully check its size and
reliability, but the final estimate remains an apfimation. Second, other variables such
as tax morality or socioeconomic factors may infleee smuggling, for which data are
not available.

Nevertheless, in this chapter | contribute to thdarstanding of smuggling and the
results have important implications for the polasbate. The smuggling of illegal drugs
and immigrants across the U.S.-Mexico border remaimajor issue for U.S. national
security. lllegal drug abuse leads to casualtiesng health care costs, and lower
employment in the United States [French et al. 2P0llegal immigration, as well, not
only affects labor market conditions in the Unit®thtes but is a serious humanitarian

crisis. It is unbearable that myriad Mexicans dieew attempting to cross the border
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illegally.®®

Despite the successful border enforcement polieyeal options are available to
further reduce illegal goods smuggling. Increasiatdral trade, U.S. aid, and foreign
direct investment to Mexico, for example, would nmoye Mexican labor market
conditions, thereby reducing the incentive to sneig@he United States could also
further increase linewatch hours or invest in borgdatrol technologies. Finally, the
United States could provide financial and/or techhisupport to intensify patrolling
activities on the Mexican side of the border.

Trade misinvoicing seems to be a less serious @moldiven that it is a relatively
small-scale financial crime with no loss of humafe.|Also, the scope for political
intervention is limited. Tariffs have already beeduced significantly, and it is unlikely

that exchange rate policy would be used to combdetmisinvoicing.

% The U.S.-Mexico case seems to be especially retémahis context as illegal immigration
is typically the more likely, the poorer and thedelistant the source country [see, for example,
Bratsberg (1995)].



CHAPTER FIVE

FINAL REMARKS

“Mixing one’s wines may be a mistake, but old and mésdom mix admirably.”
Bertolt Brecht (1898-1956)

5.1 Summary and Conclusion

This dissertation has studied different types afneenic activities: DIY, or household,
activities, shadow economic activities, the smugglf legal goods, and the smuggling
of illegal goods. Although different, these acir® are bound together by a common
characteristic: they are all informal economic \dtids. The first chapter briefly
explained two important concepts: the diversity tbé informal economy and the
attractiveness of informal economic activities esearch topic for economists. Chapter 2
focused on DIY and shadow economic activities inrn@y. Chapter 3 studied the
smuggling of legal goods — often referred to addraisinvoicing — in an international
perspective. Chapter 4 widened the analysis of glimggto include both the smuggling
of legal and illegal goods within the U.S.-Mexicaontext.

Together, Chapters 2-4 examined the different tyggaaformal economic activities
using structural equation models (SEMs) with latariables. Because of their informal
character and because participants usually hide sgtivities, statistics on informal
economic activities are not typically available.stead, researchers must develop
methods toestimate the informal economy. These techniques range frarecd
approaches, such as surveys, to indirect ones, asicthe currency demand approach.
This dissertation relies on SEMs with latent valeatbecause they are able to determine
the structural relationships between (unobservadeipbles using the multiple causes
and multiple indicators of each unobservable védgiafhese models thus avoid the

problems of other macroeconomic approaches whitdndbke into account only one
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cause or indicator, such as the burden of taxatiche amount of electricity consumed.
SEMs consider the multiple causes leading to thetence and growth of informal

economic activities as well as their multiple effeexplicitly. This makes it a superior
statistical methodology for the analysis of thegees of activities. A minor drawback of

using SEMs with unobservable variables is howehat these models can track the
development of informal economic activities ovendibut the estimation of “real world”

figures depends on the exogenous estimate usedlfbration.

Chapter 2 presented empirical evidence that thelosthhaeconomy makes up a
significant portion of the German GDP. Many reshars have contributed to this
analysis using a variety of methods: surveys, dig@ncy methods, the physical input
method, the currency demand approach, and lateimag®n procedures such as the
Multiple Indicators Multiple Causes (MIMIC) modeEstimates of the size of the
German shadow economy vary depending on the melbgpdapplied: they range from
1.0% (surveys) to 38.5% (discrepancy method) atiafif German GDP.

Although substantial research already exists, spuestions have yet to be answered:
makes the DIY economy up also a significant pathefGerman GDP or not? How have
shadow economic and DIY activities developed owrae®? What effect did reunification
have on these two parts of the informal economy@ Mlodels estimated in Chapter 2
provide new estimates of the size and developmérghadow economic and DIY
activities in Germany. They also show that the Germrshadow economy grew from
around 1-2% to around 17% of official GDP betwe&dv@ and 2005 while DIY
activities grew only marginally from 4% to aroun% ®f official GDP during the same
time. This suggests that DIY activities are notlgsamic a part of the hidden economy
as shadow economic activities. Together, howeverdew economic and DIY activities
comprised a remarkable 22% of official German GDP2005. With regard to the
determinants of the shadow economy, statisticalfyniicant correlations exist for
institutional variables such as the level of regjata and tax and social security
contribution burdens. The DIY economy, on the othand, appears to be driven by
unemployment.

Although the results presented in Chapter 2 arg anl additional step towards a
comprehensive understanding of the dynamics of &td shadow economic activities,
they nevertheless point to the fact that both tygfeactivities have become a significant

part of the German economy. To reduce the hiddenauny and stimulate the official
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economy, German policymakers have two options. dmgirical results suggest that
fewer (business) regulations and lower tax anda$seicurity contribution burdens might
be the two means of shifting more activity into tiféicial economy. This would create
more jobs — especially part-time work and speciétaftsmen) trades — in the official
economy and possibly reduce participation in the Btonomy.

A household runs most efficiently when some memiierest in human capital by
working in paid employment while others work at leoand maximize their individual
utility through, for example, rearing children [Be&r (1993), pp. 30-55]. The relatively
stable index of DIY activities calculated in Chap might be an indication of the
relevance of this theory and the strong separaticesponsibilities within a household.
Although it is not clear if a reduction in DIY adties is a desirable policy goal, an
effective policy measure might be the further daefegon of the labor market in
Germany to increase the availability of low-skilledd/or part times jobs.

The dynamic growth of the shadow economy in Germawvegr the past 30 years
suggests that minor policy reforms, by and largesehbeen ineffective. Major policy
reforms, such as a comprehensive revision of tkeyatem and a substantial reduction
of rules and regulations in the administrative pawre in Germany, are needed. It will
be interesting to see whether the tax reforms #wlyrelected German government
wants to implement are suitable to reduce thedfiziee shadow economy in the future.

The smuggling index presented in Chapter 3 provadesnking of smuggling for 54
countries during the 1990s. While previous researoploys mostly trade discrepancies
to estimate smuggling, | use an SEM that accouoth for the informal nature of
smuggling as well as the smuggling’s multiple caused indicators. The empirical
analyses show a highly statistically significarftuance of the rule of law and the level
of corruption on smuggling. Trade restrictions arigh tariffs provide incentives to
engage into smuggling. The cross-country analysigever, indicates that the quality of
institutions — measured by the rule of law and wation — rather than high tariffs and
trade restrictions drive smuggling, although thi¢elaare also important determinants of
smuggling. Overall, | conclude that legal goods ggiimg is lowest in the high-income
countries of the OECD and highest in the low-incarnantries of Latin America and
Africa.

Two important policy conclusions may be drawn frtm cross-country analysis of

legal goods smuggling. First, like individuals wélgage in shadow economic activities
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individuals who engage in the smuggling of legabdm are motivated by tax and tariff
evasion. Reducing these barriers to trade may tédsce smuggling in legal goods.
Second, the analysis suggests that, even moreasobtirriers to trade, the rule of law
and corruption are important determinants of smuaggIThus, countries that wish to
reduce the size of smuggling should strengthemn ihstitutions, i.e., by strengthening
the rule of law and reducing corruption. Ideallycambination of lower taxes and tariffs
and stronger institutions would best address theei®f smuggling.

Chapter 4 widened the analysis of smuggling touidelthe smuggling of both illegal
and legal goods within the U.S.-Mexican contexte Tilicroeconomic model shows that
traffickers of illegal goods, such as drugs and igremts, respond to different incentives
than smugglers of legal goods, i.e., trade mistma. The robustness of the results
confirms the theoretical hypotheses, from which tyeoeral conclusions may be drawn.
First, illegal goods smuggling declines when Meridabor market conditions improve
and/or when U.S. border enforcement is intensifidds confirms previous findings that
higher expected costs reduce illegal goods smuggiBecond, the smuggling of legal
goods is strongly motivated by the incentive todevéaxes and tariffs. The estimated
long-term trends for both types of smuggling shbe $ensitivity of smuggling to major
macroeconomic events. Mexico’s accession to GATIBT) and NAFTA (1994), for
example, affected the smuggling of legal goods evtiie Mexican recessions in 1982/83
and 1995 and stricter U.S. border enforcement iesliaffected the smuggling of illegal
goods. Indeed, the expansion of U.S. Border Patrah-hours has increased the
probability of apprehension and thus the expectestscfor illegal goods smugglers,
strengthening the deterrent to smuggle.

In general, the results of this dissertation shdwt tthe informal economy is
significant and that growth of the informal economsynot exclusive to developing
countries, although it is a more serious problenthese countries. Moreover, although
the informal economy covers a wide range of ratlieerse economic activities, a few
similarities exist. These are important, especi@typolicymakers, in first understanding
what drives informal economic activities and secaedigning appropriate policies to
deter them.

Tax evasion is an important determinant of two $ypkinformal economic activities:
shadow economic activities and the smuggling odllggods. Governments need to take

this problem seriously as tax evasion places arasptionate burden on the other
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members of society who do pay taxes. Since the rgovent makes decisions about
which goods and services to provide to its citizéimanced through taxes, tax evaders
benefit twice. On the one hand, they benefit frdva évasion of taxes as their profits
increase. Second, they enjoy publicly provided goadd services — some of which are
necessary to carry out their economic activitieghsas infrastructure — for free. Tax
evaders are thus free riding at the expense afetsteof the society. Reducing incentives
for tax evasion, governments can not only lessem pax evasion but also informal

shadow economic activities and the smuggling cdllegods.

The expected costs are important determinants farnmal economic activities.
Increasing the man-hours spent patrolling the W&xico border, for example, raises
the probability of apprehension and is thus a §icamt deterrent for smugglers of illegal
goods. Strengthening institutions by encouragimgrthe of law and reducing corruption
also deter illegal activities.

Regulation — and its enforcement — is another detent of informal economic
activities. Societies regulate formal economic \diigéis: licenses are required to
undertake certain types of businesses (medicinekicg, elderly care) and the way
businesses operate is regulated according to eme@ntal, health, and safety standards.
These types of regulations are necessary to enfoitienum standards for consumers as
well as employees. Individuals carrying out infofreaonomic activities may impose a
burden on society by using hazardous materialsyigirgy unsafe working conditions,
employing child labor, or exploiting workers. Whagricter regulations drive individuals
into informal economic activities, countries with stronger rule of law and less
corruption however have smaller informal econom(@s.the one hand, countries with
greater economic regulation tend to have largeriél economies. On the other hand,
enforcement of regulations by corrupt bureaucsia burden levied on businesses and
individuals which drives them into the informal e@oony. This suggests that
governments should put more emphasis on improviatitutions and enforcing existing
laws and regulations rather than creating new o8eme governments, however, may
choose to increase regulation to reduce informahemic activities because it increases
bureaucratic power and creates jobs in the publitos.

Although none of the chapters presented a detaiiedoeconomic analysis, one can
speculate on who participates in different inforrmabnomic activities. Entrepreneurs,

for example, who seek to increase profits, are tikelty to engage in shadow economic
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activities and the smuggling of legal goods. Howosd$y which seek to maximize
efficiency by assigning various activities accoglin the comparative advantages of the
different household members, are most likely toagegin DIY activities. Individuals
living at the subsistence level, trying to eariivang) for their families, are most likely to
engage in the smuggling of illegal goods. The dewcisvhether or not to engage in
informal economic activities is thus based on tppastunity cost, i.e., on employment
opportunities in the official economy and on thelability of being caught.

The informal economy offers an escape from the dnsdof participating in the
formal economy. Informal economic activities howew&hed light on rules and
regulations that are ineffective and which neebdoeassessed. That is, determining the
areas of growth in the informal economy may exptis® weaknesses of current
economic policies. In some cases, such as the dmggof illegal drugs — which
imposes costs on society in the form of higherthezdre expenditures, increased crime,
and decreased productivity — an appropriate soluti@y be stricter law enforcement.
Growth of the informal economy as a whole may bendication that a combination of
policy measures — including revising outdated arefficient rules, regulations, and tax

laws — is necessary.

5.2 Future Research

While this dissertation provides a plethora of pwasly unknown information about the
informal economy, it also makes clear that theresti$ much to learn. Most of the
literature focuses on the size and developmenh@fshadow economy in a particular
country or for a set of countries. What these pafell to provide are disaggregated
values for specific regions. Policymakers may beerasted in breaking the shadow
economy down according to region, level of urbarvettgpment, or income. The
relationship between the size of the shadow economtihe United States and the
proportion of illegal immigrants from Mexico in thadividual states may also be of
value to U.S. lawmakers.

Various non-governmental organizations, such agrttute for New Democracies,
make their decisions based on the institutionalrenment of a particular country. The

index of smuggling — a potential indicator of thengral institutional quality in a
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particular country — outlined in Chapter 3 may halpn-governmental organizations
monitor the institutional environment over time. Giner promising avenue for future
empirical research is studying the impact of ecaopmolitical, and institutional
reforms, such as the implementation of free tradeeg or the improvement of
institutional quality, on smuggling.

The smuggling of illicit drugs across the U.S.-Maxborder into Arizona, California,
New Mexico, and Texas is a major challenge forUWim#ed States. Treating smuggling
as an unobservable phenomenon, one can use seweiahtors of smuggling
simultaneously to estimate the level of smugglidgalyzing the determinants of
smuggling at the state-level using state-spec#itemninants, these estimates can then be
used to determine whether the illicit drug tradeni$act correlated with crime rates and

violence, as the media often claims.



REFERENCES

Aigner, D.J., C. Hsiaz, A. Kapteyn, and T. Wansbged84), “Latent variable models in
econometrics,” pp. 1321-1393 in: Z. Griliches andMintriligator (eds.)Handbook
of EconometricsVol. 2, North-Holland: Amsterdam.

Allingham, M.G. and A. Sandmo (1972), “Income tasasion: A theoretical analysis,”
Journal of Public Economicd, 323-338.

Alm, J. (1991), “A perspective on the experimerahlysis of taxpayer reportingThe
Accounting Review66, 577-593.

Asea, P.K. (1996), “The Informal Sector: Baby ortlB&Vater?,”Carnegie-Rochester
Conference Series Public Poljc4s, 163-171.

Askari, H. (2006), Middle East Oil Exporters: What happened to Economic
Development?Edward Elgar Publishing Limited: Cheltenham.

Bajada, C. and F. Schneider (2005), “The shadown@o@es of the Asia-Pacific,”
Pacific Economic Reviewt0, 379-401.

Banerjee, N. (1982), “Survival of the poor,” pp.51¥83 in: H.l. Safa (ed.)Jowards a
Political Economy of Urbanization in Third World Countrie®@xford University
Press: Delhi.

Becker, G.S. (1993)A Treatise on the FamilyEnlarged Edition, Harvard University
Press: Cambridge, Massachusetts.

Bentler, P.M. and D.G. Bonett (1980), “Significantssts and goodness-of-fit in the
analysis of covariance structureBSychological Bulletin88, 588-606.

— —; and C.P. Chou (1987), “Practical issues imcstral modeling,” Sociological
Methods and Research6, 78-117.

Beja, E.L. (2008), “Estimating trade mis-invoicifpm China: 2000 — 2005 China &
World Economy16, 82-92.

Berger, H. and V. Nitsch (2008), “Gotcha! A profdésmuggling in international trade,”
CESifo Working Paper No. 2475.

Bhagwati, J.N. (1964), “On the under-invoicing ofports,” Bulletin of the Oxford
University, Institute of Economics and Statistics, 26, 389-39



134

— —; and B. Hansen (1973), “A theoretical analgsismuggling,”The Quarterly Journal
of Economics87, 172-187.

Biswas, A.K. and S. Marjit (2007), “Preferentialade and mis-invoicing: Some
analytical implications, International Review of Economics & Finand#, 130-138.

Bollen, K.A. (1989) Structural Equations with Latent Variable&/iley: New York.

——; and J.S. Long (1993)esting Structural Equation ModelSage: Beverly Hills, CA.

Bosch, L. and S. Lehndorf (1998), ,Arbeitszeitvaing und Beschaftigung:
Erfahrungen in Europa und wirtschaftspolitische Eghfungen,”Vierteljahreshefte
zur Wirtschaftsforschun@7, 300-325.

Bratsberg, B. (1995), “Legal versus illegal U.S.migration and source country
characteristics,Southern Economic Journ&1, 715-727.

Breusch, T. (2005a), “The Canadian underground @ogn An examination of Giles
and Tedds,Canadian Tax Journab3, 367-391.

— — (2005b), “Estimating the underground econommaiMIMIC models,” Working
Paper, Available under: http://econwpa.wustl.edsip/papers/0507/0507003. pdf.

Brodersen, S. (2003po-it-yourself Work in North-Western Europe. Maintecarand
Improvement of HomesStudy No. 11, The Rockwool Foundation Researciht, Un
Copenhagen.

Brodie, N., J. Doole, and P. Watson (2008}ealing History: The lllicit Trade in
Cultural Material, McDonald Institute for Archaeological Researchmivérsity of
Cambridge: Cambridge, UK.

Bromley, R. and C. Gerry (1979%asual Work and Poverty in Third World Cities
Wiley: Chichester.

Browne, M.W. and R. Cudeck (1993), “Alternative wagf assessing model fit,” pp.
445-455 in: K.A. Bollen and J.S. Long (edslgsting Structural Equation Models,
Sage Publications: Newbury Park, CA.

Buehn, A. and M.R. Farzanegan (2008), “Smugglirayad the world: Evidence from a
structural equation model,” Working Paper, Faculfy Business and Economics,
Technische Universitat Dresden, Dresden.

— —; and F. Schneider (2008), “MIMIC models, cogrion and error correction: An
application to the French shadow economy, CESifakifig Paper No. 2200.



135

——; and S. Eichler (2009), “Smuggling illegal wesdegal goods across the U.S.-Mexico
border: A structural equations model approachguthern Economic JournaVe,
328-350.

— —; and F. Schneider (2009), “Corruption and thadew economy: A structural
equation model approach,” IZA Discussion Paper2418

— —; A. Karmann, and F. Schneider (2009), “Shadawsnemy and do-it-yourself
activities: The German caseJournal of Institutional and Theoretical Economics
165, 700-721.

Byrne, B.M. (1998), Structural Equation Modelling with LISREL, PRELIS and
SIMPLIS: Basic Concepts, Applications and Programmibgwrence Erlbaum
Associates: Mahwah, NJ.

Capraro, R.M., G. Kulm, and M.M. Capraro (2002)véstigating the complexity of
middle grade students’ understandings of mathemilatonstructs: An example from
graphic representation,” Paper presented at theu@nMeeting of the American
Educational Research Association (New Orleans, LApril 1-5, 2002),
Downloadable from ERIC - the Education Resourcésrination Center.

Carpenter, T.G. (2005), “Mexico is becoming the tn€olombia,” Cato Institute
Foreign Policy Briefing87, 1-8.

Cassar, A. (2001), “An index of the undergroundresoy in Malta,”Bank of Valletta
Review 23, 44-62.

Choi, I. (1994), “Residual-based tests for the wdilstationary with application to U.S.
macroeconomic time seriesgtonometric Theoryl0, 720-746.

Cooley, W.W. (1978), “Explanatory observationaldséis,” Educational Researchef,
9-15.

Cziraky, D. (2004), “LISREL 8.54: A program for sttural equation modelling with
latent variables,Journal of Applied Econometric$9, 135-141.

— — (2005), “A unifying statistical framework forydamic structural equation models
with latent variables,” Available under: http://stdse.ac.uk/ciraki/framework.pdf.

— —; and M. Gillman (2003), “Inflation-growth calisa with a latent underground
economy model, research report, WIIW/GDN-SHgesearch Field Il: Enterprise
Development, Informal Economy and Labour Markébe Vienna Institute for
International Economic Studies, Vienna, availaltevavw.wiiw.ac.at/balkan/ files/
GDN_ EnterpriseLabourlnformal_InflationGrowthUndesgnd.pdf.



136

Deardorff, A. and W. Stolper (1990), “Effects of sggling under African conditions: A
factual, institutional and analytic discussioleltwirtschaftliches Archijv126, 116-
141.

De Macedo, J.B. (1987), “Currency inconvertibilittade taxes and smuggling,” NBER
Working Paper No. 2177.

De Soto, H. (1989)The Other Path: The Invisible Revolution in the Third \&adarper
and Row: New York.

Dell’Anno, R. (2003), “Estimating the shadow econoin Italy: A structural equation
approach,” Working Paper 2003-7, Department of Bouns, University of Aarhus,
Aarhus.

— —(2007), “The shadow economy in Portugal: Anlgsia with the MIMIC approach,”
Journal of Applied Economicd0, 253-277.

— —; and F. Schneider (2003), “The shadow econadnitaly and other OECD countries:
What do we know?,Journal of Public Finance and Public Chojc&l, 97-120.

— —; and — — (2006), “Estimating the undergroundneemy: A response to T. Breusch’s
critique,” Discussion Paper, Department of Econ@nitohannes Kepler University
Linz, Linz.

— —; and O.H. Solomon (2008), “Shadow economy ameimployment rate in USA: Is
there a structural relationship? An empirical asaly Applied Economicst0, 2537-
2555.

— —; and F. Schneider (2009), “A complex approaxrledtimate the shadow economy:
The structural equation modelling,” pp. 110-130 Mh: Faggini and T. Lux (eds.),
Coping with the Complexity of Economi&pringer: Heidelberg.

— —; M. Gomez-Antonio, and A. Alanon Pardo (2003hadow economy in three
different Mediterranean countries: France, Spaith @neece. A MIMIC approach,”
Empirical Economics33, 51-84.

Department of Justice (2008yational Drug Threat Assessment 20QBS. Department
of Justice, Washington, DC.

Deregulation Commission (19910pening of Markets and Competition, Report

presented to the German Federal GovernmBonn.



137

Deutsche Bundesbank (2002), ,Der DM-Bargeldumlawbr der Wahrungsreform zur
Waéhrungsunion,” pp. 21-35 in: Deutsche Bundesbastk),(Monatsbericht Mérz
2002 Deutsche Bundesbank: Frankfurt/Main.

Diamantopoulos, A. and J.A. Siguaw (2000)troducing LISREL. A Guide for the
Uninitiated, Sage Publications Inc.: London.

DIW (Deutsches Institut fir Wirtschaftsforschung©98), ,Arbeitszeitpraferenzen in
West- und Ostdeutschland 1997. Potential fur Venlaiig der Arbeitszeit gesunken,”
DIW-Wochenbericht65 (37), 667-677.

Dreher, A. (2006), “Does globalization affect gro®tEvidence from a new index of
globalization,”Applied Economics38, 1091-1110.

— —; C. Kotsogiannis, and S. McCorriston (2007),0ff@ption around the world:
Evidence from a structural modeldurnal of Comparative Economjc35, 443-466.
Drug Availability Steering Committee (200Drug Availability Estimates in the United

StatesOffice of National Drug Control Policy, WashingtddC.

Easterly, W. and M. Sewadeh (2008Jpbal Development Network Growth Database
The World Bank, Washington, DC.

Eggerstedt, H., R.B. Hall, and S. van Wijnberge@9d), “Measuring capital flight: A
case study of Mexico¥orld Developmen3, 211-232.

Farzanegan, M.R. (2009), “lllegal trade in the ilaaneconomy: Evidence from a
structural model,'European Journal of Political Economg5, 489-507.

Fausten, D.K. and B. Pickett (2004), “Errors & osnss in the reporting of Australia’s
cross-border transactiongustralian Economic Paperd3, 101-115.

Feige, E.L. (1981), “The UK’'s unobserved economy: pfeliminary assessment,”
Journal of Economic Affairsl, 205-212.

— — (1989),The Underground Economies. Tax Evasion and Infoonaistortion
Cambridge University Press: Cambridge.

— — (1990), “Defining and estimating undergroundl amformal economies: The new
institutional economics approachyorld Developmentl8, 989-1002.

——(1994), “The underground economy and the cagremigma,”Supplement to Public
Finance/ Finances Publique49, 119-136.

— —(1996), “Overseas holdings of U.S. currency timedunderground economy,” pp. 5-
62 in: S. Pozo (ed.Exploring the Underground Economiy. E. Upjohn Institute for

Employment Research: Michigan.



138

— — and 1. Urban (2008), “Measuring undergrounchofaserved, non-observed,
unrecorded) economies in transition countries: ®@amn trust GDP?,”Journal of
Comparative Economi¢c287-306.

Feld, L.P. and C. Larsen (2008)ack Activities in Germany in 2001 and 2004: A
Comparison based on Survey Dat&tudy No. 12, The Rockwool Foundation
Research Unit, Copenhagen.

Fisman, R. and S.-J. Wei (2004), “Tax rates andetaasion: Evidence from “missing
imports” in China,”Journal of Political Economyl12, 471-496.

— —; and — — (2007), “The smuggling of art, and déineof smuggling: Uncovering the
illicit trade in cultural property and antiques,BHR Working Paper No. 13446.

— —; and — — (2009), “The smuggling of art, and déineof smuggling: Uncovering the
illicit trade in cultural property and antiques\imerican Economic Journal: Applied
Economics1(3), 82-96.

Fleck, S. and C. Sorrentino (1994), “Employment andmployment in Mexicos’ labor
force,” Monthly Labor Review117, 3-31.

Fleming, M.H., J. Roman, and G. Farrel (2000), “Bieadow economy,Journal of
International Affairs 53, 64-89.

Folmer, H. and A. Karmann (1992), “The permanerbme hypothesis revisited — a
dynamic LISREL approachMethods of Operations Reseay@4, 355-359.

Ford, J.T. (2008)J.S. Assistance Has Helped Mexican CounternarcoticstEffout the
Flow of lllicit Drugs into the United States Remains High.S. Government
Accountability Office, Washington, DC.

French, M.T., M.C. Roebuck, and P.K. Alexandre @0Q0lllicit drug use, employment,
and labor force participation3outhern Economic Journad8, 349-368.

Frey, B.S. (1989), “How large (or small) should tlederground economy be?,” pp.
111-129 in: E.L. Feige (ed.)The Underground Economy: Tax Evasion and
Information Distortion Cambridge University Press: Cambridge, UK.

— —; and H. Weck (1983a), “Bureaucracy and the eWwaeconomy: A macro-approach,”
pp. 89-109 in: H. Hanusch (edAnatomy of Government Deficiengie€3pringer:
Berlin.

— —; and — — (1983b), “Estimating the shadow econaofn‘naive’ approach,”Oxford
Economic Papers35, 23-44.



139

— — and W. Pommerehne (1984), “The hidden econoB8tate and prospect for
measurement,Review of Income and Weal80, 1-23.
— —; and H. Weck-Hannemann (1984), “The hidden eoonas an “unobserved”

variable,”European Economic Revie@6, 33-53.

——; ——; and W.W. Pommerehne (1982), “Has the ®lagtonomy grown in Germany?
An exploratory study,Weltwirtschaftliches Archjv118, 499-524.

Garson, D.G. (2005), “Statnotes: An online texthbokAvailable under:
http://www?2.chass.ncsu.edu/garson/pa765 /strudtar.h

Gérxhani, K. (2004), “The informal sector in deysdd and less-developed countries: A
literature survey,Public Choice 120, 267-300.

Giles, D.E.A. (1995), “Measuring the size of thdden economy and the tax gap in New
Zealand: An econometric analysis,” Working Papervonitoring the Health of the
Tax System n.5a, Inland Revenue Department, WeédimgNew Zealand.

— —(1999), “Modelling the hidden economy in the-g@mp in New Zealand,Empirical
Economics24, 621-640.

——; and L.M. Tedds (2002), “Taxes and the Canadraterground economyCanadian
Tax FoundationToronto.

— — — —; and G. Werkneh (2002), “The Canadian tgrdend and measured
economies,Applied Economics34, 2347-2352.

Goldberger, A. (1972), “Structural equation methods the social sciences,”
Econometrica40, 979-1001.

Granger, C.W.J. and P. Newbold (1974), “Spuriougressions in econometrics,”
Journal of Econometric®, 111-120.

Greene, W.H. (2008kconometric Analysjs6th edition, Pearson Prentice Hall: Upper
Saddle River, NJ.

Hanson, G.H. (2006), “lllegal migration from Mexito the United States,Journal of
Economic Literature44, 869-924.

— —; and A. Spilimbergo (1999), “lllegal immigratipborder enforcement, and relative
wages: Evidence from apprehensions at the U.S.ddexdorder,” American
Economic Revien89, 1337-1357.

Harding, P. and R. Jenkins (198%he Myth of the Hidden Economy: Towards a New

Understanding of Informal Economic Activitppen University Press: Philadelphia.



140

Hart, K. (1970), “Small scale entrepreneurs in Ghamd development planning,”
Journal of Development Studjes 104-120.

——(1973), “Informal income opportunities and urkeamployment in GhanaJournal of
Modern African Studiged 1, 61-89.

Hauser, R.M. and A.S. Goldberger (1971), “The treatt of unobservable variable in
path analysis,” pp. 81-177 in: H.L. Costner (e89ciological Methodologylossey-
Bass: San Francisco.

Hayduk, L.A. (1987),Structural Equation Modelling with LISREL. Essential and
AdvancesThe Johns Hopkins University Press: London.

Helberger, C. and H. Knepel (1988), “How big is #imdow economy? A re-analysis of
the unobserved-variable approach of B.S. Frey anlddk-Hannemann,European
Economic Reviend2, 965-976.

Hill, R. (2002), “The underground economy in CanaBlaom or bust?,Canadian Tax
Journal 50, 1641-1654.

Hoefer, M., N. Rytina, and B.C. Baker (200Bxtimates of the Unauthorized Immigrant
Population Residing in the United States: January 2007S. Department of
Homeland Security Office of Immigration Statisti¥gashington, DC.

Holmes, K.R., E.J. Feulner, and M.A. O'Grady (2002007 Index of Economic
Freedom Washington, DC.

Hoyle, R.H. (ed.) (1995),Structural Equation Modeling: Concepts, Issues, and
Applications Sage Publications: Thousand Oaks, CA.

Hu, L., P.M. Bentler, and Y. Kano (1992), “Can tssatistics in covariance structure
analysis be trusted?Psychological Bulletin112, 351-362.

IfD (1975), Freizeitarbeit 1974 — Eine Stichtagsuntersuchulmgtitut fir Demoskopie:

Allensbach.

IMF (1993), A Guide to Direction of Trade Statistickiternational Monetary Fund,
Washington, DC.

International Labour Organization (197Employment, Income and Equality: A Strategy
for Increasing Productivity in KenydLO: Geneva.

James, L.R., S.A. Mulaik, and J.M. Brett (1982ausal Analysis: Assumptions, Models,
and Data Sage: Beverly Hills, CA.

Johansen, S. (1991), “Estimation and hypothesisnte®f cointegration vectors in

Gaussian vector autoregressive moddtsgnometrica59, 1551-1580.



141

— — (1995),Likelihood-based Inference in Cointegrated Vector Autasgjive Models
Oxford University Press: Oxford.

Johnson, S., D. Kaufmann, and A. Shleifd@997), “The unofficial economy in
transition,”Brookings Papers on Economic Activigy 159-221.

— —; — —; and P. Zoido-Lobatén (1998), “Corruptiguplic finances and the unofficial
economy,” Discussion paper, The World Bank, WastongDC.

Johnston, L.D., P.M. O'Malley, J.G. Bachman, afid $chulenberg (2007Monitoring
the Future National Survey Results on Drug Use, 197%:.200lume |: Secondary
school students, NIH Publication No. 07-6205, Naiolnstitute on Drug Abuse:
Bethesda, MD.

Joreskog, K.G (1970), “A general method for analysf covariance structures,”
Biometrikg 57, 239-251.

——(1973), “A general method for estimating a dinstructural equation system,” pp. 85-
112 in: A.S. Goldberger and O.D. Duncan (edStjuctural Equation Models in the
Social ScienceAcademic Press: New York.

— — and A.S. Goldberger (1972), “Factor analysis deneralized least squares,”
Psychometrika37, 243-260.

——; and — — (1975), “Estimation of a model withltiple indicators and multiple causes
of a single latent variable Journal of the American Statistical Associatigi®, 631-
639.

— —; and D. Sorbom (2001)LISREL 8: User's Reference Gujd8cientific Software
International: Lincolnwood.

Karmann, A. (1986), ,Monetdre Ansatze zur Erfassul®y Schattenwirtschaft: Ein
Vergleich verschiedener Messansakggdit und Kapitel 19, 233-247.

— — (1988), ,GroRe und Formen der Schattenwirtdchafd ihr Verhaltnis zur
Wirtschaft,” S. 87-107 in: P. Gross und P. Frielr{Eirsg.),Positive Wirkungen der
Schattenwirtschaft?™Nomos Verlagsgesellschaft: Baden Baden.

— — (1990a), ,Schattenwirtschaft und ihre UrsachBme empirische Analyse zur
Schwarzwirtschaft und Selbstversorgung in der Bargmublik Deutschland,”
Zeitschrift fur Wirtschafts- und Sozialwissenschaften (Z\WI%, 185-206.

— — (1990b), ,Kausalanalysen von Zeitreihendatetietsi LISREL. Zur Praktikabilitat

der Methode an zwei ausgewahlten Beispielen,” S541In: G. Nakhaeizadeh und



142

K.-H. Vollmer (Hrsg.), Neuere Entwicklungen in der angewandten Okonometrie
Physica-Verlag: Heidelberg.

Kaufmann, D., A. Kraay, and M. Mastruzzi (2007), d¥@rnance matters VI:
Governance indicators for 1996-2006,” World BanKki®3oResearch Working Paper
4280.

Keesling, J.W. (1972)Maximum Likelihood Approaches to Causal Analy$s.D.
dissertation, Department of Education, Universitbicago, Chicago, IL.

Kendall, M.G. and A. Stuart (1973)he Advanced Theory of Statistics. Inference and

Relationship Vol. 2, 3rd Ed., Griffin: London.

Kirchgassner, G. (1983), “Size and development afsiAGerman shadow economy
1955-1980,Zeitschrift fir die gesamte Staatswissens¢cii&®, 197-214.

Kmenta, J. (1971klements of EconometricBlacmillan: New York.

Kwiatkowski, D., P.C.B. Phillips, P. Schmidt, and $hin (1992), “Testing the null
hypothesis of stationarity against the alternative a unit root,” Journal of
Econometrics54, 159-178.

Langfeldt, E. (1983), ,Ursachen der Schattenwirggtiind ihre Konsequenzen fir die
Wirtschaft, Finanz- und Gesellschaftspolitik,” Uarsgitat Kiel, Kiel.

— —(1984), “The unobserved economy in the FedReglublic of Germany,” pp. 236-60
in: E.L. Feige (ed.),The Unobserved EconomyCambridge University Press:
Cambridge, UK.

Le May, M.C. (2007)]llegal Immigration: A Reference HandbqokBC-CLIO: Santa
Barbara.

Lippert, O. and M. Walker (1997The Underground Economy: Global Evidences of its
Size and ImpaciThe Fraser Institute:Vancouver.

Loayza, N.V. (1996), “The economics of the inforrsattor: A simple model and some
empirical evidence from Latin AmericaCarnegie-Rochester Conference Series on
Public Policy 45, 129-162.

Lomax, R. (1989), “Covariance structure analysisteBsions and developments,” pp.
170-204 in: B. Thompson (edAdvances in Social Science Methodologfd Press:
Greenwich, CT.

Long, J.S. (1983a};onfirmatory Factor AnalysjsSage: Beverly Hills, CA.

— — (1983b),Covariance Structure Models: An Introduction to LISRBRage: Beverly
Hills, CA.



143

MacCallum, R.C. (1995), “Model specification: Prdoees, strategies, and related
issues,” pp. 16-36 in: R.H. Hoyle (edStructural Equation Modeling: Concepts,
Issues, and ApplicationSage: Thousand Oaks, CA.

MacKinnon, J.G. (1996), “Numerical distribution fitrons for unit root and
cointegration tests Journal of Applied Econometricl, 601-618.

——; ALA. Haug, and L. Michelis (1999), “Numeridadiktribution functions of likelihood
ratio tests for cointegrationJournal of Applied Econometric§4, 563-577.

Maddala, G.S. and I. Kim (1998WUnit Roots, Cointegration, and Structural Change
Cambridge University Press: Cambridge, UK.

Martin, L. and A. Panagariya (1984), “Smugglingade and price disparity: A crime
theoretic approachJournal of International Economicd7, 201-217.

Maruyama, G.M. (1997)Basic of Structural Equation Modelingsage Publications:
Thousand Oaks, CA.

Mauro, P. (1995), “Corruption and growtrQuarterly Journal of Economic410, 681-
712.

McDonald, D.C. (1985), “Trade data discrepancied @re incentive to smugglelMF
Staff paper4, 668-692.

Merriman, D., A. Yurekli, and F. Chaloupka (2000)jow big is the worldwide
cigarette-smuggling problem?,” pp. 365-392 in: Ra &nd F.J. Chaloupka (eds.),
Tobacco Control in Developing Countrjg@xford University Press: London.

Merz, J. and K.G. Wolff (1993), “The shadow econoriiicit work and household
production: A mircoanalysis of West GermaniRéview of Income and WealtBo,
177-194.

Mummert, A. and F. Schneider (2002), “The Germaadskv economy: Parted in a
united Germany?,Finanzarchiv 58, 286-316.

Mulaik, S.A., L.R. James, J. Van Alstine, N. Berin&t Lind, and C.D. Stilwell (1989),
“Evaluation of goodness-of-fit indices for strua@lequation models,Psychological
Bulletin, 105, 430-445.

Muthen, B.O. (2002), “Beyond SEM: General latentrialale modeling,”
Behaviormetrika29, 81-117.

Neck, R., M. Hofreither, and F. Schneider (1989)hé consequences of progressive

income taxation for the shadow economy: Some thieateconsiderations,” pp. 149-



144

176 in: D. Boes and B. Felderer (edsThe Political Economy of Progressive
Taxation Springer: Berlin.
Newey, W. and K. Wes{1994), “Automatic lag selection in covariance matr
estimation,”’Review of Economic Studjesl, 631-653.
Niessen, H.-J. and R. Ollmann (19838Khattenwirtschaft in der BundesrepubkS
Verlag: Opladen.
Ngai, R. and C.A. Pissaridé2008), “Trends in hours and economic growtRgview of
Economic Dynamigsll, 239-256.
Norton, D. (1988), “On the economic theory of smiugg” Economica55, 107-118.
Olssen, U.H., S.V. Troye, and R.D. Howell (1999)héoretic fit and empirical fit: The
performance of Maximum Likelihood versus Generaliteast Squares estimation in
Structural Equations ModelsMultivariate Behavioral Researci34, 31-58.
——; T. Foss;~ —; and- —(2000), “The performance of ML, GLS, and WLS estiioi in
structural equation modeling under conditions ospecification and nonnormality,”
Structural Equation Modeling7, 557-595.
Office of Border Patrol (2004), “National border tyz strategy,” available at
http://www.cbp.gov, accessed: November 2008, U.&pdbtment of Homeland
Security, Washington, DC.
Paldam, M. (2003), “The cross-country pattern afgotion: Economics, culture and the
seesaw dynamicsBuropean Journal of Political Econom¥8, 215-240.

Passel, J.S. (2007), “Unauthorized migrants inlthiged States: estimates, methods, and
characteristics,” OECD Social, Employment and Miigra Working Papers No.
57.

— — and D. Cohn (2008)rend in Unauthorized Immigration: Undocumented Inflow
now Trails Legal InflowsPew Hispanic Center, Washington, DC.

Pedersen, §2003),The Shadow Economy in Germany, Great Britain and Soawi.

A Measurement based on Questionnaire Survé&gsdy No. 10, The Rockwoll
Foundation Research Unit, Copenhagen.

Pelzmann, L. (2006)Wirtschaftspsychologie: Arbeitslosenforschung, Schatténwir
schaft, Steuerpsychologi. Auflage, Springer: Berlin.

Pick, F. (1955-1982)Pick’s Currency Yearbogkvarious issues, Pick Publishing
Corporation: New York, NY.

— — (1983-1998),World Currency Reportsvarious issues, International Currency



145

Analysis Inc.: New York, NY.

Pickhardt, M. and J. Sarda Pd2606), “Size and scope of the underground econiomy
Germany,”Applied Economies38, 1707-1713.

Pitt, M.M. (1981), “Smuggling and price disparitydurnal of International Economigcs
11, 447-458.

— — (1984), “Smuggling and the black market forefgn exchange,”Journal of
International Economigsl6, 243-257.

Pohit, S. and N. Taneja (2003), “India's informade with Bangladesh: A qualitative
assessmentThe World Economy6, 1187-1214.

PWT (2002), A. Heston, R. Summers, and B. Ateenn World Table Version 6.1
Center for International Comparisons of Productibmome and Prices at the
University of Pennsylvania.

Renooy, P.H. (1990)The Informal Economy: Meaning, Measurement and Social
Significance Netherlands Geographical Studies: Amsterdam.

Reinhart, C.M. and K.S. Rogoff (2004), “The modenistory of exchange rate
arrangements: A reinterpretatiorQuarterly Journal of Economic$9, 1-48, data set
available at http://www.wam.umd.edu/~creinhar, ased: May 13, 2008.

Rhodes, W., M. Layne, A. Bruen, P. Johnston, anBdcchetti (2001)What America’s
Users Spend on lllegal Drug®ffice of National Drug Control Policy, Washingto
DC.

Schneider, F. (1986), “Estimating the size of theni3h shadow economy using the
currency demand approach: An attemgifie Scandinavian Journal of Economics
88, 643-668.

— — (1994), “Can the shadow economy be reducedudfiranajor tax reforms? An
empirical investigation for Austria,"Supplement to Public Finance/ Finances
Publiques 49, 137-152.

——(1997), “The shadow economies of Western Eytdpeonomic Affairs17, 42-48.

— — (2005), “Shadow economies around the world: ¥doave really know?,European
Journal of Political Economy21, 598-642.

——(2007a), “Shadow economies and corruptionwadf the world: New estimates for 145

countries,”"Economics: The Open-Access, Open-Assessment E-[Jduyrg@07-9.



146

— —(2007Db), “Shadow economy and corruption allrakie world: What do we know?,”
Discussion Paper, Johannes Kepler University ok LiDepartment of Economics,
Linz.

— —; and D. Enste (2000), “Shadow economies: Siaeses, and consequenceBtie
Journal of Economic Literature38, 77-114.

— —; and — — (2002)The Shadow Economy: Theoretical Approaches, Empiricalestud
and Political ImplicationsCambridge University Press: Cambridge. UK.

Schwert, G.W. (1987), “Effects of model specification tests for unit roots in
macroeconomic dataJournal of Monetary Economic0, 73-103.

Seitz, F.(1995),“Der DM-Umlauf im Ausland,” Bundesbank Diskussioagger No. 1,
Deutsche Bundesbank, Frankfurt/Main.

Sheikh, M. (1974), “Smuggling, protection and wedfd Journal of International
Economics4, 355-364.

Smith, P.(1994), “Assessing the size of the underground ecgn The Canadian
statistical perspectivesCanadian Economic Observet, 3.16-3.33.

Smith, R.S. (2002), “The underground economy: Guiga for policy makers?,”
Canadian Tax Journab0, 1655-1661.

Stapleton, D.C. (1978), “Analyzing political parpation data with a MIMIC Model,”
Sociological Methodologyl5, 52-74.

Stevens, J. (1996} pplied Multivariate Statistics for the Social Scienceawrence
Erlbaum Associates, Publishers: Mahwah, NJ.

Swaminathan, M. (1991), “Understanding the infornsactor: A survey,” World
Institute for Development Economics Research, Waylaper No. 95.

Swaminathan, H. and J. Algina (1978), “Scale fresenean factor analysis,”
Psychometrika43, 581-583.

Tanzi, V. (ed.) (1982)The Underground Economy in the United States and Abroad
Heath: Lexington DC.

— — (1986), “The underground economy in the Uni&dtes: Reply to comments by
Feige, Thomas, and ZilberfardMF-Staff Papers33, 799-811.

——(1999), “Uses and abuses of estimates of the uraleng economy, The Economic
Journal 109, 338-340.

Thomas, J.J. (1992)nformal Economic ActivityHandbooks in Economics, London

School of Economics, Harvester Wheatsheaf: London.



147

——(1999), “Quantifying the black economy: ‘Meamment without theory’ yet again?,”
The Economic Journall09, 381-389.

Thursby, M., R. Jensen, and J. Thursby (1991), ‘@yting, camouflaging, and market
structure,”Quarterly Journal of Economic406, 789-814.

Transparency International (1999)he 1999 Transparency International Corruption
Perceptions Index (CPl)available at: http://www.transparency.org/poli@search/
surveys_indices/cpi/previous_cpi/1999, accessed. Ma 2008, Berlin.

United Nations (2009)World Drug Report 2009United Nations Office on Drugs and
Crime, Vienna.

Wacziarg, R.T. and K.H. Welch (2003), “Trade lidemation and growth: New
evidence,” NBER Working Paper No. W10152.

Weck-Hannemann, H. (1983%chattenwirtschaft: Eine Moglichkeit zur Einschrankung
der o6ffentlichen Verwaltung? Eine 6konomische Analyarg: Frankfurt/Main.

World Bank (2006)World Development Indicator€D-Rom, Washington, DC

——(2009a), Anticorruption, http://go.worldbanlg¢6 AEEPROCO.

— — (2009b),World Bank List of Economigduly 2009, accessed: October 23, 2009,
Washington, DC.

Zellner, A. (1970), “Estimation of regression r@atships containing unobservable
variables,”International Economic Revigw1, 441-454.



APPENDICES

APPENDIX A: STRUCTURAL EQUATION M opEeLs”

Structural equation models (SEMs) are used extelysiin the social sciences, for
example in sociology, psychology, and educationchSmodels take into account
unobservable variables which can be defined orritest by observable variables. SEMs
are thus particularly suitable to analyze informebnomic activities such as the shadow
economy and smuggling. Cooley (1978) argues tha#lsSBllow one to establish a
theoretical model in order to determine the degpeghich the explanatory (observable)
variables are related to unobservable variablegyTéwre a generalization of many
familiar techniques such as regression, path aisalydiscriminant analysis, and
confirmatory factor analysis. All of these metharn be treated as special cases of
SEMs, and several authors give the SEM approachyta Jalue. For Stevens (1996,
p. 415) SEMs are “one of the most important advanoequantitative methodology in
many years” Also Capraro et al. (2002, p.10) argue that SEMisbSume all other
parametric statistical analyses and provide sortexasting options for the researcher”.
SEMs have been also termed “the single most impbdantribution of statistics to the
social and behavioral sciences during the pasttiweazars” [Lomax (1989), p. 171].

The statistical idea behind SEMs is to compare mp$&a covariance matrix, i.e., a
covariance matrix of observable variables, with gaeametric structure imposed on this
matrix by a hypothesized mod8f. The relationships among the observable varialikes a

described in terms of their covariances and itssumed that they are generated by

1 would like to thank Alexander Karmann for higygestion to include this appendix.

1% Estimation of an SEM with latent variables can beelby means of a computer program
for the analysis of covariance structures, suchl8REL (Linear Structural Relations). A useful
overview of the LISREL software package in an ecoits journal is Cziraky (2004). General
overviews about the SEM approach are given in Hiayd987), Bollen (1989), Hoyle (1995),
Maruyama (1997), Byrne (1998), Muthen (2002), arddky (2005).
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(usually a smaller number of) unobservable varmbl€o analyze the observable
variables’ covariance matrix, this matrix is decasgd into two steps. Firstly, the

unobservable variables are linked to observabl@abtas in a factor analytical model

also called measurement model. Secondly, the oekttips between the unobservable
variables or between unobservable and observabiables are specified through a

structural model. Therefore, an SEM is the simu@tars specification of a factor and a
structural model. In this sense, SEMs test theisterecy of a “structural” theory through

data and are thus a confirmatory, rather than gloextory technique. In fact, in a

confirmatory factor analysis a model is construdgteddvance, whether an unobservable
(latent) variable or factor influences an obsergalariable is specified by the researcher,
and parameter constraints are imposed. Thus, aroego theory is tested by examining

the consistency of actual data with the hypothesizelationships between the

unobservable (latent) variables or factors andtiservable (measurable) variabt&s.

In general, a confirmatory factor analysis has tyeals: (i) to estimate parameters
such as coefficients and variances and (ii) tosastee fit of the model. For the analysis
of informal economic activities these two goals mé€a to estimate the relationships
between a set of observable variables, divided sd#aoses and indicators, and the
respective informal economic activity (unobservabéiable), and (ii) to test if the
researcher’s theory or the derived hypotheses aghae fit the data. SEMs are,

compared to regression models, a rarely used mdthatonomists what might be due

191 On the contrary, in an exploratory factor analgsimodel is not specified in advance, i.e.,
beyond the specification of the number of latenialdes (factors) and observed variables the
researcher does not specify any structure of thdeind@his means that one assumes that all
factors are correlated, all observable variables directly influenced by all factors, and all
measurement errors are uncorrelated with each .othepractice however, the distinction
between a confirmatory and an exploratory factalysis is less strong. Facing poorly fitting
models, researchers using SEM techniques or aromatbry factor analysis often modify their
models in an exploratory way in order to improve fli. Thus, most applications fall between
the two extreme cases of exploratory (non-specifiedlel structure) and confirmatory (ex-ante
specified model structure) factor analysis [Long§83a), pp. 11-17].
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to an under-evaluation of their capabilities wigspect to the potential contribution for
economic researchi?

Several authors however have applied Multiple lattics Multiple Causes (MIMIC)
models, a particular type of an SEM, to estimatedize and development of the shadow
economy. One of the earliest studies was Frey aadkiHannemann (1984) who use a
MIMIC model to analyze the shadow economy in 17 OEs@untries, followed by other
economists, who also use this approach to estithatsize of the shadow econony.
The analysis of other informal economic activitiessng an SEM or a MIMIC model has
become an interesting area in the literature réceRor example, Dreher et al. (2007)
use a MIMIC model to derive an index of corruptimm approximately 100 countries
over the period 1976-1997. Buehn and Farzanega®Bj2&pply this type of model to
analyze smuggling in 54 countries during the 198@&hn et al. (2009) use two distinct
MIMIC models and a more general SEM to analyze Bygpurself (DIY) and shadow
economic activities in Germany. Farzanegan (200@) Buehn and Eichler (2009) use
MIMIC models to estimate the size and developméstmuggling in Iran and across the
U.S.-Mexico border, respectively. Buehn and Scherei@009) use an SEM to shed
more light on the relationship between corruptiod ¢the shadow economy.

Appendix A is organized as follows. First, Sectidri explains the types of SEMs
used in this dissertation. Section A.2 then shoms BEMs are estimated. Section A.3
describes how one can assess the fit of SEMs. dpeéti4 critically evaluates the
advantages and disadvantages of the applicaticBEdfis in economics. Section A.5
finally summarizes and concludes.

192 Seminal studies using an SEM and/or a Multipleidairs Multiple Causes (MIMIC)
model include Zellner (1970), Hauser and Goldbefgéir1), Jéreskog and Goldberger (1975),
and Aigner et al. (1984).

193 |mportant studies on the shadow economy are Lod{£®6) for Latin American
countries, Giles (1995; 1999) for New Zealand, &ded Tedds (2002) for Canada, Dell’Anno
(2003) for Italy, Dell’Anno and Schneider (2003 fOECD countries, Cziraky and Gillman
(2003) for Romania, Croatia and Bulgaria, Bajada &thneider (2005) for Asian-pacific
countries, Schneider (2005) for 110 countries atrothe world, Pickhardt and Sarda Pons
(2006) for Germany, Dell’Anno (2007) for PortugBlell’Anno et al. (2007) for France, Greece,
and Spain, and Dell’Anno and Solomon (2008) forWsA.
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A.1 The Structural Equation Model Approach
A.1.1 The Multiple Indicators Multiple Causes Model

The main idea behind SEMs is to examine the relalips among unobservable
variables and/or between unobservable and observahtiables in terms of the
relationships among a set of observable variabfessing their covariance information.
This section investigates a particular alternatifean SEM with one latent variable
which can be the shadow economy, DIY activities,soruggling, and a number of
observable variables. The observable variablesliarded into causes and indicators of
the latent variable. The key benefits of this slledaMIMIC model are that it allows
modeling the respective informal economic actids/an unobservable (latent) variable
and that it takes into account its multiple deteranits (causes) and multiple effects
(indicators).

Formally, the MIMIC model consists of two partsetktructural equation model and

the measurement model. In the measurement modelutiobservable variablg,

determines ap vector y, =(y,,, th,...,ym)' of indicators subject to @ vector of random

error termse, = £y, £5,... ,gpt)' 1% The unobservable variablg is a scalar and. is a
p column vector of parameters that relaggego 77,. The measurement equation is given
by:

Vi =4t g (A1)

The structural model determines the unobservabtebla 77, by a set of exogenous

causes, X, :(xlt,XZt,...,xqt) , subject to a structural disturbance error tegm The
structural equation is given by:

= 3"' Xi TG, (A.2)

104 Appendix A follows the standard LISREL notation Jifreskog and Sérbom (2001). The
subscriptt indicates the time series dimension of the vagsbExcept for Chapter 3 which is a
cross-sectional analysis of smuggling in 54 coestriall applications presented in this

dissertation analyze the size and developmentfofrital economic activities over time.
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where y' is a q row vector of structural parameters. Without la$sgenerality, all
variables are taken as standardized deviations fh@in means. In equations (A.1) and

(A.2) it is assumed that; and the elements of, are normally, independently, and

identically distributed;” the variance of the structural disturbance teynis denoted by

¢, and O, = E(gtgt') is the (px p) covariance matrix of the measurement ertdts.

Figure A.1 shows the path diagram of the standaidIi model.

Causes Indicators

Yie — &

Yo — &y

at Yor — &pt

Figure A.1 Path Diagram of a Standard MIMIC Model

In the following, | use the S-DIY MIMIC model of @pter 2, in particular the shadow

economy (S) part of this model, as an example itthén demonstrate the nomenclature

1% The assumption of independence between the staliotiisturbance¢, and eachs,,
i =1,...,andp, could be considered as too restrictive, when paising an economic dataset

and, consequently, espoused to question the walidithis approach. However, Hayduk (1987,
p. 193) explains that this assumption “is purelynatter of arbitrary convention” for an SEM
analysis.

1% |n the standard MIMIC model the measurement erapesassumed to be independent of
each other, but this restriction could be relax@&apleton (1978), p. 53].



153

of the MIMIC model. The S-DIY MIMIC model analyzegbe shadow economy in
Germany using 5 observable variables as cause8 ahdervable variables as indicators

(see Figure 2.3). Within this model, equations jAdd (A.2) are specified as follows:

Y1t A €1t
Yo [=| Az | +| £ |, (A3)
Yat Ay Eat
v, ]
Xt
’7t:[V1 Yo Vi3 Va Vs][]xat ¢y (A4)
Xat
| %st |

Substituting equation (A.1) into (A.2) yields a veed form equation which expresses
the relationships between the observed causesnaiithiors, i.e., betweer, and y;.
This is shown in equation (A.5):

y, = Ix, + 7, (A.5)
where: IT =Jy is a (3x5) reduced form coefficient matrix and, =i, +¢, is a

reduced form vector of a linear transformation istutbances that has(8x 3) reduced

form covariance matrix2 given as:

Q =Cov(z)= E[(A¢ +& )¢ +& )= Wi +0,. (A.6)
In equation (A.6),¢ =Var(¢,) and O, = E(stst') is the covariance matrix of the

measurement errors.

The models used in this dissertation to analyze different types of informal
economic activities, i.e., the S-DIY model of shadeconomic and DIY activities in
Germany (Chapter 2), the model analyzing smugging4 countries (Chapter 3), and
the models analyzing smuggling of illegal and legabds across the U.S.-Mexico
border (Chapter 4), are such MIMIC mod¥sOnly the H-DIY model of Chapter 2 is a

more general type of an SEM. This model is expladinethe next section.

197 Consequently, these models have the same formatuste as presented in equations (A.3)
(measurement equation) and (A.4) (structural eqoaglthough different numbers of causes and

indicators may be used.
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A.1.2 The H-DIY Structural Equation Model

The more general H-DIY SEM of Chapter 2 analyzeshidden economy in Germany and
models DIY activities as part of it using severalges and indicators for each of the two
unobservable variables (see Figure 2.4). Formdflis SEM has also two parts: the
measurement model and the structural equation mddelmeasurement model again links

the latent variable to its observable indicatosiarspecified as:
Yo = A+ &, (A7)

The p vectorsy, andeg, are defined as in equation (A.1). In equation {Adwever,n,

is a column vector of two latent variableg, = (17,,./7,) , and A is a (px 2) matrix of

parameters relating; to »,. The two main differences of this model comparedhe

standard MIMIC model are that it (i) explains twistead of one latent variable and (ii) the

structural equation not only describes the relatigps between the set of causgsand the
unobservable variablesy, but additionally the relationship between the two
unobservable variableg, ands,, . Hence, the structural equation model is given by:

n = By + I'X+ ¢, (A.8)

wherex, is aq vector defined as in equation (A.2) agd= (C1I1C2t)' is a column vector
of structural error terms. Th@ x q) matrix I" describes the relationships between the latent
variables and the observable causes an@2he?) coefficient matrixB the link between the

two unobservable variables, i.e., between the hiddenomy and DIY activities. The precise

nomenclatures of equations (A.7) and (A.8) in tABIM SEM are as follows:

Yt A 0 &t
Ya | _ A, 0O EE%}’ Eo , (A.9)
Yat A3 0| [ 77 €3
Yar 0 A Eat
]
n 0 O[ml.[n vo vs va vell 2| ¢
|: 1t:|:|: :||:E 1t:|+|: 1 2 3 4 5:|[]X3t +|: lti|. (A.lO)
Ur Bor O] |11y 0 0 0 0 O Cot
Xyt
| Xst |
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Equation (A.9) represents the measurement modeitiequand equation (A.10) is the
structural model equation of the H-DIY SEM. Thegoaeter 3,; explains the relationship
between the two latent variableg, and 7,,, i.e., between the hidden economy and DIY
activities.

Re-arranging equation (A.8)y, = (I —B)'1Ht+ (1- B)'lgt, and substituting it into
equation (A.7) yields a reduced form equation whagpresses the relationships between
the observed variables andy,. This is shown in equation (A.11):

Y, = IIx, + z,, (A.11)
where H:A(I—B)'ll“ is a (4><5) reduced form coefficient matrix and

z=4(1-B) "¢ +& is a reduced form vector of disturbances that &alshx 4)

reduced form covariance matrf2 given by:

SQZCmKAF:%}AU-B)4Q+SJC4U-B)4Q+8J} (A12)
=A(1-B)'¥(1-B) A4+ @,
where 'P:E(gtg't) is the (2x2) covariance matrix of the structural equation

disturbances an®, = E(gtgt') is the (4x4) covariance matrix of the measurement

errors g . The next section explains how the informationtaored in the covariance

matrix of causes and indicators is used to estimat8EM.

A.2 Application of Structural Equation Models

In general, estimation of an SEM uses covariant@nmation of sample data to derive
estimates of population parameters. Instead ofmining the distance between observed
and predicted individual values as in standard eewmirics, SEMs minimize the
distance between an observed (sample) covarian¢exnaad the covariance matrix
predicted by the model the researcher imposesenddta.

The idea behind the SEM approach is that the cameei matrix of the observed

variables is a function of a set of model paranseter

r=x(0), (A.13)
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where X' is the population covariance matrix of the obsémvariablesy, and x;, @ is a
vector that contains the parameters of the model,2(#) is the covariance matrix as a

function of @ implying that each element of the covariance masria function of one or
more model parameters. If the hypothesized modebisect and the parameters are

known, the population covariance matrix would beatly reproduced, i.eX" will equal

2(6’). In practice, however, one does not know either ppulation variances and

covariances, or the parameters but instead usesathple covariance matrix and sample
estimates of the unknown parameters for estimd@mtlen (1989, p. 256]. However,
before an SEM can be estimated, its identificatiarst be verified.

A.2.1 Identification

An SEM is said to be identified if a unique solatifor each parameter i exists. This
means sufficient information to obtain a uniqueusioh for the parameters to be
estimated. In other words, it must be possibledlweseach parameter of the model in
terms of the variances and covariances of the wvbderariables [Long (1983a), pp. 34-
36].

If the information is not sufficient, the model $aid to be unidentified or under-
identified. In this case, a unique solution canm®tbtained and, as a consequence, one
can find an infinite number of values for the paetens to be estimated and fit any
covariance matrix to the mod&f For a model to be identified it is thus necesshay
the number of independent parameters being estimatdess than or equal to the
number of non-redundant, i.e., unique, elementhefsample covariance matr& of
the observed causes and indicators. To determitie imodel meets this condition one
can use the following formulat<s. This so calledt-rule tests if the number of
parameters to be estimated én t, i.e., the number of independent parameters,sss le

than or equal to the number of unique elementlenvariance-covariance matrix of the

observed variables calculatedss ( p+ ) ( p+ g+ 3/ Z[Bollen (1989), pp. 93-94].

1% This problem is similar to the one that arisesnié were asked to find a unique solution for
the equationA[B = 20. Being faced with two unknowns and one equatiom cam find infinite

solutions for A, BOR [Diamantopoulos and Siguaw (2000), p. 49].
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If t>s, thet-rule is violated and the model is thus under-idiexat This problem can
be corrected by the researcher by modifying the ehofl solution to the identification
problem is to impose more constraints on the mbge(i) including more observable
variables (i.e. indicators) in the model, (ii) fig additional parameters to zero, and (iii)
setting parameters equal to each other [Bollen 9L98. 91; Diamantopoulos and
Siguaw (2000), p. 49]. Of course, such model modifons should not be randomly
established to achieve identification but theoedlycjustified.

A model is said to be identified ff=s ort<s. If t =s, the model is said to be just
identified and a single unique solution for thegmaeter estimates can be obtained. All
information available is used to derive the par@meistimates and the degrees of
freedom are zertf? If t<s, the model is over-identified and more than orterese of
each parameter can be obtained. Consequently eteek of freedom are positive and
equal tos-t. In over-identified models, it is possible for tk@mple covariance matrix

S of the observed causes and indicators to diffemfthe estimated covariance matrix

2. This means, that one can test if the restrictiomsosed on the model leading to
over-identification, are valid. Over-identificatiaf at least one parameter thus provides
the possibility to test the model as models comgirover-identified parameters will
generally not fit the data exactly [MacCallum (1995 hus, with over-identified models
one can find that the model fits the observed gatarly providing evidence that it is
incorrect.

The fact that the model satisfies the conditighs does not, however, guarantee that
the model is in fact identified because this cdadits only necessary and not sufficient.
Unfortunately, no easily applicable sufficient arcessary and sufficient conditions are
available [Long (1983b), p. 66]. To demonstratetiyh algebraic manipulations that a
model is identified and each of its parametershmgolved in terms of the variances and
covariances of the observed variables is ofteneven moderately complex models,

virtually impossible [Bollen (1989), p. 247]. Theaee, however, a few steps one can use

199 with exactly identified models, the sample covacamatrixS of the observed variables

is always equal to the estimated covariance malrixand no information remains to test the
model. In other words, the model has always peffie¢chat in no way indicates the scientific
usefulness of a model [James et al. (1982), p..1B%] this reason, the overall goodness-of-fit

measures described in Section A.3 are not appédalgxactly identified models.



158

to make reasonably sure that the model is indeeutifted

The first step is to ensure
that each unobservable variable in the model has besigned a measurable scale which
can be done by either setting one of the coeffisiai the indicators to a constant,
usually 1 or -1 [Bollen (1989), p. 91]. An alternvat is to fix the variance of the

unobservable variabley, to 1 but the former is more convenient for ecoromi

interpretation and thus typically used [DellAnnadaSchneider (2009)]. The second
step is to check that< s is satisfied and the degrees of freedom are pesif\ third
possibility is to use results of previous resear@h, to scan the literature whether the
particular model used has already proven to betiftezh Finally, the LISREL program
itself provides a very handy diagnostic facility fdetecting identification problems. If
identification problems are detected the prograrh provide a warning message that
certain parameters “may not be identifiéd” All models estimated in this dissertation

have been carefully checked and proven to be itkxhtising each of the four steps.
A.2.2 Estimation

Estimation of an SEM can be thought of as followke starting point is the sample
covariance matrixS of the observed causes and indicators becaus@dpelation
covariance matrixX2 is unknown. The diagonal elements 8f are the variances of
causes and indicators, the off-diagonal elemergstagir covariances. Thu§ can be
thought of as the following partitioned matrix:

_ Cov(y,) | Cov(y.%)
Cov(x.¥%)| Cov(x) |

(A.14)

10 For a discussion of further identification rulee Bollen (1989, pp. 93-103).

1 This assessment is based on the so called infaamatatrix which is almost certainly
positive definite if the model is identified [Jokeg and Sorbom (2001), pp. 24, 326]. The
advantage of this approach is that it can evenctle@mpirical under-identification problems.
Such problems can occur if the calculations of thedel parameters involve division of
covariances which are zero or almost zero. Whilés itheoretically possible to express all
parameters as functions of sample variances andriemees, their actual calculation will fail

because division by zero is not defined.
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An estimate of the population covariance mattix 3= Z(é) , Is then defined in terms

of estimates ofB:=(1 -B), 4, I', ¥, 6,, and &, the covariance matrix of the

S 0A A A A A

ZA,_[/CE&/(M) |(/:E\i(yt’X[)}
Cov(xt,yt)‘ Cov(x,)

(A’It +8t)(/1’7t + & )' | X (A’it +8t)'

Xe (Am + &, ), ‘ XX

After multiplication, distribution of the expectati operator, making use of the
assumptions that

1. the variables are measured as deviations from meairg.,
E(n)=EX)=EG)=EN )= E& )= C

2. the error terms do not correlate to the causes, Eéx.;)= E(X;)=0 and
E(x&)=E(x)=0,

3. the error terms do not correlate across equatiB(se; ) = E(g;& )= 0,

4. the errors of the measurement model do not coedtathe latent variable, i.e.,
E(né)=E(n )= 0, and

5. (I —B)'1 exists, i.e.,(1 =B) is nonsingular meaning that non of the structural

equation is redundant,
the covariance matrix can be derived [Long (1983ip, 42-59]. In the following I
demonstrate calculation of the covariance matringushe H-DIY SEM of Chapter 2.

For this SEM, the covariance matrix is obtainefodews:



160

E(Yt yt) = E[(A’?t +8t)(A'7t té& )I}
= AE(nay;) A' +0,

= AE[(B'lr‘xt + B ) (B rx + B,) }A’ +0,
. -1
=AB*(Irer'+v)B A+e,,

E(x)%)= E[Xt (An, +8t)l}
= E(Xt”{)AI
_ E{(xt)(ﬁ-lnt . B )'}A'
—ork’ 4,
E(yox) = B[ (A, +2)x]
=AB'ro
E(xx)=@.
The estimate of the population covariance mattix 3, defined in terms of the
estimated parameters contained in the vegte thus given by:

A~

ﬁﬁ‘l(fq%f'+ 'f')B"l/]' +0,

A~
A . A A

ABro

=

— - . (A.15)
OI'B*A ‘ @

where " " indicates that the matrices contain estimatethefpopulation parameters. Of

course, these estimates must satisfy all constramposed on the model by the

researcher. Equation (A.15) is called covarianceaggn. Estimation is performed by

AAAAAAA

covariance matrixz that most closely corresponds to the sample canegi matrixS .

During this estimation procedure, all possible ma# that meet the imposed restrictions
are considered. If an estimats” of X is close to S, one might conclude that

0 =f (B*,A* T v o ,és) is a reasonable estimate of the model's paramdtensce,

estimation of an SEM is reduced to the problem esuring how clos€” is to S and
if this estimate is the most accurate, i.e., ifsithe best estimate given the set of all
possible estimates that meet the imposed restictibong (1983b), pp. 42-45].
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Estimation of a MIMIC model proceeds accordinglthaligh less parameters must be

estimated, i.e., only estimates far, y,®, ¢, and ®, must be found to produce an

estimate of X' that most closely corresponds t8. That is, 5:2(5) and

0= f(A,;?,z,ﬁ,q%,éﬁ). Going through the same algebraic steps as showthé H-DIY

SEM, the covariance equation of the MIMIC model banderived. It has the following

functional form:

A A A

i(ydi+p)i+6, | ijd

$o (A.16)

b | b
The function that measures how close a gi¥his to the sample covariance matfx

is called fitting function F(S;E*). The 6 of all possibled” that meets the imposed

constraints onB, A, I', ¥, &, and O, (4, y, @, ¢, and O, in the case of the
MIMIC model) and minimizes the fitting function,\@n the sample covariance matrix
S, is the sample estimat@ of the population parameters. This means thanef et of

estimatesd; produces the matri¥; and a second sé produces the matrig, and if
F(S;ZI) < F(S;Z*z), X, then is considered to be closer$othan X, [Long (1983a),

pp. 56-57].
The most widely used fitting function for SEMs letMaximum Likelihood (ML)

function™*? Under the assumption thaf'(¢) and S are positive definite, ie.,

112 Other estimation procedures such as UnweightedtL®quares (ULS) and Generalized
Least Squares (GLS) are also available. ULS haadlantage that it is easier to compute, leads
to a consistent estimator without the assumpti@t the observed variables have a particular
distribution. Important disadvantages of ULS arevéeer, that ULS does not lead to the
asymptotically most efficient estimator & and thatF, s is not scale invariant. The GLS
estimator has similar statistical properties like ML estimator but the significance tests are no
longer accurate if the distribution of the obserwetiables has very “fat” or “thin” tails.

Moreover, F; s accepts the wrong model more often than ML andupater estimates tend to

suffer when usingR;, 5. Thus, ML seems to be superior [see, for exaniptdlen (1989), pp.
111-115; Olsson et al. (1999); Olsson et al. (200Meskog and Sérbom (2001), pp. 20-24].
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nonsingular, andS has a Wishart distribution, the following fittinunction is
minimized:

Fu = Iog|2(0)|+tr[82'1(0)]— log|S - (p +9), (A.17)
where Iog| | is the log of the determinant of the respectivarinand (p+q) is the

number of observed variables. In general, no cldeeh or explicit solution for the

structural parameters that minimigg, exists. Hence, the values 8f, 4, I', ¥, @,
ande@, (4, y,®, ¢, and@, in the case of the MIMIC model) that minimize fiténg

function are estimated applying iterative numerjmalcedures®?

The ML estimator is widely used because of its e propertie™* First, the ML
estimator is asymptotically unbiased. Second, the é&&timator is consistent, i.e.,
plim@ =0 (6 is the ML estimator and is the population parameter). Third, the ML
estimator is asymptotically efficient, i.e., amaalfjconsistent estimators no other has a
smaller asymptotic variance. Fourth, the ML estonais asymptotically normally
distributed, meaning that the ratio of the estidaparameter and its standard error
approximate a-distribution in large samples. Fifth, a final intnt characteristic of the
ML estimator is scale invariance [Swaminathan algima (1978)]. The scale invariance

property implies that changes of the measurememtofirone or more of the observed
variables do not change the value of the fittingction. This means thas, A, T,7,
@, andég (i, ;?,qg, g, and@l in the case of the MIMIC model) are the same for a

change of scale.
The ML and GLS estimation procedures assume mullitea normal data and a

reasonable sample siZ8.If non-normality and excessive kurtosis threates validity

113 5ee Appendix 4C in Bollen (1989) for details.

1 This appendix briefly reviews these properties. & detailed discussion see Bollen (1989,
pp. 107-123).

5 There are several rules of thumb about the sanipeiss the literature: the sample size
should at least contain 50 observations or haveertitan 8 times the number of observations
then are independent variables in the model [Gar&f05)]. Bentler and Chou (1987)
recommend at least 5 observations per parameteragst(including error terms as well as path

coefficients). If possible, one should go beyondsth minimum sample size recommendations
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of the ML significance tests, corrections are hdlpA convenient approach is to find

transformations that lead to better approximatetimmoirmality or remove excessive

kurtosis. After successful transformation, one egply F; 5 or F, to the data as

usual. If the data are continuous but not normdiltyributed, an alternative method is an
asymptotically distribution free estimation procegllknown as Weighted Least Squares
(WLS). Although this estimator allows for non-noritg it is asymptotically efficient in
large samples oni{/? If transformations do not lead to sufficient nofityaor WLS is
not applicable because of a to small sample siZe jdVktill justified but the statistical
tests need to be interpreted with caution [Jéreskut) S6rbom (2001), p. 170; Kmenta
(1971), p. 579].

To summarize, the first step in the estimation pdare is thus to translate the
underlying economic theory into a structural modielthe second step, it is necessary to
check identification of the model and to fix oneeffwient to ana priori value in order
to give the latent variable an interpretable sdala third step the estimation method has
to be chosen which defines the fitting function floe estimation of an SEM and finally

provides estimates for the population parameters.

A.3 Assessing the Fit of Structural Equation Models

This section briefly reviews selected statisticsdssessing an SEM’s overall goodness-

of-fit. ™" In general, these statistics assess the hypottiesis€ equalsX (0) by using

their sample counterpartS and z. They are all a function of the sample size are th
degrees of freedom and often take into accounoniyt the fit of the model but also its
complexity. When the model’s fit is not adequatehas become common practice to

modify the model by excluding the non-significaarg@meters in order to improve the fit

particularly when the data are not normally disttédl or are incomplete.

M Hu et al. (1992) and Olsson et al. (2000) findt tthe WLS method has a tendency to
overestimate the true goodness-of-fit. The interghlthe overestimation bias is however
moderate in samples with more than 250 observations

17 5ee Bollen (1989, pp. 256-281) for a detailed dieton.
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and to find the most suitable mod&l.Before evaluating the overall fit of a model, one
should also carefully examine the estimated caefits. Questions such as whether the
estimated coefficients are significant and haveetkigected (correct) sign, whether their
magnitudes correspond to previous research (andtigyydiffer if they do) need to be
addressed before turning to the evaluation of thdetis overall fit.

Measures assessing the overall fit of an SEM determme degree to which the model
as a whole is consistent with the analyzed dataidely used overall goodness-of-fit

test is the chi-square goodness-of-fit meastite:

x*=(N-1)F(s.£), (A.18)
where N is the sample size anG:(S,i‘) is the value of the fitting function at
convergence. This statistic directly assesses heW tiwe predicted covariance matrix

reproduces the sample covariance matrix of therebdevariables, i.e., it tests how close

2 istoS.In particular, it tests the null hypothedt, : =S, ie,thata given model

estimated by the covariance equatifﬁh reproducesS as well as possible [Bollen
(1989), p. 25612 Typically, the predicted covariance mattx does not reproducg
perfectly, due to the constraints imposed on theleti® parameters. The chi-square

goodness-of-fit test thus tests the imperfect, ghoaicceptable, fit unded, against the

118 As mentioned above (see footnote 100), in practisearchers often modify their ex-ante
hypothesized model in an exploratory way to achiavaetter fit, although SEMs are rather a
confirmatory technique.

119 Although this statistic is the most widely usedexll goodness-of-fit measure, its
application is seldom justified because one ofaksumptions (that the observed variables are
normally distributed, that the analysis is basedtlom covariance rather than the correlation
matrix, and that the sample is large enough torente asymptotic properties of the chi-square
test) is often violated [Bentler and Bonett (198@reskog und Sdrbom (2001), pp. 28-29].
Jorekog and Sérbom therefore suggest using theqtldre as a goodness-of-fit measure in the
sense that large (small) values, relative to tlggades of freedom, indicate a bad (good) fit, rather
than as formal hypothesis test.

120|n this sense, the chi-square goodness-of-fitisestsimultaneous test that all residuals are

zero because the null hypothesis is equivaler +aX = 0 [Diamantopoulos and Siguaw (2000),
p. 83].



165

alternative hypothesisi; that X is any positive definite unrestricted matrix. Thsit

“the standard of comparison is the perfect fitfbfequal toS” [Bollen (1989), p. 266].
The higher the chi-square’s probability, the closethe fit of 2 under H, to the
perfect fit. Hence, the larger the difference beméhe two matrices, the larger is the
chi-square and the lower is its probability. Largitistically significant, values of the
chi-square indicate an imperfect model fit and teisuthe rejection ofH, leading to the
conclusion that the hypothesized model did not geethe datd?* Thus, in contrast to

standard hypothesis testing the aim is not to tege Unfortunately, the chi-square is
affected by the sample size in the sense that iigelssamples even very small

discrepancies betwee® and 2 become significant and thus point to a rejectibthe
model. On the contrary, in a small sample the hyjpothesis might not be rejected
although the model fits the data rather podffy.

For this reason, alternative measures of fit weneetbped and are additionally used
in the literature. One of the most important alégie overall fit measures is the root
mean squared error of approximation (RMSEA):

x% —df

RMSEA= |2 ——.
df (N-1)

(A.19)

Again, N denotes the sample size, whidé is the degrees of freedom calculated as

Y(p+d)(p+a+ -t wheret is the number of parameters to be estimated. The

RMSEA also focuses on the discrepancy betwSeand = but controls for the number

2L |n other words, smaller values of the chi-squaidicate a better fit, i.e., a smaller chi-
square does not reject the null hypothesis thatntbelel reproduces the sample covariance

matrix S of causes and indicators [Long (1983b), p. 74].
1?2 Becausex® = (N -1)F,_, the estimate of the chi-square is in direct propo to the

sample sizeN and the power of the test increases Misincreases. In large samples, the
statistical test will almost certainly be signifiteand researchers face the problem of whether a
statistically significant chi-square indicates ai@mgs specification error or whether the test has
excessively high power. Alternatively, in a veryahsample the test has low power and a non-
significant chi-square can occur although the maslehis-specified [Bollen (1989), pp. 268,
338-349].
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of observations and takes the complexity of the ehdde., the number of observed
variables and parameters to be estimated) intouatc®f course, it also measures the
model’s fit based on the difference between th@nedééd and the sample covariance
matrix. The literature considers models with a RMSE 0.05 or less, between 0.05 and
0.08, and above 0.08 as having a good, acceptabtepoor fit [Browne and Cudeck
(1993)].

Other popular measures are the following absolittéendlices: the goodness-of-fit
index (GFI), the adjusted goodness-of-fit index (AJ; and the parsimony goodness-of-
fit index (PGFI) [Bollen (1989), p. 276; Diamantapos and Siguaw (2000), p. 87].

These indices are shown in equations (A.20)-(A.2&jh respect to the ML fitting

function F, :**®

tr[(Z'l—S— I)Z} |

GFly =1- (A.20)
M- tr [(2'1 - S)}

AGFszl{p+qu:q+®}@:GFD, (A.21)

PGFML:E;GFL (A.22)

0
The GFI measures how much of the relative amouthefariances and covariances in
S is accounted for by the model, i.e., the GFI shbww well z (in other words the
model) predicts the observed covariance matrixodahately, the GFI does not take the
number of model parameters, i.e., the complexitythef model, into account. This
problem is solved by the AGFI which additionallyjusts according to the degrees of
freedom relative to the number of variables in thedel. Hence, the AGFI rewards
simpler models with fewer variables for any numbgrariablesp+ q and given GFI.
The parsimony goodness-of-fit index (PGFI) makeégdfarent type of adjustment for the
model’'s complexity. It multiplies the GFI by the salled parsimony indexf /df,,

where df and df, are the degrees of freedom of the estimated aedntil model,

123 For a discussion of these indices with respectho F, o, F,s, and F,, s fitting

functions, see Bollen (1989, p. 277) and Mulaikle{1989).
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respectively"** The PGFI thus compensates for the increase inffi less restricted
model*?® The GFI, AGFI, and PGFI indices are maximal wigrequals® . Models are
considered to have a good fit if their GFI and AGRlues are larger than 0.90. Values
of the PGFI are usually much smaller and reflegoad fit if they are above 0.50
[Mulaik et al. (1989)].

Another useful indicator for the evaluation of adabs overall fit is the expected
cross validation index (ECVI). The ECVI measures thiscrepancy between the fitted
covariance matrix and the expected covariance rafranother sample of equivalent
size, i.e., this measure assesses how valid a medelross samples of the same size
from the same population. To assess a model' §i¢itECVI is usually compared to the
ECVIs of the independence and the saturated makggioted as the independence and
saturated models ECVI). The former is a model ahplete independence among the
variables (the null model), while in the latter thember of parameters is exactly equal
to the number of variances and covariances amongliserved variables. This means
that the saturated model is just identified. Th®fithe hypothesized model is acceptable
if its ECVI is below the ECVIs of the independemidasaturated models [Byrne (1998),
p. 113; Diamantopoulos and Siguaw (2000), p. 86].

The final fit measure | use in this dissertationthe Akaike information criterion
(AIC) for which smaller values indicate a betterdi the hypothesized model. As in the
case of the ECVI, the model's AIC is compared te thdependence and saturated
models’ AIC (denoted as the independence and saturaodels AIC). An estimated
model has a good fit if its AIC is smaller than thedependence and saturated models’

AIC [Diamantopoulos and Siguaw (2000), p.86].

124 The null or independence model is a model of cetepihdependence among all variables,
i.e., all observed variables are uncorrelated. Tigslel — being the most restrictive model — has
p+q parameters and(p+aq)(p+g-1)/2 degrees of freedom [Diamantopoulos and
Siguaw (2000), p. 86].

125 Estimation of less restrictive models, i.e., frepimore parameters, improves the model’s
fit to the observed covariance matrix as removiagstraints on the final solution allows for a
better fit of the model-reproduced covariance matti to the sample covariance matri
[Mulaik et al. (1989)]. While the model's fit impves, the degrees of freedom reduce.

Consequently, the parsimony inddk/df, decreases.
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A.4 Advantages and Disadvantages of Structural Equan Models

It is widely accepted by most scholars who estimidie size and development of
informal economic activities using the SEM appro#t@t such an empirical exercise is a
“minefield” regardless which method is used. Foample, in evaluating the currently
available shadow economy estimates of differenblseh, one should keep in mind, that
already Schneider (1997) and Schneider and En8@9)2varned that there is no best or
commonly accepted method. Each approach has éagihrs and weaknesses and can
provide specific insights and results. Although SENMMIC model applications in
economics are “accompanied” by criticistiSthey are increasingly used for estimating
the shadow economy and other informal economiwities**’

In comparison to other statistical methods, SEM8MM models offer several
advantages for the estimation of informal econoattvities. According to Giles and
Tedds (2002), the MIMIC approach is a wider appho#tan most other competing
methods, since it allows one to take multiple iatiic and causal variables into
consideration at the same time. Moreover, it igegilexible, allowing one to vary the
choice of causal and indicator variables accordimghe particular features of the
informal economic activity studied, the period inegtion, and the availability of data.
SEMs/MIMIC models lead to a formal estimation awdtésting procedures, such as
those based on the method of maximum likelihoodes€hprocedures are well known
and are generally “optimal”, if the sample is stifintly large [Giles and Tedds (2002)].

A further advantage of SEMs/MIMIC models has bewrssed by Schneider and
Enste (2000). They emphasize that these modelsteadme progress in estimation
techniqgues for the size and development of the akMadconomy, because this
methodology allows a wide flexibility in its appditon. Therefore, they consider it
potentially superior over all other estimation noeth. Cassar (2001) argues that, when
compared to other methods, SEMs/MIMIC models doneetd restrictive assumptions to
operate. Analogously, Thomas (1992, p. 168) ardgiua@isthe only real constraint of this
approach is not in its conceptual structure butdheice of variables. These positive

126 Compare, for example, the criticism by Helberged &nepel (1988) with respect to the
pioneering work of Frey and Weck-Hannemann (1984).
127Compare the studies quoted at the beginning of AgipeA and in footnote 102.
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aspects of the SEM approach in general and the EIMbdel in particular do not only
apply in its application to the shadow economytbull informal economic activities.

Of course this method has its disadvantages otdiians which are identified in the
literature. The three most important points of icism focus on the model's

implementations, the sample used, and the reliplafithe estimates:

(1) When estimating informal economic activitiesings SEMs the most common
objection concerns the meaning of the latent végigblelberger and Knepel (1988);
Giles and Tedds (2002); Smith (2002); Hill (2002pel’Anno (2003)]. The
confirmatory rather than exploratory nature of thjgproach means that one is more
likely to determine whether a certain model is dahan to “find” a suitable model.
Therefore, it is possible that the specified modelludes potential definitions or
informal economic activities other than the oned&d. For example, it is difficult for a
researcher to ensure that traditional crime aatwisuch as drug dealing are completely
excluded from the analysis of the shadow econorhys @riticism which is probably the
most common in the literature remains difficult dsercome as it goes back to the
theoretical assumptions behind the choice of vlegabhnd empirical limitations on the
availability of data. In this dissertation howevérhope to have provided a sound
reasoning, based on previous theoretical and erapifindings of the literature
(Chapters 2 and 3) and a (simple) microeconomicah@@hapter 4), for the choice of

causes and indicators of the respective informahemic activity.

(2) Another objection is expressed by Helberger Kndpel (1988). They argue that
SEM/MIMIC model estimations lead to instable cog#nts with respect to changes of
the sample size and alternative model specificati@rel’Anno (2003) shows however
that instability disappears asymptotically as thmgle size increases. Another issue is
the application of SEMSs to time series data becaunbe simple analytical tools such as
g- and stemleaf plots are available to analyzeptioperties of the residuals [DellAnno
(2003)]. Time series applications of the SEM/MIMa&@proach are nevertheless common

practice in economics and had already been uskdrimann (1990bj?®

128 Moreover, with respect to time series applicatitires assumptionsE(ciﬁ) = Var(q) for
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(3) Criticism is also related to the benchmarkimgogedure used to derive “real world”
figures of informal economic activities [BreusctoQ®a; 2005b)]. It has its origin in the
complications one faces when converting the indetkmated by an SEM or MIMIC
model into meaningful estimates. This is not arydask, as the latent variable and its
unit of measurement are not observed. SEMs justigca set of estimated coefficients
from which one can calculate an index that shoves dilnamics of the unobservable
variable.

Application of the so called calibration or benchikiag procedure, regardless which
one is used, requires experimentation, and a caosgpaof the calibrated values in a
wide academic debate. Unfortunately, at this stefgeesearch on the application of the
SEM/MIMIC approach in economics it is not clear afibenchmarking method is the
best or the most reliable. In which way to proceedtill extensively discussed in the

literature*?®

The economic literature using SEMs is well awar¢heSe limitations. Consequently, it
acknowledges that it is not an easy task to aphply methodology to an economic
dataset but also argues that this does not meastanéd abandon the SEM approach.
On the contrary, following an interdisciplinary appach to economics, SEMs are
valuable tools for economic analysis, particulavlyen studying informal (unobservable)
economic activities. However, the mentioned obgdi should be considered as an
incentive for further (economic) research in thisld rather than as a suggestion to

abandon this method.

all k (homoscedasticity assumption) aﬁ@v(qk e ) =0 for all k# 1 (no autocorrelation in the

error terms) are critical. Unfortunately, correosofor autocorrelated and heteroscedastic error
terms have yet received insufficient attention indels with unobservable variables [Bollen
(1989), p. 58]. An interesting exception, dealinghvthe problem of autocorrelated observation,
is Folmer and Karmann (1992).

129 See Dell’Anno and Schneider (2009) for a detailstussion and comparison of different

benchmarking procedures.
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A.5 Summary

This appendix presented a summary of SEMs, theiliGgiion to economic activities,
esp. macroeconomic informal ones, and discussesngalyes as well as disadvantages.
Although economic theory has become increasingbndp methodologies of the social
sciences (e.g. in behavioral and experimental eos), SEMs are not widely used in
empirical economic research. Opening empirical eodos further towards
methodologies of other social sciences can helpaudsts to improve empirical
methodologies to analyze informal economic acgeitsuch as the shadow economy and
smuggling.

The advice to use methods of other disciplinesconemics more often is not a new
one. Unfortunately, it seems discouraging to oleséhat, after more than thirty years,
Goldberger’'s advice on “numerous incentives fomernetricians to break through those
fences which still separate the social sciencesbtils largely unheard [Goldberger
(1972), p. 999]. The application of SEMs to diffierenformal economic activities as
undertaken in this dissertation is a small stepvéod in this direction showing that
SEMs are appropriate econometric tools to studprimél, unobservable economic
activities.

The growth of human knowledge gains from problemd &tom attempts to solve
them. These attempts require the formulation obties which must go beyond existing
knowledge and therefore require creativity and imaigon. In the empirical analysis of
informal economic activities, where the estimatistep is particularly challenging,
researchers are often forced to use “imaginati@talise existing estimation procedures
have limitations and complications still exist.

For this reason, Appendix A also discusses the nesdes of SEM applications in
economics. These difficulties go back to the propsrof SEMs being a quantitative
method in the social sciences. This means that ¢enies analysis using this method and
conversion of the estimated index into “real worf@jures are subject to controversial
debate. Further attempts to improve this procedtgecertainly necessary.

In applied economics, the measurement of the siddrand of an informal economic
activity is just one important aspect in the cohtek a broader economic analysis.
Economists are at least as interested to understen@conomic determinants behind

informal economic activities as they are eager gasure their actual size. In fact, for
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policymakers and economists it is just as appedbnige aware of the main causes for
the dynamics of informal economic activities assito have a detailed knowledge of
their size and development over time. This, beanmgiind the lack of other reliable
methods and the additional information providedtry SEM approach, leads me to the
conclusion that this approach is a valuable toolth® analysis of informal economic
activities. Given the current state of the artjsitstill one of the best approaches to
analyze informal economic activities and a goodea for the advantages of an open-
minded, multidisciplinary approach to economic egsh. A greater opening and a
broader interdisciplinary debate may create furtHasitful discussions among

researchers in order to overcome the existingadiies regarding the SEM approach.



APPENDIX B: SHADOW EcoNOMIC AND DO-IT-Y OURSELF ACTIVITIES

Table B.1Variable Definitions and Sources

Variable Definition Source
Causes
Dummy one for 1991 and 1992, null else
Income natural logarithm of the per Deutsche Bundesbank
capita real disposable income
Inflation inflation rate Federal Statistical Offioé
Germany, own calculations
Regulation number of employed in publicFederal Statistical Office of
service (% of total population) Germany, own calculations
excluding individuals employed
by railways and the postal
service, which were previously
state-run
Tax burden public revenues (% of GDP) OECD
Unemploy- natural logarithm of the numbeFederal Statistical Office of
ment of unemployed Germany
Wages natural logarithm of the averagederal Statistical Office of

gross hourly earnings of male Germany, own calculations
workers in the small business

sector

(continued on next page)
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Indicators

MO natural logarithm of real

domestic MO

Growth rate growth rate of real GDP
GDP

Deutsche Bundesbank, own

calculations

Federal Statistical Offife

Germany

Working natural logarithm of the averagEederal Statistical Office of

hours hours worked per week

Turnovers  natural logarithm of real

turnovers in DIY stores

Germany

A.C. Nielsen Company

GmbH, own calculations




Table B.2 Further Goodness-of-fit Statistics of the Estirddtodels

Goodness-of-fit statistics Full model

S-DIY H-DIY
AGFI 0.80 0.78
PGFI 0.64 0.62
ECVI 2.34 1.63
ECVI independence model 4.12 2.90
ECVI saturated model 3.77 2.57
AIC 66.87 54.19
AIC independence model 144.21 101.56
AIC saturated model 132.00 90.00
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Table B.3Robustness Checks S-DIY Model

Parsimonious

model”

1971-2005 1972-2005 1973-2005 1970-2004 1970-2003  970-2002 (1970-2005)

S DIY S DIY S DIY S DIY S DIY S DIY S DIY
Causes
Regulation  12.17 12.17"7 12.48" 11.837 12.08" 13.08" 11.94"

(2.63) (2.59) (2.55) (2.55) (2.59) (2.63) (2.64)
Income 1.34 1.34" 1.417 1.34" 1.25" 1.457 1.28"

(3.22) (3.11) (3.02) (3.16) (2.97) (3.23) (3.12)
Inflation -0.25 -0.62° -024 -059° -0.35 -0.58° -027 -057 -0.11 -0.55 -0.49 -0.54 -0.53"

(0.39) (2.33) (0.35) (2.21) (0.49) (2.09) (0.42) (2.15) (0.18) (2.03) (0.72) (2.08) (2.28)
Dummy 0.09° 0.05 009 005 009 0.04° 009" 0.05 009 005 0107 0.05° 0.09° 0.04"

(2.38) (4.01) (2.33) (3.86) (2.34) (3.63) (2.41) (3.92) (2.29) (3.77) (2.45) (4.08) (2.37) (4.25)
Taxburden 011 -0.01 0.1 -001 011 -0.01 0.1 -000 012" -0.01 012" 0.00 0.09°

(2.34) (0.35) (2.28) (0.35) (2.22) (0.35) (2.29) (0.27) (2.43) (0.44) (2.18) (0.08) (2.12)
Unemploy- 0.03" 0.03" 0.03 0.03" 0.03" 0.03" 0.04”
ment (2.11) (2.04) (1.86) (2.19) (2.15) (2.44) (2.75)
Wages 0.15 0.16 0.17 0.11 0.11 0.09

(0.78) (0.78) (0.68) (0.58) (0.56) (0.46)

(continued on next page)
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Table B.3 (cont.)

Indicators
MO (fixed) 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Growth rate  0.27" 0.27" 0.26" 0.27" 0.30” 0.25" 0.28"
GDP (3.25) (3.17) (3.06) (3.19) (3.13) (3.07) (3.29)
Working -0.02 -0.02 -0.02 -0.02 -0.02 -0.01
hours (1.31) (1.16) (1.12) (1.17) (1.04) (0.77)
Turnovers
(fixed) 2.00 2.00 2.00 2.00 2.00 2.00 2.00

Goodness-of-fit statistics

Observations 35 34 33 35 34 33 36
Degrees of

freedom 50 50 50 50 50 50 34
Chi-square 33.48 33.97 35.42 35.15 34.28 33.66 24.92
(p-value) (0.96) (0.96) (0.94) (0.94) (0.96) (0.96) (0.97)
RMSEA 0.00 0.00 0.00 0.00 0.00 0.00 0.00

1) The parsimonious model excludes all insignificaariables.

Note: ™, ", Significance at 1%, 5%, and 10% levels, respelgtivibsolutez-statistics in parentheses. The degrees of freeaterdetermined by 0.5
(p+q)(p+qg+1) -t with p = number of indioet; g = number of causes; t = the number for fil@@meters. If the model fits the data perfectly an
the parameter values are known, the sample cowariaratrix equals the covariance matrix implied ly inodel. The null hypothesis of perfect fit
corresponds to p-value of 1. The root mean squared error of appration (RMSEA) measures the model’s fit based ondifference between the

estimated and the actual covariance matrix. RMS&lfles smaller than 0.05 indicate a good fit [Brownd Cudeck (1993)].
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Table B.4 Robustness Checks H-DIY Model

Parsimonious

model”
1971-2005 1972-2005 1973-2005 1970-2004 1970-2003  970-2002 1970-2005
H DIY H DIY H DIY H DIY H DIY H DIY H DIY
Causes
Regulation  11.59 11.46" 11.61" 11.17"7 11.90" 11.717 10.59"
(2.55) (2.45) (2.40) (2.44) (2.54) (2.43) (2.47)
Income 1.40° 1.437 1.48" 1.39" 1.38" 1.43"7 1.18"
(3.42) (3.36) (3.23) (3.33) (3.23) (3.29) (3.01)
Inflation -0.86 -1.18 -1.707 -0.85 -0.68 -1.00
(1.31) (1.63) (2.52) (1.29) (1.03) (1.44)
Dummy 0.12 0.137 0.137 0.13" 0.12" 0.14" 0.117
(3.13) (3.22) (3.20) (3.15) (2.96) (3.21) (2.81)
Tax burden  0.09 0.09 0.09 0.09 0.11 0.10 0.09"
(2.06) (1.90) (1.83) (2.02) (2.18) (1.96) (2.04)

(continued on next page)
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Table B.4 (cont.)

Indicators
MO (fixed) 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Growth rate 0.23" 0.21" 0.26” 0.23" 0.25" 0.22" 0.29"
GDP (3.17) (3.00) (2.84) (3.11) (3.15) (2.95) (3.26)
Working -0.01 -0.01 -0.01 -0.01 -0.01 -0.01
hours (1.10) (0.95) (0.91) (0.96) (0.83) (0.59)
Turnovers
(fixed) 2.00 2.00 2.00 2.00 2.00 2.00 2.00
Latent variable
H — DIY 0.13 0.13" 0.13" 0.13 0.11 0.14" 0.14
(1.96) (2.00) (1.98) (1.88) (1.58) (2.00) (1.84)
Goodness-of-fit statistics
Observations 35 33 35 34 33 36
Degrees of 33 33 33 33 33 19
freedom
Chi-square 28.87 29.09 27.79 30.22 29.56 27.71 11.35
(p-value) (0.67) (0.66) (0.72) (0.61) (0.64) (0.73) (0.91)
RMSEA 0.00 0.00 0.00 0.00 0.00 0.00 0.00

1) The parsimonious model excludes all insignificaariables.

Note: " ,”,” Significance at 1%, 5%, and 10% levels, respelgtivibsolutez-statistics in parentheses. The degrees of freeaterdetermined by 0.5
(p+q)(p+q+ 1) -t with p = number of indioet; g = number of causes; t = the number for fil@@meters. If the model fits the data perfectly an
the parameter values are known, the sample covariaratrix equals the covariance matrix implied lwy model. The null hypothesis of perfect fit
corresponds to p-value of 1. The root mean squared error of appration (RMSEA) measures the model’s fit based ondifference between the
estimated and the actual covariance matrix. RMS&lfles smaller than 0.05 indicate a good fit [Brownd Cudeck (1993)].
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Table B.5Further Goodness-of-fit Statistics for the Parsiioas Models’

Goodness-of-fit statistics

S-DIY parsimoniousH-DIY parsimonious

model model
(1970-2005) (1970-2005)
AGFI 0.79 0.88
PGFI 0.64 0.62
ECVI 1.60 1.06
ECVI independence model 2.95 2.18
ECVI saturated model 2.57 1.60
AIC 46.92 29.35
AIC independence model 103.39 76.18
AIC saturated model 90.00 56.00

1) The parsimonious models refer to the specificeti excluding all insignificant
variables [see last columns of Tables B.2 (S-Ditieipand B.3 (H-DIY model)].



APPENDIX C: SMUGGLING AROUND THE WORLD

Table C.1Data Sources and Definitions

Name of variable Definition Sources
Causes
Tariff burden average tariff rate (%) Wacziarg aMdich
(2003)
Trade restrictions index of trade restrictions Index of globalization,
index KOF Swiss Economic

Institute [Dreher

(2006)]
Openness openness index defined as sum of PWT (2002)
exports and imports over GDP
Black market difference between the parallel Easterly and Sewadeh
premium exchange rate and the official (2002)

exchange rate divided by the official
exchange rate (The exchange rate is
defined as number of units of
domestic currency per U.S. dollar.)
Lack of corruption perception of corruption in the 1) Index of Economic
index business environment, including Freedom, Heritage
levels of governmental legal, judicialFoundation [Holmes et
and administrative corruption al. (2007)]
2) WGI, World Bank,
[Kaufmann et al.
(2007)]

(continued on next page)
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Table C.1 (cont.)
Rule of law agents’ confidence in and abidanceWGI, World Bank,

by the rules of society, in particular [Kaufmann et al.
the quality of contract enforcement, (2007)]
the police, and the courts, as well as

the likelihood of crime and violence

Indicators
Real GDP per PWT (2002)
capita
Tax revenues World Bank (2006)

Trade discrepancy calculated according to equd#iof) IMF Directions of
and (4.8) Trade Statistics (DOTS)




Table C.2 Further Goodness-of-fit Statistics

Goodness-of-fit statistics Specification
1 2 3 4 5 6 7 8 9 10

AGFI 0.85 0.86 0.91 0.84 0.86 0.90 0.89 0.79 0.79 .880
PGFI 0.53 0.53 0.55 0.53 0.53 0.55 0.50 0.51 0.51 560
ECVI 0.96 0.96 0.96 0.97 0.96 0.96 1.06 1.13 1.12 .940
ECVI independence model 8.36 8.45 7.97 8.88 5.68 198. 7.87 8.36 5.68 5.68
ECVI saturated model 1.36 1.36 1.36 1.36 1.36 1.361.05 1.36 1.36 1.36
AIC 50.11 49.40 4195 51.20 4952 4264 37.88 &9.659.20 45.09
AIC independence model 44296 447.86 42253 470.800.96 434.12 417.21 442.96 300.96 300.96
AIC saturated model 72.00 7200 72.00 72.00 72.002.00/ 56.00 72.00 72.00 72.00

€sT



APPENDIX D: SMUGGLING |LLEGAL AND LEGAL GOODSACROSS THE

U.S.-MExicO BORDER

Table D.1Data Sources and Definitions

Variable Definition Source
BMP (black market (black market exchange rate 1975-1982: Pick (1955-
premium) official exchange rate ) / 1982), various issues;
official exchange rate 1983-1998: Pick (1983-

Real exchange rate

MX unemployment rate

1998), various issues
nominal official exchange rataminal exchange rate:
(peso/U.S. dollar)*U.S. International Monetary
Consumer Price Index (CPI) Fund (IMF) International
/IMX CPI Financial Statistics;
Mexican (MX) CPI:
Banco de Mexico; U.S.
CPI: Bureau of Labor
Statistics
unemployed persons as % dB75-84: Flecland
total labor force, seasonally Sorrentino (1994); 1985-
adjusted 2004: Organization for
Economic Cooperation
and Development
(OECD) Main Economic

Indicators

(continued on next page)



Table D.1 (cont.)

185

MX real wages

U.S. border enforcement

U.S. linewatch

apprehensions

U.S. non-linewatch

apprehensions

U.S. real drug seizures

U.S. drug availability

nominal wage in 1975M1-1998M5:
manufacturing deflated with Hanson and Spilimbergo
Mexican CPI, seasonally (1999); 1998M62004M4:
adjusted Instituto Nacional de
Estadistica, Geografia e
Informética (INEGI)
number of person-hourstspempublished records of
by the U.S Customs and the U.S. Immigration and
Border Protection (CBP) for Naturalization Service
border patrols / total (INS); Hanson (2006)
apprehensions, seasonally
adjusted
individuals apprehended by unpublished records of
the CBP at international the INS; Hanson (2006)
boundaries of the United
States, seasonally adjusted
individuals apprehended by unpublished records of
the CBP inside the United the INS; Hanson (2006)
States at traffic checkpoints,
raids on businesses or interior
patrols, seasonally adjusted
illegal drugs seized by the Department of Homeland
CBP, in million U.S. dollars, Security; Hanson (2006)
deflated by U.S. CPI
% of U.S. i*?graders Johnston et al. (2007)
reporting that "marijuana is

fairly or very easy" to get

(continued on next page)
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Table D.1 (cont.)
MX taxes on % of GDP 1975-2000 IMF
income/profit Government Statistics;
2001-2004 OECD
Revenue Statistics
MX taxes on internation: % of imports 1975-2000 IMF

trade Government Statistics;
2001-2004 OECD
Revenue Statistics
MX errors and omissions balance of payments positidtMF, International
million U.S. dollars Financial Statistics
Import misinvoicing [U.S. exports (Cost, Insurand®75-1980: IMF
and Freight; Free on Board Directions of Trade
adjusted) — MX imports] Statistics (DOTS)
Historical; 1981-2004:
IMF DOTS
Export misinvoicing [U.S. imports — MX exports 1975-1980: IMF DOTS
(Cost, Insurance and Freight;Historical, 1981-2004:
Free on Board adjusted)] IMF DOTS
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Table D.2Further Goodness-of-fit Statistics (lllegal Go&tauggling Estimations)

Goodness-of-fit statistics Specification

1 2 3 4 5 6 7
AGFI 0.96 0.92 0.93 0.97 0.90 0.97 0.89
PGFI 0.54 0.53 0.53 0.49 0.47 0.49 0.47
ECVI 0.19 0.29 0.23 0.12 0.13 0.14 0.15

ECVI independence 0.43 0.38 0.38 0.19 0.18 0.23 0.23
model

ECVI saturated model 0.26 0.26 0.32 0.16 0.16 0.19.19

AlIC 4157 50.27 45.20 33.42 45.02 33.02 46.08
AIC independence model20.12 144.94 84.36 67.20 66.14 69.95 68.11
AIC saturated model 72.00 7200 72.00 56.00 56.06.06 56.00

Table D.3Further Goodness-of-fit Statistics (Legal Goodu§gting Estimations)

Goodness-of-fit statistics Specification

8 9 10 11
AGFI 0.97 0.98 0.99 0.99
PGFI 0.42 0.53 0.53 0.40
ECVI 0.15 0.07 0.10 0.05
ECVI independence model 0.14 0.10 0.11 0.09
ECVI saturated model 0.19 0.10 0.13 0.07
AIC 29.38 15.74 15.85 12.91
AIC independence model 32.61 30.26 25.73 26.38

AIC saturated model 42.00 30.00 30.00 20.00
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Table D.4Estimates for lllegal and Legal Goods Smuggling

Year Illegal goods smugglingExport misinvoicing Import misinvoicing
(billions U.S. dollars) (billions U.S. doIIars}) (billions U.S. dollars})
1976 75.52

1977 84.68

1978 84.16

1979 78.81

1980 69.45 -0.03 0.19
1981 71.99 -0.18 0.00
1982 74.24 -0.51 0.73
1983 113.11 -0.69 1.66
1984 115.99 -0.59 0.91
1985 114.36 -0.66 1.03
1986 116.36 -0.36 -0.59
1987 81.69 -0.47 -0.31
1988 86.58 -0.36 -0.71
1989 68.11 -0.19 -0.93
1990 76.20 -0.23 -0.18
1991 77.28 -0.29 0.52
1992 79.42 0.00 -1.17
1993 73.16 0.22 -3.30
1994 62.32 0.06 -3.50
1995 87.23 -0.51 -0.83
1996 79.77 -0.61 -0.32
1997 62.12 -0.36 -1.66
1998 50.07 -0.18 -2.59
1999 39.92 -0.02 -3.36
2000 40.10 -0.08 -3.03
2001 29.61 0.04 -3.77
2002 22.86 0.03 -3.83
2003 23.43 -0.06 -3.47
2004 27.36 -0.30 -2.28

1) Positive values indicate underinvoicing; negatralues indicate overinvoicing.
Note: The indices for illegal goods smuggling, exporsimioicing, and import misinvoicing are
calculated using specifications 4, 9, and 11 respsyg.



