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Abstract

The capability of changing beliefs upon new information in a rational anciefiiway is crucial
for an intelligent agent. Belief change therefore is one of the centrarels fields in Artificial
Intelligence (Al) for over two decades. In the Al literature, two diffdrkimds of belief change
operations have been intensively investigated: belief update, whiclwitbadituations where
the new information describes changes of the world; and belief revisibithwassumes the
world is static. As another important research area in Al, reasoning alotians mainly stud-
ies the problem of representing and reasoning about effects of aclibese two research fields
are closely related and apply a common underlying principle, that is, an styauid change its
beliefs (knowledge) as little as possible whenever an adjustment is ngceBbis lays down
the possibility of reusing the ideas and results of one field in the other, aad®ise. This the-
sis aims to develop a general framework and devise computational modedsalaguplicable in
reasoning about actions. Firstly, | shall propose a new framewoiikef@ted belief revision by
introducing a new postulate to the existing AGM/DP postulates, which proviglesrgl criteria
for the design of iterated revision operators. Secondly, based onwh&araework, a concrete
iterated revision operator is devised. The semantic model of the opere¢srce intuitions
and helps to show its satisfiability of desirable postulates. | also show thadthgutational
model of the operator is almost optimal in time and space-complexity. In ordesaiowith
the belief change problem in multi-agent systems, | introduce a concepttafhhelief revi-
sion which is concerned with information exchange among agents. A d¢emurdual revision
operator is devised by generalizing the iterated revision operator. Ligewisemantic model
is used to show the intuition and many nice properties of the mutual revisioatopeand the
complexity of its computational model is formally analyzed. Finally, | preserdlebupdate
operator, which takes into account two important problems of reasonmgf abtion, i.e., dis-
junctive updates and domain constraints. Again, the updated operatesenped with both a
semantic model and a computational model.
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Chapter 1

Introduction

This thesis is mainly concerned with general frameworks and computatippedaches of be-
lief change which can be applied in reasoning about actions. This worbe&onsidered as
an attempt towards combining two fields of Aéasoning about actionandbelief changeto
obtain a framework, which can deal with more realistic scenarios than theo$ttite-art action
theories. Such a framework could be potentially employed to build the high#easoning
and control components of intelligent agents which are allowed to have dlbthef beliefs and
fallible sensors.

In this chapter, | will first briefly sketch the basic ideas of belief chamgkraasoning about
actions. Then motivations and problems of combining the two fields are destuSkereafter,
the overall structure of the thesis is outlined.

1.1 Belief Change

As a very young field, belief change has not been recognized agecsobits own until the
middle of the 1980’'§Hansson, 1997 Since it so new, it does not even have a well established
name. Belief change is just one name of the field among others suadatdbase updating
theory changgebelief dynamicandbelief revision In general, belief change is about changing
the beliefs of minds and the data of databases to accommodate new informatimnesdy have
been pointed out bfKeller and Winslett, 198Fthat there are usually two types of reasons why
an agent should change its beliefs. One is because the world has laegedhand the other is
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that the agent has made a new observation of the static &/d’rﬂm first type change-recording
incorporation of new information, is often calldgblief update The termbelief revisionis
reserved for the second tygejowledge-addingncorporation of new informati(%.

The research subject which we now call belief change has mainly two ori-
gins [Hansson, 1997 In philosophy, belief change has been studied to investigate the revi-
sion of scientific theories and logical theory. The first milestone of philo®ap researches
on belief change is the series studies of LEM377; 1980 in the 1970’s, which have under-
pinned the major concerns of the field and provided the basic formal frarkewl he next
milestone is the AGMheory(named after its originators Alchoam, Gardenfors and Makin-
son) which has provided a more general and versatile formal frameforgtudying belief
changdAlchourron and Makinson, 1982; Alchoum et al,, 1985; Gardenfors, 1988 In a nut-
shell, the AGM theory assumes the beliefs of an agent are representedduluctively closed
set of sentences (or, lzelief se} of some logical language, and mainly studies how to incor-
porate (remove) a new sentence into (from) a belief set iatianal way. The AGM trio
have studied belief change mainly in two ways. They first have introducedativalled ra-
tionality postulates, which they claimed should be respected by any ratiohel tieange
operator. The guiding criterion of the AGM postulates is the so-cati@dmal change prin-
ciple, that is to change the belief set as little as possible. Also, they have pobposg-
els of constructing concrete rational belief change operators. Thenad¥ the AGM the-
ory finally helped the field to grow up as an important subject of its own. Sihee be-
lief change becomes a flourishing and interdisciplinary field of researdil@ny researchers
from different fields find the value of belief change in their own fields #ng get involved
in the development of belief change. The second origin of belief changenwputer sci-
ence. Specifically, database theorist are interested in models of datgideste which are
more sophisticated than those of the usual relational datdidéaslett, 19909. One important
development in this direction is Doyle’'s "Truth Maintenance Systefislyle, 1979. Also,
the problem of updating a belief set (base) is an important topic ifH&fzig and Rifi, 1999;
Dalal, 1988. Parallel to the AGM theory, Katsuno and Mendelzon (KM) have propasgen-
eral framework for belief updafatsuno and Mendelzon, 1991a

Later on, various extensions of the classical belief change have bepnsed and ex-

sed Section 2.3 for a detailed discussion on why such a distinction is aecess

2In the literature, the word “belief revision” in commonly used in two distinaises. Often, it is used as a
synonym of belief change to refer to the research field in general., ldsrevell in the rest of this thesis, belief
revision means a particular type of belief change operators.
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tensively investigated. In particular, many belief revisionists are interdntémrated be-

lief revision [Darwiche and Pearl, 1997; Nayak, 1994khat is how should an agent revise
its beliefs in response to a sequence of new information. Recerulyprioritized belief
revision in which the new information is not always accepted in the revise belief ast, h
also drawn considerable attentions from the community of belief chéiHgasson, 1999;
Booth, 200]. Non-prioritized revision can handle more realistic domains where there is no
strict correlation between the chronology of the information and the credibiitieir con-
tents. The classical belief change is concerned with the beliefs of a sy & here are also
extended models of belief change designed for multi-agent scenarigsbeatigbelief merg-

ing [Konieczny and Brez, 1998; Gauwiet al, 2009 and belief arbitration [Revesz, 1997;
Liberatore and Schaerf, 19p8&re about how to extract the coherent common beliefs out of a
set of (possibly mutually inconsistent) belief sets.

1.2 Reasoning about Actions

Reasoning about actions is one of the most important research arezse thilktory can date
back to the very early stage of AMcCarthy and Hayes, 1969 The field mainly studies the
problem of representing and reasoning about effects of actionsahdtecperformed by intelli-
gence agents. It is now commonly believed that declarative, logic-bapedaxhes will be the
key to the advent of agents with high-level reasoning capabilities. A vasfdbgic-basedhe-
ories of actionsexist, among which are the situation calcultvcCarthy, 1963; Reiter, 200]a
the fluent calculugThielscher, 199Pand causal theorigdMcCain, 1997. These approaches
have recently provided the basis for the high-level, logic-based agegtgmming languages
and systems GOLOGLevesqueet al, 1997; Reiter, 2001lp FLUX [Thielscher, 2004aand
CCalc [Giunchigliaet al., 2004, respectively. An important extension of these basic action
theories allows agents to reason about their knowledge and knowleddeepg actions (or,
sensing, e.g.,[Thielscher, 2000; Scherl and Levesque, 200® declarative, logic-based ap-
proaches, an agent’s knowledge of the world is represented by seatehsome logical lan-
guage. The agentis equipped with a reasoning mechanism usually bunlaupgical inference
engine. With its reasoning mechanism, the agent can perform sevesabtaskiomously: ver-
ifying the executability of actions, executing complex strategies, planninadaletc.

As proposed by McCarthy and HayE69, the work on reasoning about actions has fo-
cused on a number of fundamental problems among whiclfraéinee problenis the most im-
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portant. In reasoning about actions, the frame problem is mainly cortCeritie representing
the effects of actions without explicitly mentioning the invariance (frame) ofatbdd; since
otherwise the domain specifications will be inefficient or even unmanagéableer, 1991
The key idea of almost all solutions to the frame problem employed in varidieabeo-
ries is the so-calledtaw of inertia or law of persistencethat is, the world does not change
unless it is forced to. As another important topic in reasoning about actibaesso-called
ramification problemGinsberg and Smith, 1987; Lifschitz, 1998ames the challenge to ac-
commodate actions whose execution causdsect effect Indirect effects typically are con-
sequences oflomain constraintsnamely, additional, general knowledge of domain specific
dependencies between world description components. It is now commolidyduak that
merely taking into account formalizations of domain constraints as pure log&dences

is not adequate, since these sentences do not incdadsal information[Thielscher, 1997,
McCain and Turner, 1995 In fact, most state-of-the-art action theories take into account both
domain constraints and causal information.

1.3 Motivations and Problems

The aforementioned two research fields are closely related, sincdiabgédmth the principle
of minimal change and the law of inertia require an agent to change its bddiefe/ledge) as
little as possible whenever an adjustment is necessary. This suggestssit#lipp of reusing
the ideas and results of one field in the other, and vice verse. Recentyakeesearchers
have attempted to combine belief change with reasoning about a¢Stapiroet al., 2000;
Shapiro and Pagnucco, 2004; Jin and Thielscher, 2004; Huntereigdadde, 2006 The
main motivation of doing so is that belief change can help frameworks obmaas about ac-
tions to deal with more realistic scenarios, in which agents are allowed to ludhefdilible
beliefs and fallible sensors.

As one major disadvantage of the most state-of-the-art action theories, (e.g
[Thielscher, 2000; Scherl and Levesque, 400the beliefs (knowledge) of the agent are as-
sumed infallible, that is, what the agent believes (knows) must be ttusually, these action
theories can only deal with trivial situations where the sensing informatioarisistent with
the agent’s current beliefs. In realistic scenarios, however disoccigmmbetween the agent’s be-

3In this thesis, we do not distinguish between the beliefs and knowledgeanfeant, and they both refer to agent’s
mental modebf the world.



1.3. Motivations and Problems 5

liefs and the real world can occur for many reasons: fallible sensoespected changes of the
world, failures of action executions, etc. Also, an agent may very wathaking observations
which contradict its current beliefs.

To deal with more realistic situations, frameworks of reasoning about aathwst be en-
hanced with methods from belief change. As a simple solution, | propose teelisf revision to
deal with sensing actions, and belief update to deal with ontic actions (i.e nswitith physical
effects). More precisely, the agent maintains a (fallible) belief state; exegra sensing (on-
tic) action has been performed, the belief state is accordingly revisedt&cpdespectivel%.
E.g., assume the agent’s initial beliefs are represented by a belief§fatEhen, after having
executed sensing actian, the agent's belief state evolves k6, through revisingk by the
sensing results of; (cf.|Figure 1.1). A successive execution of ontic actigrcauses a further
evolution of the agent’s beliefs t,, this time K is updated by the physical effects@f.

revision update
ap az

Figure 1.1: Combining belief change and reasoning about actions

Note that the application of belief change in reasoning about actions @ffeice solution
to the frame problem, as we only need to specify the effects of actions; weoydtoalso adds
more formality to reasoning about actions, as so far solutions to the franbéepron most
action theories are usually illustrated only by examples.

Unfortunately, belief change of its current status cannot be directly ratieg) into rea-
soning about actions, since there are several important problems #tméde addressed.
Firstly, for the incremental adaptation of beliefs, the AGM postulates prawvee overly weak
too [Darwiche and Pearl, 1994; Darwiche and Pearl, 1997his has led to the development

“In reasoning about actions, there are also proposals in which the dmgshot maintain a belief (knowledge)
state[Levesqueet al., 1997; Giunchiglieet al,, 2004. E.g., in the situation calculus, only the agent’s initial knowl-
edge of the world is explicitly specified; in order to to verify whether a sex@édenoting certain facts of the world)
holds after some actions, we need first to regress the sentence torgpotsibly very large) sentence according
to the effects of performed actions; then this regressed sentencefisdvagainst the agent’s initial knowledge.
Not surprisingly, such regression-based approaches will hayebagr computational behavidthielscher, 2004b;
Thielscher, 2004a
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of additional postulates for iterated belief revision by Darwiche and REdd), among oth-
ers [Freund and Lehmann, 1994; Lehmann, 1995; Boutilier, LOSRill, however, the AGM
and DP postulates together are too permissive in that they support befigbneoperators
which assume arbitrary dependencies among the pieces of information amielgent ac-
quires along its way. These operators have a drastic effect when ém¢ amkes an ob-
servation which contradicts its currently held beliefs: The agent is fotocezhncel every-
thing it has learned up to this poifiNayaket al, 1996a; Nayalet al, 2003. Secondly, the
mainstream study of belief revision has been focused on how a singl¢ eyéses its be-
liefs to incorporate new information. This research normally assumes thatinierma-
tion is fully accepted. Obviously such an assumption is not applicable to muhi-ays-
tems. There have been a variety of approaches which have beensgdopo the liter-
ature to deal with the problem of belief revision in multi-agent systefi®evesz, 1997;
Liberatore and Schaerf, 1998; Konieczny argdd2, 1998 Multiple belief revision is another
one of the most important variations and extensions of the AGM theory, whidtosely
related to iterated belief revision and mutual belief revisiBmhrmann and Hansson, 1994;
Zhang, 1996; Zhang and Foo, 2Q01Unlike in the AGM theory, the new information is rep-
resented by a set of (possibly infinite) sentences in multiple belief revisionirdly, the
agents considered in the classical belief change are infinite beings, tvahgulimitation
in memory, time, or deductive ability. When implementation is concerned, one hamto
sider additionally that any realistic agent is a finite being and that calculatikestitae.
Therefore, the beliefs of an agent should be represented by a fitigé $tate, and a satis-
factory revision operator should not only behave rationally but alscwoe less time and
space. Adapting belief revision to less idealized agents is far from tri\dalyeaneed an ap-
proach which takes these characteristics of finiteness, memory and time limititioresc-
count[Wassermann, 1999 Moreover, the classical studies have focused on formal and gen-
eral aspects of belief change. It is commonly believed that there is noalgnepose means
of belief change that will do the right thing under all circumstance, and wst ime explicit
about the "ontology” or “scenario” underlying the belief change psscéWinslett, 1990;
Friedman and Halpern, 19R6 To be applied in reasoning about actions, the KM theory
has unfortunately been shown problematic with both disjunctive updatesi@mdin con-
straints[Herzig and Rifi, 199R Note that the above-mentioned problems are by no means the
only ones, but in this thesis only these most important problems will be tackled.

The major contributions of the thesis are as follows. | first give a formalyars of this
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problem of implicit dependence, and then | present, as a solutiomdmpendenceostulate
for iterated belief revision. | give a representation theorem for the rastufate and prove its
consistency by defining a concrete belief revision operator. The indiepee postulate together
with the AGM/DP postulates give us a new elegant framework for iterated beNision. | also
contrast the new framework to the most prominent existing approachesaitedaevision and
argue that it is so far the most satisfactory. | propose a computationdetexvision operator
which satisfies the AGM/DP and independence postulates. A formal assgisshows that this
revision operator is almost optimal in computational complexity and spacexeqni®n. To
clearly display the intuition, | also present a possible world-based semamnttitise revision
operator. It is worth mentioning that the revision operator can deal withfbealigh different
reliability degrees, as it exploits richer representation of beliefs. Inrdaldeal with multi-
agent scenarios, | introduce a concept of mutual belief revision whiches the problem of
information exchange among agents. By generalizing the revision opeaatoncrete mutual
revision operator has been devised. | show formally the nice logicakpiiep of the mutual
revision operator, as well as its computational complexity. To apply belieditepd reasoning
about actions, |1 first analyze the KM theory’s problems with disjunctiveatg and domain
constraints, and then | propose an update operator which does festfenin these problems.

1.4 Structure of the Thesis

As this work is interdisciplinary in nature, | assume the reader has basidéage on formal
logic, and computer science (specially, complexity theory). ldeas of ldlaefge will however
be explained in detail throughout this thesis. The rest of the thesis isipegaas foIIowg

e In Chapter 2, | give a survey on the classic frameworks for belief gharfirstly, the
AGM theory (for belief revision) is presented in detail. Then, the basicsidézhe KM
theory (for belief update) are sketched. Finally, the connections bethelef change
and some other research fields are briefly discussed.

e Chapter 3 is mainly concerned with general frameworkstévated belief revisionl will
start by showing why iterated belief revision is a difficult problem. Theezalf first give
a formal analysis of this problem of implicit dependence, and then | presea solution,

SFor the sake of readability, proofs are not given in the main body of thgighand they can be found in the
appendices.
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anIndependenceostulate for iterated belief revision. In the end, the new framework is
compared with the most prominent existing approaches to iterated belief revisio

e In|Chapter 4, computational approaches to iterated belief revision anedtuBirstly,
based on Nebel’s cut base revision, the problems of pure qualitativeagbes to iter-
ated revision are discussed. Then, | propose a computational revjstoator, which is
based on a very compact representation of belief states. This revisiatage formally
assessed in terms of its logical properties and computational complexityeaftesy |
will give a detailed comparison between my proposal with other well-knovancgehes.

e [Chapter 5 introduces a conceptrafitual belief revisionwhich is concerned with how
agents can exchange their beliefs in a multi-agent system. To model mutisabmev
processes, | first introduce two difference models: a possible waddébmodel, which
clearly shows the intuition and semantics, and a computational model. Then, with th
help of the semantic model, | show many nice properties of mutual belief revisiom
complexity of the computational model is also formally analyzed.

o is about belief update operators, which take into account twatanpprob-
lems of reasoning about actions, i.e., disjunctive updates and domainaiotsstFirstly, |
recall the well-known PMA and discuss its problems with disjunctive updaigslamain
constraints. Then, | present another renown update operator, i.&J38¢ which does
not suffer from these problems. Finally, | propose an update opei@tqossibilistic
belief states, based on ideas of the WSS.

e Finally, | present in Chapter 7 the conclusions and some possible direofitims future
work.



Chapter 2

The Classical Belief Change

The capability of gathering information about the world and changing its kdba$ed on the
new information is crucial for an intelligent agent. Belief change therafomne of the cen-
tral research fields in Al for over two decades. Technically, beliehgkastudies the process
an agent adapts its beliefs to accommodate new, or more reliable informatias guasibly
inconsistent with the existing beliefs.

Before taking about belief change, one fundamental notion needs tartiied, that is, what
are beliefs? In other words, what are the objects to be changed? Tlusas easy question.
If cognitive states of human minds are considered directly, it would be abljicery difficult,
if not impossible, to study formally the way how they are being changed.efdrer, we should
abstract from irrelevant accompaniments of real cognitive states, ar todstudy and reveal
the essences of belief change. Informalhhedief state(or, anepistemic stafeis a rational
idealization of a cognitive state of some individual at a given point of {i@&denfors, 1988
As objects to be changed, belief states are the central entities of beligfechianthe classical
belief change, very abstract models of belief states are studied. Usedigfs of an agent are
represented by a set of sentences of some logical language. Frookdbbapoint of view, an
idealized interpretation of belief states is that they are supposed to be utiveflequilibrium.
Changes of a belief state should be caused by some external forcee{atsed to agpistemic
inputy. In the classical belief change, such epistemic inputs are usually ehtydegical
sentences. In this chapter, the classical studies on belief change wiliveyad.

The rest of the chapter is organized as follows. In Section 2.1, | williidfe@AGM theory
for belief revision, including the AGM postulates and two standard corsteucodels. Then,
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another interesting construction for belief revision, i.e., Grove’s sysfepheres, is presented
in[Section 2.2. Thereafter, | recapitulate briefly in Section 2.3 the KM thearypélief up-
date. Finally, two research fields, which are intimately related to belief changeéiscussed in

Section 2.4.

2.1 The AGM Theory

Most formal studies on belief change take as starting point the work of oifobn,
Gardenfors, and Makinson (AGM) during the first half of 199@dchourronet al., 1985;
Alchourron and Makinson, 1985which is now commonly referred to as tA&M theory In
the literature, the AGM theory are also called @M frameworkthe AGM paradigmand the
AGM model

The AGM theory formally studies idealized models of belief change. Giveunalerlying
logical languag€l, it is assumed that beliefs of an agent can be represented by sertérices
For the sake of generality, the concrete structure of the underlyingdajeglis deliberatively
unspecified, except it is assumed closed under logical connectivgs-(i-e>, A, V, «). To
be precise, ifn, 3 are members of, so are-a, a0 — G,a A G,V § anda «— G. Usually,
sentences and sets of sentences afe denoted by lower case Greek letters (exg3, - - -) and
capital Roman letters (e.g4, B, K, - - - ), respectively.

The logic of the underlying language is identified with a so-called logical consequence
operator. Formally, bbgical consequence operatéin is a function on subsets dfthat satisfies
the following properties:

e AC Cn(4) (inclusion)
e If AC B,thenCn(A) C Cn(B) (monotony)
e Cn(A) = Cn(Cn(A)) (iteration)

If A derivesa in the classical truth-functional way, thene Cn(A) (super-classicality)

If &« € Cn(A), then there is a finite subsdt C A s.t.a € Cn(A4’)
(compactness)

ge Cn(AU{a})iff a — € Cn(A) (deduction theorem)
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Note that the AGM theory is a very general framework, as it applies to agigdblanguage
equipped with an logical consequence operator (e.g., propositionas laga:first order predi-
cate logics).

Now, we are ready to define some basic notions. A sentansecalled alogical conse-
quenceof a setA of sentences (written ad F «) iff « € Cn(A). In the limiting case, a
sentencey is called atautology(written ast «) iff « € Cn({}). Two sentences, 3 are said
to belogically equivalenidenoted byn = ) iff F a <« 3. A sentencex is inconsistentff
F —a; and a setd of sentences inconsisteniff there exists a sentenge such thatA + ¢
andA F —(. A setA of sentences is callesbmpletglor maxima), if for any sentencex either
a € Aor—a € A. A setA of sentences is calleldgically closed(or deductively closed
iff A= Cn(A). Itis not difficult to see that (due to properties 6f.) a logically closed set
of sentence is inconsistent iffA = £. Moreover, all tautologous (inconsistent) sentences are
logically equivalent. Therefore, we will usé (1) to denote an arbitrary tautologous (incon-
sistent respectively) sentence. For the sake of succinctness, aainggdt is identified with it
unique element, e.gGn(a) anda - G represenCn({a}) ands € Cn({«}) respectively.

Ideally, an agent is supposed to be aware of and responsible for mhlapnsequences
of it beliefs. In the AGM theory, beliefs of an ideal agent are therefemresented by a set
sentences which is logically closed (also callebetief se}). Technically, a belief set is just a
logical theoryas it is called by logicians, and it is usually denotedypossibly indexed).

The AGM theory formally studies three types of belief change operatobe bef seté

e Expansion:A new sentence is simply added to a belief sét, regardless of whether
it is inconsistent with’'. The belief set that results from expandiAgby « is denoted
K+ a.

e Contraction: A sentencex is retracted from a belief sét” without acquiring any new
sentences. The result of contractimgrom K is denotedK — a.

e Revision: A new sentence is incorporated to a belief &etwithout rendering the new
belief set inconsistent. The result of revisiAgby « is denotedk * a.

Inthe AGM theory, expansion is the simplest type of belief change, anditrisdily defined

For the time-being, let us simply consider a belief change operator agfidin which maps a belief set and a
sentence to a new belief set. In fact, it is quite controversial in the beliegeheommunity, what is the right notion
of belief change operators? More discussions on this issue can kifoGection 3.1L.
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as follows:
K+ a=Cn(K U{a}).

The problem of expansion is that it is noinsistency preservingNote that, if-«a € K then

K + « is also inconsistent, even K is initially consistent. Therefore, expansion cannot be
considered as a rational operator on its own. The reason of introdegjpansion is merely
because it is used in studies of other belief change operators.

In contrast to expansion, as inconsistency cannot be caused byingnzosentence, con-
traction at first glance seems more innocent. Naively, one might defittieaction as to remove
a sentence directly as follows:

K —a=Cn(K\{a}) (2.1)

Unfortunately, in general the operation defined by (2.1) does noagtee a successful removal
of the specified sentence. To see this, let us consider the following cexateple:

Example 1. Let K = Cn({o, 3, A B — ~}) and~ the sentence to be contracted. By
inclusion, we havda, 3,a A f — ~} C K. Itfollows that{«, 5,a A — v} C K\ {7}. By
super-classicality, we obtaine Cn(K \ {v}). Thereforey is regained ink” — ~.

A fact revealed by Example 1 is that we might have to remove some other sesiarorder
to prevent regaining the sentence to be contracted. What makes the sitnat®oeomplicated
is that there are often several choices on which sentences shoulchbee For instance, in
Example 1, it is sufficient to remove any of 3, A 8 — ~. Obviously, as far as pure logical
strength is considered, it is not at all clear how to make a right selectiom AGM trio argue
that an contraction operator should make use of sert&-logical preference informatioim
order to choose the right sentences to be removed. As we will see svamnalsquite different
forms of extra-logical preference information are introduced in the AG&bity in order to
construct concrete contraction operators.

Unlike expansion, revision incorporates a new sentenitea belief set/{ in a consistency
preserving way, i.e., the revised belief $ét« o should be consistent. Obviously,i € K,
some sentences & need to be given up in order to give waydo

Example 2. Let K as defined in Example 1. K is revised by—v, then again at least one of
a, B,a A B — ~ should be removed, otherwigé x —y will become inconsistent.

Analogous to contraction, in revision there are also several choiceshah wentences
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should be removed. Therefore. constructions of concrete reviseratms also should exploit
some kind of extra-logical preference information.

In the AGM theory, belief change are mainly studied in two aspects. On thdame,
the AGM trio have introduced the so-called rationality postulates for contraatio revision.
On the other hand, also several concrete constructions of belief efeegators have been
proposed which satisfy these postulates.

2.1.1 The AGM Postulates

It is unrealistic that an unique contraction (or revision) operator is agpéda all application
domains. The AGM trio therefore have introduced the so-called rational@iufates for both
contraction and revision which they claim should be satisfied yatifinal belief change oper-
ators. The guiding principle of the AGM postulates is thag@ednomy of informatioar minimal
change which means neither to give up currently held beliefs nor to acquire nkef$ainless
forced to, in a process of belief change.

Postulates for Contraction
As contraction is a function on belief sefs,— « should be logically closed:

(K-1) K—-—a=0Cn(K-—a) (closure)
Contraction should not introduce any new sentences:

K-2) K—aCK (inclusion)
If « ¢ K, thenK — « should be same &s, as no change is certainly the minimal change:

(K-3) Ifa¢ K,thenK —a=K (vacuity)
Unlessitis tautologouéa should be successfully expelled fraif

(K-4) IfFa,thena ¢ K — « (success)

WhenK — « is expanded by, all previously discarded sentences should be recovered:

2Note that a tautology is contained in any belief set.
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(K-5) KC(K-a)+a (recovery)
Contraction is syntax irrelevant:
(K-6) Ifa=pgthenK —a=K -7 (extensionality)

Usually, (K-1)-(K-6) are called thebasic postulatedor contraction. Among them,
Postulate (K-5) is the only controversial one, which has been criticizedsdweral re-
searcher§Hansson, 1991; Niedee, 1991; Feri@ 1998.

As suggested by[Makinson, 198, a simple response to these criticisms is to completely
drop (K-5). Contraction operators satisfies all the basic postulategkklt are calledwith-
drawal operatordMakinson, 1987.

However, there are also strong justifications for (K-5). First of all,tiate (K-5) corre-
sponds closely to the minimal change principle, as it requires the changeifrto K — «
be small enough so that a subsequermxpansion suffices to recover all discarded sentences.
Also, [Hansson, 1991has argued that recovery is a prominent feature by showing that, in the
presence of other five basic postulates, Postulate (K-5) can bedié&éave following Postulate
of core-retainment:

If 6 € Kandg € K — «a, then there is a sed such thatd ¢ K and
a € Cn(A) anda € Cn(AU{G}) (core-retainment)

Informally, core-retainment says “beliefs that do not in any way cortiebto the fact thak’
impliesa are retained ik — o”.

Another support for (K-5) is that, together with (K-2), it implies the followjmgperty:
If - a,thenK —a=K (failure)
Obviously,failure is a promising property, since it is the minimal change to leave the original

belief set unchanged when required to retract a sentence that cenreshoved.

In addition to be basic postulates, the AGM trio have also proposectctntplementary
postulates(K-7) and (K-8), for the cases where the sentence to be contracezbigunction.

Intuitively, the expulsion o or 3 requires more changes than the expulsion ofg, since
a A 3 must be given up in order to give upor S8. It is therefore reasonable to require that
beliefs contained in botl — o and K — § be included ink — a A 3:
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K-7) K—anK-BCK-(aAp) (conjunctive overlap)

As argued Nayak19943, if § needs to be removed in order to remayeanda needs to be
removed in order to remowe A 3, thend needs to be removed in order to remaeve (. This
gives support to the following postulates:

(K-8) Ifa¢ K—(anp)thenK — (aANf)C K —« (conjunctive inclusion)

Postulates for Revision

Symmetrically, for revision there are also six basic postulates, (K*1)-JK&6d two comple-
mentary postulates, (K*7) and (K*8).

As revision is a function on belief set&] x o should be logically closed:

(K1) Kxa=0Cn(K *a) (closure)
The new information should be successfully accegted:

(K*2) aeceKxa (success)

The revised belief sét xa should not contain more sentences than the resuit ekpanded
by a:

(K*3) KxaCK+a (expansion)
If « is consistent withi{, we should not remove any sentence frém

(K*4) If ~a¢ KthenK +a C K *« (preservation)
The revised belief s&k * « is consistent, unless is inconsistent:

(K*5) K x «isinconsistent, only if- —« (consistency)

Revision should also be syntax irrelevant:

3 postulate (K*2) reflects the principle pfimacy of the new informatigrihat is, the new information is more
reliable (hence prioritized) than the original belief set. It is worth to mentiabrtbn-prioritized belief revisiorn
which the new information is not always accepted is a relatively receetreh topidFerne and Hansson, 1999;
Booth, 2001; Hansson, 19P9
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(K*6) If a=pthenK xa=K=x*g (extensionality)

Like those for contraction, the complementary postulates for revision aldomitbacon-

junctions:
(K*7) Kx(aAp)C(K*xa)+p (conjunctive inclusion)
(K*8) If -0¢ Kxathen(K xa)+C Kx(aAp) (conjunctive vacuity)

In the presence of the basic postulates, Postulates (K*7) and (K*8anealent to the
following postulate:

If =5 ¢ K+athen(K xa)+ =K *(aAf) (iteration)

Note that the postulate of iteration gives a basic account for iterated batisfan, which will
be extensively investigated in Chapter 3.

As already mentioned, the AGM postulates are motivated by the minimal chainge|e.
Indeed, Postulates (K*3) and (K*4) implies thatifis consistent with” then no elements of
are removed:

If o ¢ K,thenK xa =K + «

Such trivial revision is also calleatild revision[Freund and Lehmann, 1994lore interesting
and complicated are situations where the new senterisenconsistent with the belief séf,

in which case some elementsgfhave to be removed in order to accommodate the new belief.
This kind of revision is referred to a®vere revisionr belief contraveningevision.

Inter-definability between Contraction and Revision

Note that, according to Postulate (K-2), contraction should not introdage@ew beliefs. This
is obviously not very realistic, as we usually give up a belief only if thereidesice against it.

Example 3. [Hansson, 1997When | came home yesterday, | believed that my copy of
Rousseau'dhe Social Contractvas on the kitchen table. When | saw the empty kitchen ta-
ble, | gave up the belief.
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In this example, my belief inThe Social Contractvas on the kitchen table” was given
up due to its negation was observed. Therefore, it is essential noactadr In fact, Hans-
son[1997 argues that it is very difficult, if not impossible, to find realistic examples chsu
pure contraction, which satisfies (K-2). Then why we study contractiaiaThe main reason
is that contraction can used to construct more realistic belief changetoseaa stated ihevi's
decomposition principléLevi, 1977]%

Every legitimate belief change is decomposable into a sequence of indiwpora
(expansions) and contractions.

In fact, one major result of the AGM theory is that rational revision andragtion operators
can be defined in terms of each other. Formally, given a contractiontoperave can construct
a revision operator as follows:

Leviidentity: K xa = (K — —a) + .

Note that the Levi identity is a direct support of Levi's decomposition priecip

If the given contraction operater is rational, then the revision operaterconstructed via
the Levi identity is also rational.

Theorem 2.1. [Alchourron et al,, 1985; Gardenfors, 1988If the contraction— satisfies (K-1)-
(K-4) and (K-6), then the revision operaterobtained via the Levi identity satisfies (K*1)-
(K*6).

Theorem 2.2. [Alchourron et al, 1985; Gardenfors, 1988If the contraction— satisfies (K-1)
and (K-8), then the revision operator obtained via the Levi identity satiéfitl)-(K*8).

Conversely, given a revision operator, we can construct a contnampierator as follows:
Harper identity: X — a = K N (K * -a).

Similarly, if the given revision operator is rational, so is the contraction operatercon-
structed via the Harper identity.

“The decomposition principle does not mean in practice all belief changeimps should be constructed as
sequences of contraction and expansion, although it is possible in peincip
®Note that the satisfiability of controversial Postulate (K-5) is not requiezd.h
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Theorem 2.3. [Alchourronet al,, 1985; Gardenfors, 1988If the revision operator satisfies
(K*1)-(K*6), then the contraction operator obtained via the Harper itgnsatisfies (K-1)-
(K-6).

Theorem 2.4. [Alchourronet al, 1985; Gardenfors, 1988If the revision operator satisfies
(K*1)-(K*8), then the contraction operator obtained via the Harper itgnsatisfies (K-1)-
(K-8).

2.1.2 Maximal Consistent Subsets

As the rationality postulates does not uniquely determine a contraction opénatédGM the-
ory also studies approaches to constructing concrete rational contrapéoators. Due to the
inter-definability between revision and contraction, these approactesaisbe used to con-
struct rational revision operators.

The constructive model of the so-callpdrtial meet contractioris directly motivated by
the minimal change principle. Intuitively, the contracted belieffset « should be a maximal
subset of’ which does not include.. Formally,

Definition 2.5. [Alchourdon and Makinson, 1981 et A be a set of sentences an sentence.
ThenA’s remainder setoduloa (denoted byA | «) consists of subsets of s.t., X € A | «
iff:

1. XCA
2. a ¢ On(X)

3. ThereisnoseX’s.t., X C X' C Aanda ¢ Cn(X').

It is worth to mention that an element & | « is also a belief set (meaning that it is
logically closed) for any belief sét” and any sentence.

Example 4. Assume/ is the propositional logic generated from atomandg. Let K =
Cn({p,q}). InFigure 2.1, each node denotes an elemert’ dmodulo logical equivalence);
and the upwards edges denote the deduction relation, that is, there igeafr@de; to e, iff

e1 F ea. Supposey is to be contracted. It is not difficult to see that there are two maximal
subsets of< which do not include;: K | ¢ = {Cn(p), Cn(p < ¢)}. Note that the remainder
set K | « contains multiple elements. In order to obtain a contracted belief(set ¢, a
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naive approach is taking the intersection of all element& of ¢. Note that, by doing so, an
g-contraction will remove surprisingly algg since({ Cn(p), Cn(p < q)} = Cn(p V —q).

1>l
\p’Aq/

Figure 2.1: Internal structure of belief st= Cn({p, q})

Formally, [Alchourron and Makinson, 198as proposed the so-calléall meet contrac-
tion (denoted by~), which is defined as follows:

K if Fa
Kma: .
K | « otherwise

Note that~ is indeed a function on belief sets, as it is well-known that the intersectiomgiaf lo
theories is also a logical theory.

Full meet contraction has been shown too cautious, in the sense, thaéacseof K will
remain inK — « iff it is a logic consequence ofa:

Observation 2.6. [Alchouron and Makinson, 1942l et K a belief set. Then for any sen-
tencea € K:
K ~a=KnCn({-a})

Via the Levi identity, a revision operator, call&dl meet revisioncan be constructed based-
on full meet contraction. Also, full meet revision has been shown oveulyicus.

Observation 2.7. [Alchourdn and Makinson, 1982 et K be a belief set ané the revision
operator generated from full meet contraction via the Levi identity. Thearfgrsentence:

K+a if-a¢K
* o =
Cn({a}) otherwise
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Obviously, both full meet contraction and revision are almost of no impaogtanpractice.
In order to construct more reasonable operators, the AGM trio havalintedl the notion of
selection functions. Intuitively, wheR is contracted by, a selection function helps to select
most plausible elements & | «. Formally,

Definition 2.8. [Alchouronet al,, 1985 Let K be belief set. Aselection functioron K is a
function f s.t., for any sentence :

1. If K | avis non-empty, therf (K | «) is a non-empty subset &f | «.

2. If K | ais empty, thenf (K | a) = {K}.

Given a selection functiorf on belief seti, the partial meetcontraction, written as-,
on K is defined as follow§Alchourron et al,, 1989:

KNfa:ﬂf(Kla)

As shown by[Alchourron et al, 1984, partial meet contraction satisfies Postulates (K-1)-
(K-6). Conversely, any contraction operator satisfying (K-1)-0keén be reconstructed as a
partial meet contraction. In other words, partial meet contraction operate exactly charac-
terized by the basic postulates for contraction.

Theorem 2.9. [Alchourronet al, 1989 Let K be a belief set, an operator on K satisfies
Postulates (K-1)-(K-6) iff there is a selection functipion K s.t., for any sentence:

K—-a=K~;a«

By the Levi identity, we also can construct the so-capedtial meet revisionAccording to
Theorem 2.3, partial meet revision should satisfy Postulates (K*1)XK*6

Note that full meet contraction is just a special case of partial meet ctiotrawhere the
selection function always selects all elements of the remainder set. Tiegrigéfalso satisfies
all basic postulates for contraction.

A maxichoice contractionn belief seti is another special case of partial meet contraction,
which is based a selection function @f selecting exactly one element & | « for any
sentencex [Alchourdn and Makinson, 1982
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In contrast to full meet contraction, a maxichoice contraction is extremelyiioees. This
is particular obvious, if we consider the behavior of the revision operaatied amaxichoice
revision generated from a maxichoice contraction operators via the Levi identity.

Observation 2.10. [Alchourron and Makinson, 1982 et K be a belief set and an opera-
tor generated from a maxichoice contraction énvia the Levi identity. Then it holds for all
sentences and that

If —a € K theneithed € K xaor—-0 € K * a.

Put in words, a maxichoice revision will render the revised beliefSeta to be complete,
even if K is initially not complete.

As already mentioned, a selection functipion K is assumed to determine the most plau-
sible elements ofX | «. So as if there is ordering of plausibility o | «. Obviously,
this plausibility ordering should be independent of which sentence is toriteacted, in other
words, it is should be an ordering on all maximal subset& ¢f.e.,| J{K | a|a € L}).

Formally, a selection functioii on K is calledrelational if it is induced from a relatiorx
on all maximal subsets df” as follows:

f(Kla)={K'eK|a|K'"R K'foral K" € K | a}

It is also natural to require an ordering to be transitive. Formally, a setefifizction on
K is calledtransitively relationalif it is induced from a transitive relatio& on all maximal
subsets off.

The following result shows that the transitively relational partial meet egatitm operators

are exactly characterized by the AGM postulates.

Theorem 2.11. [Alchourronet al, 1985 Let K be a belief set. An operator on K is a
transitively relational partial meet contraction ait iff it satisfies (K-1)-(K-8).

6A selection function is calledonnectively relationaiff it is induced from a total relatior%. Analogously, a par-
tial meet contraction operater on K is transitively and connectively relational iff it is generated from a trarediti
and connectively relational selection function. It is interesting to mentiontkigaclass of partial meet contrac-
tion operators induced from transitively relational selection functionsneda those induced from transitively and
connectively relational selection functions, that is, the connectivity itiondon < essentially does not impose any
additional constraifiGardenfors, 1988
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Note that while the construction of (transitively relational) partial meet cotitna and re-
vision are mathematically very elegant, they are not suitable for direct conrpatizations. In
next section, | will present a constructive model which is more amenable tenmeptation.

2.1.3 Epistemic Entrenchment

As already mentioned, a concrete contraction (revision) operator simakle use of some extra-
logical preference information. In partial meet contraction (revisioochsxtra-logical prefer-
ence information is encoded by a selection function.

To make the realization easidGardenfors and Makinson, 19B8ave proposed to use a
total pre-order on the underlying languafj&s the extra-logical preference information.

Definition 2.12. [Gardenfors and Makinson, 19B8et K be a belief set. An epistemic en-
trenchment (EE, for shortl x on K is a binary relation ove£ obeying following conditions:

(EE1) Ifa<g fandg <k vthena <g vy

(EE2) Ifat gthena <k g

(EE3) Foranyandf,a<gaAporf<gaAlf
(EE4) WhenK is consistenty ¢ K iff o <y (forall 5

(EE5) If 8 <k «forall g thent «

It is easy to see that an EE is indeed a total pre-order. The transitivitgjisreel by the
condition (EE1). Since F «, it follows from (EE2) that<  is also reflexive. Assume, 3 are
arbitrary sentences. It follows from (EE3) eitheK i a A g or 3 <x a A 3. Assume, without
loss of generalitypy <x a A 3. Sincea A 6+ £, it follows from (EE2) thain A 3 <k (3. By
transitivity, we can obtaiax <g (. Hence < is total.

Note that an EK ¢ is correlated with a belief sét’. According to (EE4), ifK is consistent
then the minimal elements & wrt. <y are precisely those not containedfih Therefore,
in general< cannot be an EE on another belief $&t Furthermore, according to (EE2) and
(EED), a sentence is a maximal elementofirt. < iff it is a tautology.

A total pre-ordeK< is a reflexive, transitive binary relation, s.t., for allv eitheru < v orv < w. If u < v and
v £ u, we also writeu < v, whileu < v andv < u is abbreviated as = v. We denote bynin(A, <) the minimal
elements ofd wrt <, thatis,min(A4,<) ={u € A|u <wvforallv € A}.
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Intuitively, an EE<j is a preference relation off. If a« <y [ theng is at least as en-
trenched as, which means when one of them has to be given up it is preferred totratfac

(CL) a<gpiffa¢g K—(anp)orFanp

Theoretically, Condition (€) can be understood as a way of constructing an<gEfrom a
contraction operator on K: for anya, 8 € L, we can determine <y (3 by simply checking
whethera ¢ K — (a A ) or- a A B?

From a pragmatic point of view, it is more interesting to construct a contraopenator
from an EE. Based on Condition €G, Gardenfors has proposed the so-cakedrenchment-

based contractio

K if Fa
{e K|a<kgaVp} otherwise

(C9) K—a:{

Like transitively relational partial meet contraction, G ardenfors’ emtnement-based con-
traction is also exactly characterized by the AGM postulates.

Theorem 2.13.[Gardenfors, 1988

1. Let— be a contraction operator on a belief skt satisfying (K-1)-(K-8). Then relation
< derived from (&) satisfies (EE1)-(EE5).

2. Let<k be an EE on a belief sék. Then entrenchment-base contraction operator
defined by (C-) satisfies (K-1)-(K-8).

Rott has argued that (C-) is counterintuitive. Therefore, he hasesteg)instead the follow-
ing more natural definitiobRott, 1991:

K if Fo

(C-R) K—a—{ .
{e K|a<g 3} otherwise

Rott’s entrenchment-based contraction has been shown satisfying alGikepastulates, but
the controversial (K-5).

It turns out surprisingly that, although the two entrenchment-based ctintr@perators are
distinct, they obtain the same revision operator by the Levi ide[fibtt, 199].

8Note that, if- o A 8 thena <x 3 due to (EE2) and (EES5).
°See[Gardenfors and Makinson, 19B#r details on how (C-) is obtained from Q.
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To avoid reference to a contraction operatogr@@nfors has also proposed the so-called
entrenchment-base revision

L if F-a«
(CY Kxa= '
{B € L] a<g-aVpB} otherwise
It is been shown that entrenchment-base revision is exactly charadtbyizhe AGM pos-
tulates:

Theorem 2.14.[Gardenfors, 1988Let K be a belief set. Then a revision operatosatisfies
Postulates (K*1)-(K*8) iff there exists an EEx s.t., Condition (C*) holds for any sentenae

In comparison to partial meet revision, entrenchment-based revision islikei proce-
dure in computer science. However, it is not possible to implement entrenttiragse revision
directly, since if the underlying languadgis infinite so is an EE. Moreover, even for a finife
the size of an EEX g could be very large.

2.2 System of Spheres

In this section, | present another interesting possible world-basedraotige model construc-
tive model of belief change proposed lyrove, 1988. This model provides us nice and clear
pictures of the behavior of belief change. Strictly speaking, this modeltiamoriginal part of
the AGM theory, as it is not a contribution of the AGM trio.

Intuitively, a possible world represents a snapshot of the world at somgip time. In our
setting, apossible world denoted by (possible indexed), can be represented by a maximal
consistent set of sentences®f Recall thatK' | « are the maximal subsets &f which does
includec, therefore the set of possible worlds, denotedsy of £ can be formally defined as
follows:

O =L] L

Note that, a possible worltl” € O, is not only consistent but also complete, that is, for any
sentencey, eithera € W or ~a € W.

Example 5. Assumec is the propositional language generated from two atprasdq. Then
it can be shown that:

Or = {0n({p,qa}), Cn({p, ~q}), Cn({-p, q}), Cn({-p, —q})}
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A possible worldV is called a model of a sentenag(written asW = «) iff « € W, and
the set of all models of is denoted byja], that is,[a] = {W € O,|W k& «}. Similarly,
a possible worldV is a model of a sefl of sentences (written d§” = A) iff A C W, and
[A] = {W € ©,|W = A}. Conversely, given a set of possible worlds C ©,, we denote
by Th(W) the set of sentences which are true in all elemenig’of

ThW) :={a € L|W = aforal W € W} (2.2)

It is not difficult to see that for any set’ of possible worldsTh(W) is a belief set since it is
logically closed.

As frequently repeated, a contraction (or revision) operator needsptog some extra-
logical preference information to uniquely determine its contraction (revigiolicy. For this
purpose, we might think, in additional to a belief $&tthere is a system of concentric spheres
surrounding K.

Definition 2.15. [Grove, 1988Let )V be a set of possible worlds. A system of sph&gSO0S,
for short) centered ol is a family of subsets ab ~ such that:

1. If 51,5, € G, then eitherS; C S5 or Sy C 51
2. W e G,andW C Sforall S € &
3.0,€6

4. For any consistent sentenegthere exists a smallest sphefesuch thafa] NS # ()

Note that the last condition is not redundant. It essential requires th&'sets | SN [a] #
(0} to be well-ordered wrtC, for any consistent sentenae

Given a belief sef{ and a SOS5 centered onk|, those possible worlds which are closer
to [K'] are considered more plausibte.

The plausibility relation encoded by a SOS has been show by Gi®& sufficient to
determine uniquely a contraction operator, as well as a revision operator.

Suppose belief sek’ is contracted byx. As the contracted belief séf — « should be
a subset of(, we expect thatK' — «| to be a superset df]. Since the only motivation of

197 SOS centered ofK] is depicted in Figure 2|2, where the rectangle surface repre@enfse., each point on
the surface denotes a possible world).
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D

Figure 2.2: A SOS centered ¢f’].

O

accepting more possible worlds is to excluddin other words, to make.« possible), it is
reasonable thgtfK] is only enlarged by elements pfa]. As acceptind—«] wholly might be
too radical, we would like to enlargés] by the most plausible elementsjaf, i.e., those closest
to [K]. Such a contraction process is intuitively depicted in Figure 2.3, wiiérea] is denoted
by the filled part.

72

Q)

Figure 2.3: SOS-base contraction

Or

For any consistent sentenee let ming(a) denote the smallest sphere &f that inter-
sectg«]. Formally, a contraction operater on a belief sef< is called asphere-baseif there
is a SOSS centered oK ]| s.t., for any sentence:

P K if Fa
“ 7 TR(K] U (ming(-a) N [~a]))  otherwise

The following theorem shows that sphere-based contraction is chazadtdy the AGM
postulates.
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Theorem 2.16.[Grove, 1988 Let K be a belief set. Then a contraction operator&rsatisfies
(K-1)-(K-8) iff it is a sphere-based contraction operator &h

Suppose belief sek is revised bya. Sincea has to be incorporated i x o, [K * o]
should be a subset ¢of|. As we do not wantK”  « to differ more from theK than what is
motivated byw, it is reasonable to assume that « «| consists of the most plausible elements
of [o]. Such a revision process is intuitively depicted in Figure 2.4, wh€rea] is denoted by
the filled part.
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Figure 2.4: SOS-based revision

O,

Formally, a revision operataron belief setK is calledsphere-based revisidff there is a
SOSG centered on fofK], s.t., for any sentence:

{ c if +-a
K*xa=
Th(ming(a) N [a])) othwise

It has been shown that sphere-based revision is also characteyittesl AGM postulates.

Theorem 2.17.[Grove, 1988 Let K be a belief set. Then a revision operator Ansatisfies
(K*1)-(K*8) iff it is a sphere-based revision operator dt.

Note that both sphere-base contraction and revision seem quite natdigalenising, there-
fore they can be considered as supports for the rationality of the AGilpbss.
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2.3 The KM Theory

The distinction between update and revision was first informally made by Kalber

Winslett [1989. As argued by several researchers, revision is not suitable fortisitaa
where the new information describes a change of the wb@thsberg and Smith, 1987;
Winslett, 1988b. In particular, Winslett has proposed an example of belief change, witthwh
revision will obtain undesirable results.

Example 6. [Winslett, 1988bInitially, all we believed about a certain table is that there is either
a book on the table or a magazine on the table, but not both. How shouldangebur beliefs
after a robot is instructed to put the book on the table?

Assume “the book (the magazine) is on the table” is representéahby (n respectively).
Let K = Cn({—b < m}). The new information can be representedbif K is to be revised
by b, then the revised belief sé&f « b = Cn({—-b < m,b}), provided« satisfies the postulates
(K*3) and (K4). So we believe now that the magazine is not on the tabté ( This is obviously
unreasonable, as by common-sense the magazine should remain whexe it wa

Belief update is a type of belief change operation designed for situatiomsewthe
new information reflects changes in the world. Formally, update operationis a func-
tion ¢ which maps a belief sel and a sentencer to the updated belief sek < a.
It is now well-known that there is a fundamental difference between taepdad revi-
sion [Katsuno and Mendelzon, 1991avhich can be explained intuitively as follows. Given
a belief setK, the real world is conceived to be among the possible wdids When K is
revised by, the world has assumedly not been changed. Therefore, it is rédsahat the re-
vised belief sef{ « « is determined by elements fpf] which are closest tfK] (cf. [Figure 2.4),
in other words,[K| is viewed as a whole. WheR is updated byv. It is assumed that is
caused by changes in the world. Since we do not know which possibld indi<] is the real
world, it is better to give each of them equal consideration. Therefbesupdated belief set
K ¢ « should be obtained by changing each possible wor(d&ih“as little as possible” so that
it becomes a modei.

Informally, letW ¢ o denote the set of possible worlds obtained from changihgs little
as possible to accommodate The above argument leads to the well-knowinslett iden-
tity [Winslett, 1990:
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c if [K] =0 orfa] =0

Winslett identity: Koa = .
Th(Uweg W o) otherwise

2.3.1 The KM Postulates

In [Katsuno and Mendelzon, 1991 ahe difference between update and revision has been for-
mally studied. In particular, Katsuno and Mendelzon also have introdusetl @f rationality
postulates, numbered (U1)-(U9), to constrain the behavior of belieditepoperators. In the
original KM theory, the beliefs of an agent are represented as a serésome finitary propo-
sitional logic and update is modeled as a binary function over sentences.

By generalizing the KM theory, Peppas et al,. have proposed a frarkdapmbelief
update, which is not restricted to finitary propositional logilReppas and Williams, 1995;
Peppast al,, 199¢ El

(Kol) Koa=Cn(Koa)

(K¢2) aeKoa

(K¢3) IfaeKthenKoa=K

(K¢4) K oraisinconsistentiffK ¢ « is inconsistent

(Kob) IHa=pgthenKoa=Kop

(Ko6) Ko(anp)C (Koa)+p

(Ko7) |If Kiscompleteandf¢ Koathen(Koa)+3C Ko (aApf)

(Ko8) If [K]#0,thenK oo = Th(Uy () W o)

Readers should be familiar withi o 1, K <2, K ©5 andK <6, since they also occur in the AGM
postulates for revision.

1To be precise, the original KM postulates consists of (U1)-(U8), ar@) {§Ja complementary postulate which
implies (U6) and (U7). Here K ©2)-(K ¢6) and(K ¢8) correspond respectively {&/1)-(U5) and(U8); whereas
(U9) is reformulated a$K < 7). Similarly, (U6) and(U7) can be reformulated as follows:

Ue) IfpgeKoaandace Kofg, thenKoa=Kopj
(U7) If KiscompletetheK ¢ (aVB) C KoanNKof
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Note that there are at least three major differences between the KM ahtipsGtulates.
First, (K*4) is replaced by a weaker version df (¢ 3). So evenx is consistent withi(, it
is not necessary thdt o « = K + a. Recall Example 6, it is in fact (K*4) which forces to
obtain undesirable results. Hence the weakening of (K*4) seems aegessl justified. The
second difference is that when the inconsistent beliefséor, equivalentlyL) updated by a
consistent senteneg according to [ ¢4), results in the inconsistent belief set; whereds ifs
revised by, according to [ x 5), the revised belief s&t x . should be consistent. This can be
explained as follows. The inconsistent belief set can be remedied withoretig adding new
information that supersedes the inconsistency. We can never repaictresisient belief set
using update, because specifies a change in the world. If there is siblpogorld compatible
with the belief set, we have no way of recording the change in the world th&namportant
difference is that & ¢ 8) only occurs in the KM postulates. The postulaté ¢ 8) directly
corresponds to the Winslett iden@. An immediate consequence &f ¢ 8 is the so-called
monotonicity[Katsuno and Mendelzon, 1991a

(KoM)  For any belief setd<, K’ and any sentence,
if K C K'thenK oa C K' ¢ q.

As we will see in Section 2.4.1, monotonicity is incompatible with the AGM postulates.

2.3.2 Similarity Structure

Based on the work ofKatsuno and Mendelzon, 19914&eppas et al., have proposed a con-
structive model for belief update. The idea is quite similar to Grove’s SO& that, to revise

a belief setK, we only need a SOS centered [g&i]. This is not sufficient for updating,
since in this case we would like to change each possible worl&jrpoint-wise. Instead, we
need a SOS centered on each possible world. Formadiynitarity structureis a function that
assigns to every possible worltlf € ©, a SOSGy, Recall that, for any consistent sentence
a, ming,, (o) denotes the minimal sphere which interseats Given a similarity structure, we
can easily construct an update operator by letling o = ming,, (o) N [a].

It has been shown that update operators induced from similarity stractémeeprecisely
those satisfying the KM postulates.

20pserve, in K ¢ 8) the same update operatois applied to the belief sét” and each possible world’ € [K].
This is well-defined, since a possible world is essentially also a belief set.
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Theorem 2.18. [Peppast al, 19949 An update operatos satisfies £ ¢ 1)-(K o 8) iff there
exists a similarity structure s.t., for any belief 4étand any sentence:

Koa:{a if [o] = 0 or [K] =0
Th(Uw ek ming,, (o) N [o]) otherwise

An update operator based on a similarity structure can be nicely depictégung 2.5. Note
that there are two major differences between Figure 2.5 and Figure 2stly,Fin|Figure 2.4
there is only one SOS centered [d@ti], whereas in Figure 2.5 there is a family of SOSs (one for
each possible world if¥C]). Secondly, in Figure 2|5 the centers of all SOSs are singleton sets.

S

%
%, %
. /

D>

Figure 2.5: Similarity structure-base update

It is worth to mention that, unlike extra-logical preference information emplogebelief
revision (e.g., an EE), a similarity structure is not correlated to a fixed beiefl$is means,
given a similarity structure, we can define an update operator which appkery belief sefx’
and any sentence. Therefore, the update operator induced from a similarity structure isdaruly
binary function. Such binary operators are called by Han§$88d global, whereas an opera-
tor for a fixed belief set (e.g., an EE-based revision) is said todad. In fact, many researchers
believe that it is more appropriate to view a local revision operator as & tunastion (with the
belief set in background) which maps the new information to the revised kelief

2.4 Related Research Fields

In this section, | will present two research fields, i.e., conditionals anehmamotonic reasoning,
which are closed related to belief change.
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2.4.1 Conditionals

One major motivation of the philosophic study on belief change is to developiatemic
semantic model foconditional sentence#\ conditional sentences is of the fomar> 3, which
can be read as “If, then3” [Gardenfors, 1988 If o contradicts what is already accepted in
a given belief sef{, the conditional is called eounterfactual{relative toK); otherwise it is
called anopen conditiona(relative toK).

The most widely accepted proposal of the epistemic semantics for conditisiteglsed on
well-known Ramsey test:

(RT) Accept a sentence of the form ‘df, thens” in a belief setK iff the minimal change
of K needed to accept also requires accepting

As suggested bjGardenfors, 1988 if we considers> as a binary connective df, then the
Ramsey test can be reformulated in a more condensed way:

(RTY) a>pBecKiff e K*a

Gardernfors has shown that if a global revision operatsatisfies (RT*), then it must be
monotonic, that ig’

(K*M)  For any belief setd<, K’ and any sentence,
if K C K'thenK «sa C K' x a.

Unfortunately, Grdenfors’ well-knowrtriviality theoremshows that (K*M) is not compat-
ible with the AGM postulates. Formally, a belief gétis called non-trivial iff there are at least
three pairwise disjoint sentencesg, -y that are consistent witk’, that is,—~a ¢ K, -0 ¢ K,
and—y ¢ K The triviality theorem essentially says there does not exist hon-trividladjlo
revision operator which satisfies the AGM postulates and (K*M) simultarigous

Theorem 2.19.[Gardenfors, 1988Let x be a global revision operator. Then the following two
conditions are incompatible:

1. There exists a non-trivial belief sat.

3The proof is not difficult. Suppos& C K'. For any sentencg, if 3 € K = a then according to the “if” part
of (RT)a> B € K C K'. It follows from the “only if” part of (RT),3 € K’ * a.
“Two sentences, § are disjoint iff- =(a A )
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2. x satisfies (K*2), (K*4), (K*5) and (K*M).

Since Postulates (K*2), (K*4), (K*5) are commonly accepted and véavgible, we con-
sider (K*M) (hence (RT*)) as the culprit of the incompatibility.

An important lesson we learn from the triviality theorem is that it is improper tuie
conditionals into the underlying language as far as we accept the AGM postulates. In prin-
ciple, a set of conditionals can be considered as one particular forriratlegical preference
information. Therefore, | suggest to distinguish a belief set from a betieeé. The latter con-
tains, in addition to a belief set, the extra-logical preference information éad=E) which can
used to determine the belief change strategy. | will argue in Chapter 3 thatdresappropriate
to consider belief change operators as functions on belief states (intealief sets).

Note that an update operatorcan be used in the Ramsey test to avoid the trivializa-
tion. Since in the KM postulates, one source of the incompatibility (i.e., K*4) iskwea
ened, monotonicity is not any more a problem. In fact, monotonicity is a coagsegu
of the KM postdates (cf. (K ¢ M) of Section 2.3.1) and considered a desirable prop-
erty for update. The immunity of the update to triviality theorem has attracted seme
searchers to study the connections between belief update and condifiGnalme, 1991;
Katsuno and Satoh, 19p1

2.4.2 Non-monotonic Reasoning

The triviality theorem reveals that the AGM revision is intrinsically non-moniatomn fact,
belief revision and non-monotonic reasoning are often considered assitkes of the same
coins”. The direct relation between revision and non-monotonic reagasiformally studied
by [Makinson and @rdenfors, 1980

Let K be a belief set and a revision operator o', a non-monotonic inference relation
~ k.« can be induced as follows:
(NM)  apg. Biff e K xa
Intuitively, o~k . 8 means3 can be non-monotonically inferred from given the background
belief setK.

Freund and Lehmann have shown that properties of a revision operatwrre-
sponds directly to well-known properties of the inference relatjor ., induced by
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(NM) [Freund and Lehmann, 19P¢f. )

| AGM postulates| Non-monotonic inference |

(K*1) If Ha — pandyp o, thenypr 3
If ap B andale v, thenap 5 Ay

(K*2) ab a

(K*5) If o L, thena f~ L

(K*6) If - a < g andaf v, thengh ~

(K*7) If ap v andgpr v, thena v B v

(K*8) If a A B ythenap 5 — vy

Table 2.1: The AGM postulates and properties of non-monotonic inference

Readers are referred fMakinson and @rdenfors, 1989; Freund and Lehmann, 194
the explanations of the listed (non-monotonic) properties.

A non-monotonic inference relation is callestional and consistency preserviiffjit sat-
isfies all properties in Table 2.1. Freund and Lehmann have shown thatish@n one-to-one
correspondence between rational and consistency preservingriogerelations and revision
operators satisfying the AGM theory.

Theorem 2.20.[Freund and Lehmann, 19p4

1. LetK be abelief set and a revision operator ork . If x satisfies Postulates (K*1)-(K*8),
then inference relatiof-x . defined by (NM) is rational and consistency preserving.

2. Let|~ be a rational and consistency preserving inference relation. Then thasts a
belief setK” and a revision operatox on K, s.t.,

aph piff € K x«

The direct translation between non-monotonic reasoning and belief regisggests we can
use techniques of the one field to solve the problems of the other field.tloypar, algorithms
for belief revision can be used to implement non-monotonic reasoning aadetise.

Note that, (K*3) and (K*4) do not appear in the first column of Tablg ifice they follow respectively from
(K*7) and (K*8) (by assumings = T). For the sake of concisenessy . is abbreviated as-.
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Summary

In this chapter, | have surveyed two classic frameworks for beliefghare., the AGM theory
for belief revision and the KM theory for belief update. Revision and tpdeae different
approaches to changing the beliefs of an agent in response to diffigren of new information.
Update is suitable for recording changes in the world; whereas revisitmnadd knowledge
about the static world. In both frameworks, belief change are studied finm perspectives.
On the one hand, a set of rationality postulates are introduced to conseajaribral behavior
of belief change operators. On the other hand, there are also plopbsarious constructive
models.



Chapter 3

Ilterated Belief Revision: General
Frameworks

In many situations, an agent needs to adapt its beliefs incrementally in sesioom sequence of
observations. Therefore, iterated belief revision is a very important tofielief change, that
has been studied by many researchiEreund and Lehmann, 1994; Darwiche and Pearl, 1997,
Nayaket al., 1996a; Boutilier, 1993; Konieczny an@&fz, 2000; Jin and Thielscher, 2005b

The classical AGM theory seems suitable and sufficient for one-steg bmlision. How-
ever, for the incremental adaptation of beliefs, the AGM postulates provdae overly
weak[Darwiche and Pearl, 1994; Darwiche and Pearl, 199his has led to the development
of additional postulates for iterated belief revision by Darwiche and RBdt), among oth-
ers[Lehmann, 1995; Boutilier, 1993; Nayak al., 2009.

Still, however, the AGM and DP postulates together are too permissive in thastipport
belief revision operators which assume arbitrary dependencies amoipieties of informa-
tion which an agent acquires along its way. These operators have te diffsct when the
agent makes an observation which contradicts its currently held belieésadént is forced to
cancel everything it has learned up to this point. In this chapter, | fivgt giformal anal-
ysis of this problem of implicit dependence, and then | present, as a sqlatioindepen-
dencepostulate for iterated belief revision. | give a representation theorerthéonew pos-
tulate and prove its consistency by defining a concrete belief revisiomtmpet also contrast
the postulate of independence to the so-called Recalcitrance postulateyaket al., 1996a;
Nayaket al., 2003 and argue that the latter is too strict in that it rejects reasonable belief revi-
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sion operators. The main contribution of this chapter is a general frarkdwiterated belief
revision, which is more satisfactory than any other proposals in the literature

The rest of the chapter is organized as follows. In the next sectionyvd dis-
cussions on why iterated belief revision is a difficult problem, followed by d@pproach
of [Darwiche and Pearl, 1994or iterated belief revision. In Section 3.3, | formally analyze
the problem of the DP postulates to be overly permissive and proposelgioal postulate to
overcome this deficiency. | give a representation theorem for the ptesttang with a concrete
revision operator. In Section 3.5, a detailed comparison to related workengiven.

3.1 Why is it Difficult to Iterate

The AGM theory seems suitable and sufficient for one-step belief revidiurt by a closer
look at the constructive models, we can observe immediately its problem fateitebelief
revision at least from a technical point of view. To make the argument granended, let us
consider the constructive model based orEI:‘uEwhich, to revise a belief sdt’, an EE<y on

K is exploited. Recall, if is revised by, Condition (C*) (cf. Section 2.1.3) can uniquely
determine the revised belief sEt««. Now suppose we want to subsequently revisea by .
Clearly, for revisingK = a, an EE onK * « is needed. Unfortunately, providéd # K x«, itis
impossible to reuse& i due to Condition (EE4) (of Definition 2.12). Nor does Condition (C*)
tell us how to construct an EE for the revised belief Ket «.. Therefore, the revision process
can not be iterated. The problem of the EE-based revision is that it tdielgehset and some
extra-logical preference information (i.e., an EE), but only produaesiaed belief set. This is
referred to as the problem of categorial mis-matching by Hank2@0d.

Technically, iterated belief revision is possible only if we solve the problematégorial
mis-matching. A naive solution of the problem of categorial mis-matching is tenasshat
there exists an external source which assigns extra-logical preéemeformation (e.g., an EE
or a selection function) to each belief set (dRott, 1992; Hansson, 1989 Revision operators
constructed by using such an external source are celégtnal revisions The problem of
external revisions is that they are based on some information source igtagiternal to the
agent’s beliefs. Therefore, the agent is supposed to adhere to theesasitn policy regardless
of its actual beliefs. Moreover, it is not at all clear where the exterxtahdogical preference

LIt is not difficult to see that the following arguments apply to other contitreienodels as well.
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information comes from and how it is to be interpreted. Thus, this kind ofimvisperators
has later on been criticized by Rott as embodying a bad philosidpaty, 2003.

A more promising approach is to design belief revision operators whichniptrevise the
belief set but also the extra-logical preference information, so thaethsad extra-logical pref-
erence information can be used for the subsequent revision of theddyadief set. Recall, due
to Gardenfors’ triviality theorem (see Section 2.4.1), we should distinguistliaftset from a
belief state. For the sake of generality, we consideekef stateas anabstract objectfrom
which we can induce a belief sair(the propositional beliejsand the extra-logical preference
information (required by a revision operator). Canonically, the extrecdédgreference infor-
mation can be represented by a set of conditionals, although it might appiifierent forms.
Therefore, the extra-logical preference information of a belief statsdscalled itsconditional
beliefs Usually, a belief state is denoted Ky(possibly indexed). The belief set induced from
K is denoted byBel(K). A belief state is said to be consistent iff its belief set is consistent.
Two belief statedC;, Ko are called statically equivalent (written &5 = Ks), if they have the
same belief set, i.eBel(K;) = Bel(K2). For the sake of succinctness, we often wite
instead ofe € Bel(K). The above analysis suggests it is more appropriate to regaterated
belief revision operatoas a function on belief states (rather than on belief sets), i.e., it maps a
belief state/C and the new information to the revised belief stat€ * «. Note that the notion
of belief state is rather abstract at moment, we will see a more concrete fdratief states in
Chapter 4, when a computational iterated revision operator is concerned.

Following the AGM trio, we might argue that it is unrealistic to have a unique itdagtief
revision operator which makes sense in all domains. A more theoreticallgisoffsolution
is to provide a general framework for iterated belief revision. For thipqse, we need to
consider the problem of how to revise a belief state in a rational way. Fortrer we would
like to postulate the behavior of rational iterated revision operations in aa@emay, which is
independent of the concrete form of belief states. Obviously, this is mucé dificult than to
devise a concrete iterated revision operator. An iterated revision opshetold revise a belief
state in a rational way. It seems reasonable to require that a rationaldteegsision operator
will change the propositional beliefs as little as possible. To make this ides@ree expect
any rational iterated revision operator to satisfy the following modified AGktylates:

(Kx1) Bel(Kxa)=Cn(Bel(K x a))

(Kx2) «a€ BelKxa)
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(K%3) Bel(K*a)C Bel(K) + «

(Kx4) If = ¢ Bel(K) thenBel(K) + a C Bel(K * )

(K x5) K =x*aisinconsistent, only iFF —«

(Kx6) Ifa=pthenCxa=Kx*3

(K«7) Bel(Kx(aAp))C Bel(K*a)+

(K«8) If =8 ¢ Bel(K x ) thenBel(K x a) + 3 C Bel(K x (aw A 3))

In the rest of this thesis, an iterated revision operator satisfying the modiB&di postulates is
called anAGM revision operators

Note that an iterated revision operator is a global operator, in the sertkgestnot only
apply (locally) to one belief state. Supposés an iterated revision operator. Given an belief
state/C, we can induced a local revision operatqr on belief setBel(K), such that for any
sentencev:

Bel(K) *x a = Bel(K x )

Obviously, an iterated revision operator satisfies Postul&ted )-(«C ) iff the induced (local)
revision operator for any belief state satisfies Postulates (K*1)-(K*8).

While minimizing the change of the belief set, unfortunately, the (modified) AG#ipates
impose almost no constraint on the change of the conditional beliefs. Thiseassume, with-
out loss of generality, a belief state is of the fofi, <), whereK is a belief set anel i is an
EE onK. Suppose: is an iterated revision operator that satisfies the modified AGM postulates.
When (K, <f) is revised byu, the revised belief sek’ x « is uniquely determined, however,
x can arbitrarily changel k, as long as the revised EEx. satisfies Conditions (EE1)-(EE5)
wrt. K x «. Itis clear that such excessive freedom on the change of the coradibieliefs is
not desirable, and therefore the modified AGM postulates are too weak.i8tar from trivial
how the (modified) AGM postulates should be extended to impose reasonalleaints on the
change of conditional beliefs. In fact, this is the main problem | am going tdetdickhe rest
of this chapter.
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3.2 The DP Theory

The problem of iterated belief revision has been studied by many researdh this section, |
recall a general framework for iterated belief revision proposed byidae and Pearl (DP, for
short)[1997, which is the most commonly accepted in the literature.

In fact, the idea of regarding iterated revision operators as functiobglgef states is orig-
inally put forward by Darwiche and Pearl. However they represenptbpositional beliefs
of a belief state by a single sentence (instead of a belief set), as the ungédaiyguage’ is
assumed to be a propositional logic generated from a finite set of propsestitoms). For such
belief states, Darwiche and Pearl also proposed a reformulation of thé gaStulates, which
is essentially equivalent to the modified AGM postulates (of Section 3.1)jdmoy¥ is finite.
Base on that dfKatsuno and Mendelzon, 1991 IDarwiche and Pearl provided a representation
theorem for their reformulated AGM postulates.

For the sake of generality, | present a generalization of the DarwictiePaarl’s result,

which requiresC to be neither finite nor propositional.

Definition 3.1. Given a belief statéC, a faithful rankingon K is a total pre-order, on the
possible world® /-, s.t., for any possible worldd’, W:

1. If Wy, W ): K thenWy = Wy
2. IfW; ): K andW, l;é K, thenWW; < Wy

3. For any consistent sentenegthere exists a set (denote byn([a], <k )) of the minimal
elements ofa] wrt. <.

whereW = K abbreviatedV |= Bel(K). A faithful assignment is a function that maps a
belief statekC to a faithful ranking=/ on K.

The intuitive meaning ofV; < Wj is thatT; is at least as plausible a&5. It is also
worth to mention that, for an infinit€, the last condition dof Definition 3.1 is not redundant.

Note that in[Darwiche and Pearl, 1997 possible world is represented by a proposi-
tional interpretation. Since there is a one-to-one correspondencedretaterpretations and
maximal consistent sets in a propositional logic, my definition indeed generatiet of
[Darwiche and Pearl, 1997 See[Peppas and Williams, 199For another generalization of
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Darwiche and Pearl’s, where a so-calleide orderis defined as a total pre-order on (model-
theoretic) first order interpretations. | can argue that my proposal is gemeral, in the sense
it does not refer to the model-theoretic definition of first order interpretatio

A faithful ranking <x essentially represents a SOS centeredkgn It does not come as
a surprise that the following representation theorem can be directlyedefiom the result of
[Grove, 1988

Theorem 3.2. Supposex is an iterated revision operator. Thensatisfies K * 1)-(KC * 8) iff
there exists a faithful assignmefnts.t., for any belief stat& and any sentence:

L if F-a
Bel(K o) = ,
Th(min([a], <%)) otherwise
The faithful assignmeni (described in Theorem 3.2) is calledaithful assignment corre-
sponding tox. Moreover,j,fg is called afaithful ranking onfC corresponding tc:. In situations
whereh is not reIevantjf,g is simply written as<y.

In general there could be more than one faithful assignment corrésppto an iterated
revision operatos; however, if the underlying languagdgis finite (modulo logical equivalence),
then it must be unique and is called tlaghful assignment correspondirng .

3.2.1 The DP Postulates

Darwiche and Pearl first show by examples that the (modified) AGM possytetenit improper
response to the sequence of new information due to the excessiverfrekdy permit on the
change of the conditional beliefs. To save the space, | only preserdf@uch examples.

Example 7. [Darwiche and Pearl, 199We are introduced to a lad¥ who sounds smart and
looks rich, so we believe that is smart andX is rich. Since we profess of no prejudice, we
also maintain thaX is smart even if found to be poor and conversdlyis rich even if found

to be not smart. Now, we obtain some evidence fas in fact not smart, we remain of course
convinced thatX is rich. Still, it would be strange for use to say, "if the evidence turns out
false, andX turns out smart after all, we would no longer believe tiais rich. If we currently
believe X is smart and rich, then evidence first refuting then supportingXhstsmart should
not in any way change our opinion abaXitbeing rich.

2Readers are referred [parwiche and Pearl, 1997or other examples.
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The following scenario shows that the modified AGM postulates do permit togehaur
beliefs in a strange manner. Suppasandr represent respectively is smart andX is rich,
and . is the propositional logic generated franandr. Suppose our initial belief stat€, and
the revised belief stat€ * —s after we learned thaX is not smart are as described in Table 3.1
(which is allowed by the modified AGM postulates). It is easy to see that, diogpto our
initially belief state, we indeed maintain th&tis smart even if found to be poor add is rich
even if found to be not smart, sinegin([—r], <x) = {W2} andmin([-s], <x= {W3}). But
if K x —s is subsequently revised by we will surprisingly lose our belief inX is rich, since
{Wa} = min([s], Zss)-

[ possible worlds | =k [ = |
Wy = Cn({s,r}) 0 2
Wy = Cn({s,—r}) 1 1
W3 = Cn({-s,r}) 1 0
Wy = Cn({-s,—r}) | 2 1

Table 3.1: An example of undesirable revision

Motivated by their insufficiency, as supplements to the (modified) AGM pdssjldar-
wiche and Pearl have proposed four postulates for iterated belieforevighe underlying prin-
ciple of the DP populates is quite similar to the principle of minimal change: An iteratésion
operator should retain not only the propositional beliefs but also thatoomal beliefs as much
as possible. As before, the original DP postulates are also tailored forlfingeages. Here, |
present a generalization of the DP postuld@srwiche and Pearl, 1997

(DP1) IffF a,then(K*a)* (=K x*[.

When two pieces of information arrive in tandem such that the second isspecdic, then the
first is redundant; that is the second information alone would yield the salieé dwe.

(DP2) IfBF —a, then(K*a) x 8 = K * (3.

When two pieces of contradictory information arrive, the last one prevait is the second
information alone would yield the same propositional beliefs.

(DP3)  Ifa € Bel(K x 3), thena € Bel((K * a) * [3).
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An information o should be retained after accommodating a more recent informatitat
impliesa given the current beliefs.

(DP4)  If—a ¢ Bel(K x 3), then—a ¢ Bel((K * a) x ).

An information« can not contribute to its own demise. dfdoes not contradic given the
current beliefs, then the revision of the current beliefsobghould not makey contradictory
with 3.

To see the power of the DP postulates, let us recall Example 7: Supposthederated
revision operatox satisfies (DP2). ThefiCx —s) x s = K x s, due tos - ——s. SinceBel(K) =
Cn({s,r}), it follows from (C*4) thatr € C x s. Therefore it turns out € (K * —s) * s, in
other words, we keep believing is rich after first learn that she is not smart, then the opposite.
Hence Postulate (DP2) guarantees that we will change our beliefs estedp

To provide formal justifications, Darwiche and Pearl have given aesgmtation theorem
for Postulates (DP1)-(DP4). Their result however again dependseoassumption that is a
finitary propositional logic.

Theorem 3.3. [Darwiche and Pearl, 199BupposeL is a finitary propositional logic. Lek
be an iterated revision operator satisfying Postulat€3)-(/C«8). Then« satisfies Postulates
(DP1)-(DP4) iff its corresponding faithful assignment satisfies the follgwanditions:

(DPRl) |fW1, Wo ': «, thenW1 e Wo iff 7% <IKxa Wos.
(DPRZ) |fW1, Wo I# Q, thenW1 =K Wy iff Wy <Kxa Wa.
(DPR3) IfW; = aandWs [~ a, thenWW; < Wo impliesWi <jcsa Woa.

(DPR4)  IfW) = aandWy - «, thenW; < Wy impliesW <jc.q Wo.

This theorem gives an elegant characterization of the seemingly natmsttaints that the
DP postulates impose on the change of the conditional beliefs: \Whsrrevised by, Con-
ditions (DPR1) and (DPR2) require not to change the relative plausidieriog of any two
a-worlds (-a-worlds, respectively); Conditions (DPR3) and (DPR4) require tha if-world
W1 is (strictly) more plausible than aa-world W5, thenW, continues to be (strictly) more
plausible tharit/;.
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3.2.2 Two Radical Revision Operators

The modified AGM postulates and the DP postulates together do not uniguelynitee an
iterated revision operator. In the rest of this thesis, | will call an iteratedio: operator a DP
revision operatoy if it satisfies the modified AGM postulates as well as the DP postulates. In
this section, | present two interesting instances of DP revision operathish are somehow
dual to each other.

[Boutilier, 1993 has proposed a specific revision operator (knowmatsiral revision)
which satisfies the modified AGM postulates and the following condition:

(CB) If =8 € Bel(K x ), then(K x ) x 5 = K 3.

Along the line of Theorem 3\3Darwiche and Pearl, 199THave given a semantical charac-
terization of Postulate (CB):

(CBR) If Wl,WQ I;é K *« thenWl =K Wy iff Wh <KCra Wy

Note that nowlVy, Wy = K * « is the only case, where the relative orderingl®f, W5 in

K * o is not determined, sinc€ ., must satisfy conditions of Definition 3.1. Therefore, Con-
dition (CBR) imposes absolute minimization on the change of a faithful rankingitied by
the modified AGM postulates.

It is easy to see that the DP postulates are a weakening of Postulate (GBg, sense
Postulate (CB) implies all of the DP postulates but not vice vEidgawiche and Pearl, 1994;
Zhang, 2004

At first glance, it seems that Condition (CBR) complies with the principle of minimal
change. However, the following example shows that Postulate (CB)aasfaery radical be-
havior.

Example 8. Supposel is an initial belief state. Assumgyy;--- ;) is a sequence of sen-
tences, s.t.g A --- A« IS consistent, which represents the sequence of the observations the
agent have made along its way. The current belief state is representék byy; ) - - - ) * a,.
Suppose now the agent observes;. It is not difficult to see that by applying Postulate (CB)
repeatedly, we havg((IC * 1) - -+ ) * ap) * a1 = K % —aq, providedsx satisfies Postulates

(K x1)-(IC*8). In other words, the agent cancels all evidenegs - - , a,, SIimply because«;

is observed.
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The above example shows that Postulate (CB) is too strict a criterion foteitieleelief
revision operators and the most conservative way of changing thetiooadl beliefs is not
desirable in general.

The problem of natural revision can be informally explained as follows tH@rone hand
natural revision respects the principle of primacy of the new informatiotihatahe information
is accepted; on the other hand it assigns the lowest plausibility to the newnation, so that it
will be easily canceled by a subsequent revision.

While natural revision is the most conservative of all possible DP (moregaly, AGM)
revision operators, another revision operator, calédtcographic revisionwith “naked evi-
dence”)[Nayak, 1994} sits exactly on the opposite side of the spectrum. Lexicographic revi-
sion satisfies, in addition to Postulate (DP1) and (DP2), another so-galttdlate of Recalci-
trance

(Rec) IfpF —a,thena € Bel((K x ) x 3).
Semantically, Postulate (Rec) corresponds to the following condilayaket al., 2003:
(RecR) IfIV] = aandWs = —a, thenW; <jcio Woa.

According to (RecR), all possible worlds satisfying the new informatiorotrecmore reliable
than those violating the new information, hence (Rec) is also said to imposeiticg|ar of
strong primacy of updat@Konieczny and Brez, 2000 which is arguably only suitable when
the agent has full confidence in the new information. Based on Condifti?R1), (DPR2) and
(RecR), it it easy to see that lexicographic revision is the least corisered all possible DP
revision operators, effecting most changes in the faithful ranking pedhiitehe AGM and DP
postulate§Boothet al, 2009.

It is easy to easy that, in the presence of Postuldt&s$)¢(/C *8), we can derive (DP3) and
(DP4) from (Rec]Nayaket al, 2003.

Unfortunately, Postulate (Rec) also enforces very radical behakamording to Postulate
(Rec), as long a8 does not logically deduceq, the sentencg — —« should be canceled after
a successive revision hyfollowed by 3, no matter how strong the initial belief [ — —«. A
simple example shows that this behavior may not be reasonable:

Example 9. All her childhood, Alice was taught by her parents that a person whaotda lie
is not a good person. So Alice believed, initially, that if Bob has told a lie thees het a good
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person. After her first date with Bob, she began to believe that he ischgyoo Then a reliable
friend of Alice warns her that Bob is in fact a liar, and Alice chooses to belwr. Now, should
Alice still believe that Bob is a good guy?

Supposd and g represent, respectively, Bob is a liar and Bob is a good person. Since

[ ¥ =g, it follows from Postulate (Rec) thgtc Bel((K * g) = 1), in other words, Alice should

not challenge Bob’s morality and still believe he is good, and hence to digbelibat her
parents taught her. But by common-sense it is at least as reasonable tamdhe belief that

Bob is good. This shows that Postulate (Rec) is too strict a criterion fotétbkaelief revision
operators. As Postulate (Rec) has been shown corresponding to shedeaervatism in the
change of conditional beliefs, the above argument is also a criticism ofdkedenservatism.

In [Zhang, 2004 it has also been argued that Postulate (Rec) is too radical becausbasdy
revision operators are admissible which assign the highest plausibility towhmfuigmation.

Based on above arguments, | depict in Figure 3.1 a map of iterated revisoators. that
natural revision is also the most conservative AGM revision operatisrhtiwever of no practi-
cal interest to investigate the least conservative AGM operators keohtie total freedom on
the change of conditional beliefs allowed by the modified AGM postulates.

natural lexicographic

(CB) (Rec)
most conservative least conservative

Figure 3.1: A map of iterated revision operators.

3.3 The Problem of Implicit Dependence

Although the DP theory seems a quite acceptable extension to the AGM thedgréted be-
lief revision, it is not without problems. Specifically, the DP postulates amsistent with (CB),
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hence they do not block counter-examples against natural revisionhélkfellowing one, pro-
posed by Darwiche and Pearl themselves:

Example 10. [Darwiche and Pearl, 199We encounter a strange new animal and it appears to
be a bird, so we believe the animal is a bird. As it comes closer to our hiding,plac see
clearly that the animal is red, so we believe that it is a red bird. To remothefuloubts about
the animal birdhood, we call in a bird expert who takes it for examinationcandludes that

it is not really a bird but some sort of mammal. The question now is whether auddshtill
believe that the animal is red.

As argued inDarwiche and Pearl, 199 7Ave have every reason to keep our belief that the
animal is red, since birdhood and color are not correlated. Howestrral revision enforces
us to give up the belief of the animal’s color. Suppds€(K) = Cn({bird}). According to
Postulate (CB), sincExred - —(—bird) it follows that (Kxred)*«—bird = ICx—bird.

In being compatible with (CB), the DP postulates are not strong enough targae that
the belief of the animal’s color is retained. This can be intuitively explainedlésafs: After
observing the animal’s color, we are actually acquiring a new conditiorif pbeamely, that
the animal is red even if it were not a bird i.ehird > red. However, the DP postulates do not
enforce the acquisition of conditional beliefs.

In the sequel, I first give a formal analysis of this weakness of the BRifades, and then |
present an additional postulate by which this problem is overcome (apaditily).

As pointed out in @rdenfors’preservation criterionthe dependences between the beliefs
play an important role in the process of belief revisi@ardenfors, 1990

If a belief state is revised by a sentengethen all sentences that are independent of the
validity of o should be retained in the revised state of belief.

The principle of minimal change that have been used in the AGM theory isl msalmost
exclusively logical considerations. However, the dependence redaticnextra-logical pref-
erence factors of the belief states. It is therefore necessary to forstatly the problem of
dependence.

To begin with, | define the notion of dependence between sentences betieh state.
Formall)Hg

3seg[Farifias del Cerro and Herzig, 1909®r a similar definition.
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Definition 3.4. SupposeC is a belief state. Let, 5 two sentences. Thehis called todepend
onain Kiff 8 € Bel(K) andj ¢ Bel(K x ~«). Two sentenceg, 5 are said to belependent
in K if either o depends oW or 3 depends o in .

I will first show that there is a so-callgmtoblem of implicit dependende the AGM theory.
Then | argue that problem of implicit dependence is overlooked in the Dityth@/ithout loss
of generality, assume that a belief stités of the form(K, <g), such tha i is an EE onk..
For easy reference, | present again Condition (C*) used in the cmtist model based on EE.

(CY pe K x«iffeitherk —a or —a <g (-aV 3)

Consider, now, a (non-tautological) new evidencéVhenever3 € K, Condition (C*) implies
that if o« £x a Vv 3, theng is (implicitly) dependent orv in /C. Informally, we can consider
that sentences with lower plausibility have the tendency to depend on semteith higher
plausibility. This kind of dependency could be problematic. In particular, jtassible that
two initially independent sentences become, undesirably, dependema afteision step. In
Example 10, for instanceed becomes dependent duird after revising byred, sincered is
assigned by natural revision the lowest plausibility.

The general problem of natural revision is that it assigns the lowessipitity to the new
information without asserting conditional beliefs for independence. Tiisiew information
depends on all other beliefs which survive the revision process. Xpiaias why severe revi-
sion always cancels all previous evidences. Of course, this is notyngepeoblem of natural
revision: In the revised belief statd * o, <rx..), regardless of the plausibility of the new
information «, a beliefs (logically unrelated tax) with a lower plausibility will depend on
«, unless the revision operator explicitly makes the conditiof ., o \V 3 true. If initially
a £x aV G, the validation olv <., a VvV § means the revision operator should assert explic-
itly the conditional belief-a: > 3. Symmetrically, a rational revision operator also should take
care of the implicit dependence of the new information on other beliefs witrehiglausibility.

The analysis in the previous section shows that in order to overcome thlemrof implicit
dependence, the revision operator must explicitly assert some condbbieliefk. It is easy to
see that the DP postulates only requirefiheservatiorof conditional beliefs when a belief state
K is revised witha: Postulates (DP1) and (DP2) neither require to add nor to remove certain
conditional beliefs (namely, those conditioned@rin cases + « or 8 - —«; Postulate (DP3)
requires to retain the conditional belj@¢ts> «; finally, Postulate (DP4) requires not to obtain the
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new conditional belief > —«. Since none of the DP postulates requires to make independence
assumptions, a new postulates is necessary to avoid undesirable depesde

3.3.1 Postulate of Independence

As already mentioned, the revision process may introduce undesiraldadiies in both
directions. That is, it could be that the new information becomes depeadeniisting beliefs,
or that it is the other way around. Prior to stating the new postulate, | showhthBP postulates
impose some constraints on the retention of the independence information dlirecteon. In
the presence of the AGM postulates, Postulate (DP2) implies the following:

(WDP2) If 8 € Bel(K * —a), theng € Bel((K * a)x—a)

Supposes € Bel(K), Postulate (WDP) guarantees thapifs not dependent on the new infor-
mationa in /C, then it also does not depend arnn K * a.

Observation 3.5. Supposex is an iterated revision operator that satisfigs*(L)-(X*8). If x
satisfies (DP2), then it also satisfies (WDP2).

In order to ensure the explicit assertion of independence information iothiee direction,
| propose the following postulate ¢didependencéweak version) dual to (WDP2):

(WInd)  If & € Bel(K«—f3) thena € Bel((Kxa)x—[3)

Supposen € Bel(K), Postulate (WInd) guarantees that if the new informatodoes not
depend org in K, then it also does not depend @Grin K x a.

As itis too much to require that the new informatieiis already believed (i.ey € Bel(K)),
| propose the following postulate ¢idependencéstrong version):

(Ind)  If =« ¢ Bel(K+—(3) thena € Bel((Kxa)x—03)

Postulate (Ind) says that if the conditional belig? > —« is not held in/C, thena does not
depend orB in K * a.

Itis not difficult to see that (Ind) is a strengthening of (WInd), in thesprece of the modified
AGM postulates:
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Observation 3.6. Supposex is an iterated revision operator that satisfigs*(L)-(KX*8). If x
satisfies (Ind), then it also satisfies (WInd).

Postulate (Ind) is sufficient to overcome the problem of implicit dependeae&an be
shown by reconsidering Example 10 (in whiél(X) = Cn({bird})). According to (Ind),
(Kxred)x—bird F red, given that'C«x—bird ¥ —red. This shows that the new postulate blocks
unreasonable behavior which are admitted by the DP postulates.

3.3.2 Representation Theorems

In order to formally justify the new postulate, | will provide a representati@otém along the

line of Theorem 3.13.

Theorem 3.7. Suppose is a finitary propositional logic. Let be an iterated revision operator
satisfying Postulates{*1)-(X x 8). Thenx satisfies Postulate (Ind) iff its corresponding faithful
assignment satisfies the following condition:

(IndR)  IfW; = aandWs = —a, thenWy < W impliesW; <jsa Wa.

Theorem 3.7 shows that Postulate (Ind) is quite natural and not overyrained: Suppose
K is revised by, Condition (IndR) requires a world’; conforming the new information to
become more plausible than a wolld, violating «, if 7 was at least as plausible HS,.

It is easy to see that Postulate (Ind) implies both (DP3) and (DP4), in tlsence of the
modified AGM postulates:

Observation 3.8. Supposex is an iterated revision operator that satisfigs*()-(X*8). If x
satisfies (Ind), then it also satisfies (DP3) and (DP4).

As we will see in_Section 3.4.2 that Postulate (Ind) is also consistent with the pubdifi
AGM, (DP1) and (DP2).

Base on above arguments, | suggest to use the modified AGM postulatesadibrigps-
tulates (DP1), (DP2), and (Ind) to govern iterated belief revision. Itagtvto mention that
Postulate (Ind) has later, and independently, been proposibuthet al, 2005, where an
iterated revision operator is calletimissibleiff it satisfies all above-mentioned postulates.
Booth et al., also proposed an interesting instance of admissible revisioatagemamely,
the so-calledestrained revisionwhich additionally satisfies the following postulate:
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(D) If = € Bel(K * ) and—f € Bel(K * «), then—a € (K * a) * (.

In [Boothet al,, 2009, two sentences, 3 are also said to be counteracting if they satisfy the
premise of Postulate (D). It has also been shown that Postulate (D) istsemitgicharacterized
by the following condition:

(DR)  If W1 = a, Wa = aandWs (= K * a, thenW < Wa impliesWy <., Wa

It is easy to see that (D) is a weakening of (CB). However, Postulatés(Brjticized in
[Darwiche and Pearl, 199by the following example.

Example 11. [Darwiche and Pearl, 199We believe exactly one of John and Mary committed
a murder. Now we get persuasive evidence indicating that John is theraurdhis is followed
by persuasive information indicating that Mary is the Murderer. AccgrttnD), we are forced
to conclude that Mary, but not John, was involved in the murder.

The following theorem shows that restrained revision is the most cornseramissible
revision operator, effecting least changes in the faithful ranking perigteeformulated AGM
postulates, (DP1), (DP2) and (Ind).

Theorem 3.9. [Boothet al, 2009 SupposeL is a finitary propositional logic. Let be an
iterated revision operator satisfying Postulaté$+()-(XC«8). Then« satisfies Postulates (DP1),
(DP2), (Ind) and (D) iff its corresponding faithful assignment satisfyfthlewing condition:

(R) Wy, Wy £ K * o, thenWy <. W5 precisely when
{ W1 < Wy or,
7% <K Wo andW1 ): OC,WQ [# «

SupposeC is revised byn. Condition (R) says the relative ordering of the possible worlds
that are not models df « o does not change, except farworlds and-a-worlds on the same
plausibility level: They are split into two levels with-worlds being (strictly) more plausible
than—a-worlds.

A refined map of iterated revision operators can be found in Figure 32 dabove argu-
ments, all rational iterated revision operators should be located in the ingieettipse.
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natural  restrained lexicographic

(CB) (D) (Rec)
most conservative least conservative

Figure 3.2: A refined map of iterated revision operators.
3.4 A General Framework for Iterated Revision

In the representation theorem of the DP postulates|(i.e., Theorem 3.33)lasuwhat of Postu-
late (Ind) (i.e., Theorem 3.7), the underlying langu#gs assumed to be a finitary propositional
logic. An interesting question is can we extend those results to a generaldogitage, which
needs not to be finitary nor propositional?

3.4.1 Representation Theorems for Infinite Languages

After a careful analysis of the proof {iDarwiche and Pearl, 19971 found that the restriction
of £ being propositional can be lifted without any problem. Moreover, the fiagerofL is
exploited only in one direction of the proof. Therefore, the following sidfit condition for the
DP postulates still holds even4fis neither finitary nor propositional.

Theorem 3.10.Letx be an iterated revision operator satisfying Postulat€$l)-(x*8). Thenx
satisfies Postulates (DP1)-(DP4) if it is induced from a faithful assignmeaitdhtisfies the
following conditions:

(DPRl) |fW1, Wg ): «, thenW1 nye WQ iff W1 <Kxa WQ.
(DPRZ) |fW1, Wy b& Q, thenWl <K Wy iff W1 <KCxa Ws.
(DPR3)  IfW; = aandWs [~ a, thenWy <x Wa impliesW; <jx.q Wa.

(DPR4)  IfW; E aandWy £ «, thenWy < Wy impliesW; <icwa Wa.



3.4. A General Framework for Iterated Revision 53

Similarly, | am able to obtain the following sufficient condition for Postulates ) lior
general languages.

Theorem 3.11.Letx be an iterated revision operator satisfying Postulat€$1)-(/C+8). Thenx
satisfies Postulate (Ind) if it is induced from a faithful assignment that satigfee following
condition:

(IndR)  IfW; E aandWy = —a, thenWWy < Wy impliesW; <jxcia Wa.

Unfortunately, the other direction of Theorem 3.11 (as well as Theor#fr) 8oes not hold
in general. The main reason is that, for infinite languages, there is no @retoorrespondence
between an iterated revision operator and a faithful assignmenkZ Lie¢ a belief state aneli,

a faithful ranking onkC;. SupposéV; <, W5 and there does not exist consistent sentence
such thatV;, Wy = « andW; € min([a], =<k, ). Itis not difficult to see that by swapping the
relative order ofit; and W, (the rest of<x, remains unchanged), we obtain another faithful
ranking= ¥ such that for any consistent sentengenin ([}, =i, ) = min([«], jkl). In other
words, the relative ordering &¥; and¥; is not relevant wrt=<, . Suppose now is a faithful
assignment withjhlzj;q, andsx is the iterated revision induced from Obviously, we can
construct another faithful assignmeritwhich also corresponds tq such that, ifC = K; then

W (K) ==, otherwiseh'(K) = h(K).

The following example shows that there indeed exists a faithful ranking ichadome
possible worlds are irrelevantly ordered.

Example 12. Supposel contains countably infinite sentencgs;);>o, such thaty; F —a;

iff ¢ > j. Let K = Cn({ao}). Then by definingS; = [«;] for any consistent sentencg,

we can construct a SOS centered orjK] s.t., the minimal sphere intersegts;| is exactly

S;. Since/, is infinite, each spherg; infinitely many elements, hence contains at least two
elements (this is not the casedfis finite). Take any two possiblé;, W; such thatV; € S;,

W; € S;and0 < i < j. RemovingW;, W; from S;, S; and adding two sphere&3, \ {WW;}
andO, \ {W;, W;}, we can construct a modified S@®. It is not difficult to see thatV’;, W

is irrelevant ordered wrt. the faithful ranking correspondingsto

As we have seen changing the relative plausibility order of two irrelevalgred possible
worlds will not affect the way an iterated revision operator revises tbhpgsitional beliefs in
the subsequent revision. Therefore, we should not expect the EiRla@ies and Postulate (Ind)
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restrict the changes of irrelevant ordering. An interesting problem &t whnstraints these
postulates impose on the change of relevant ordering? In order to dmalfanalysis of the
problem, we first need to formally define the notion of relevant ordering:

Definition 3.12. Let < be a faithful ranking and¥;, W5 two possible worlds. Thefl; is
said to berelevantly at least as plausibles W, (denoted byil; <% Wa) wrt. =i iff there
is a sentence such that?y, Wy = v andW; € min([y], <x). Wi is calledrelevantly more
plausiblethanWW, (denoted by, < Wh) iff Wy <3 Wo andWy < Wa.

Two possible worldsVy, W, are called relevantly ordered it iff either W, <3. W, or
Wy =% W1. As we have seen, in general, not all pairs of possible worlds arearglg\ordered
wrt. a given faithful ranking.

The following results given necessary and sufficient conditions oftliP@®P2) and (Ind)
in terms of the constraints they impose on the changes of relevant plausibiksrayd

Theorem 3.13. Suppose that an iterated revision operator satisfies Postul#i&s){(KX*8).
The operator satisfies Postulates (DP1),(DP2) and (Ind) iff the opegatd its corresponding
faithful assignment satisfy:

(DPRY)  If Wi, Wy |= a, thenW; <L Wy iff Wy <3, Wa.
(DPRZQ) If Wl, WQ F& «, thenW1 jfc Wg iff %) quC*a Wg.

(IndR?)  If W1 = aandWs (= o, thenW; <3¢ Ws implies eitheri/;, s
are not relevantly ordered wrtyc.., or Wy <g.,,, Wo.

Theorem 3.13 shows Postulates (DP1), (DP2) and (Ind) also make & $ense in the
setting of infinite languages. Suppokeis revised bya. Conditions (DPRY) and (DPR2)
say if two a-worlds (—a-worlds) are relevantly ordered after revision iff they were relevantly
ordered, and their relative plausible ordering should not changeditam (IndR") says if a
a-world Wy was relevantly at least plausible as.a-world W5 thenW; is relevantly (strictly)
more plausible thaml/; after revision, unles®’;, W5 become not relevantly ordered.

Itis in principle possible that a belief state contains some irrelevant extiealqgeference
information. But in practice, we can hardly image that we will make use of kinthof belief
states. An interesting question is how we could guarantee that a belief stat@tdtntain ir-
relevant extra-logical preference information? The following resutshthat any two possible
worlds are relevantly ordered in a faithful ranking for finite languages:
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Observation 3.14. Suppos€ is a finite language. Lekx be a faithful ranking on some belief
stateXC. Then for anyiy, W5 € ©,, W7 and W, are relevantly ordered irs.

Given the above result, it is not difficult to see that Theorem 3.3 (therpgarding (DP1)
and (DP2)) and Theorem 3.7 can be directly derived from Theoref 3.1

Itis also worth to mention that a finite underlying language is not necessadjtmn to have
belief states without irrelevant extra-logical preference information.willessee in Chapter 4
how to define belief states without irrelevant extra-logic information for itgfitanguages.

3.4.2 An lterated OCF Revision Operator

As limiting cases of admissible revision, i.e., restrained revision and lexichbigragvision,
are shown to be too radical. In this section, | present an admissible rewipgnator which
lays between the two radical operators. The operator is based on’Spobyosal ofordinal
conditional function§OCF, for short) Spohn, 1988

Originally, an ordinal conditional function (OCH)is a mapping from the set of possible
worlds © to the class of ordinals. Like ibfSpohn, 199}, for mathematical simplicity, we
consider the range of an OGFis N4 For any possible worldV, k(W) is called therank of
W. Intuitively, the rank of a world represents its degree of implausibility. Theetdts rank,
more plausible is the possible world.

An OCF k is a general belief state from which we can induce a belief set and a faithfu
ranking= (according to ranks of possible worlds), whée?el (k) is the set of sentences which
hold in all worlds of ranl0:

Bel(k) = Th({W | k(W) = 0}) (3.1)

Note that, unlike ifSpohn, 1988 it is not required that the set of possible worlds with rank
0 be non-empty. Therefore, the approach presented here can alseittieiaconsistent belief
sets.

“Here,N represents the set of all natural numbers and the set of all positigeisté.e., natural number greater
than0) is denoted byN .
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An OCF is extended to a ranking of sentences as follows:

K(B) = { > Lo (3:2)
min{k(W)|W |= —-0)} otherwise
Put in words, the rank of a sentence is the lowest rank of a world in whielséhtence does
not holcE Hence, the higher the rank of a sentence, the firmer the belief in it, and ltbEdmt
consists of all sentences with rank greater tharin fact, it is not hard to see that an OGF
determines an EE as follows:

a <j, Biff k(o) < k(B) (3.3)

Observation 3.15. Given an OCFk, the binary relation<; defined by/((3.3) satisfies (EE1)—
(EE5).

Now, | present a generalized revision operator (nam@tdorcement OCF revisigrwhich
also allows to assign different evidence degrees to new information. AR (S revised
according to new information with evidence degree: € N as follows:

(kgm) (W) =

{ kW) —k(-a) ifW Ea (3.4)

E(W)+m otherwise

Intuitively, reinforcement OCF revision can be depicted in Figure 3.3revhigcles on the
left (right) side of the vertical dotted line represemworlds (—a-worlds respectively); the
vertical coordinate of a possible world denotes its rank. Moreovenggsof ranks are denoted
by the arrows: ranks af-worlds decreasels(—«a), whereas ranks ofa-worlds increasess.

To see an concrete example, let us recall Example 7. Assume now our ieiiifl $tate
is represented by an OUFas shown in the second columnm&ncek(ﬁﬁs) =1,
according to[(3.4) and we have learn tiatis not smart with evidence degree It is easy to
see that:(——s) = k(s) = 1. Therefore, our revised belief staté , is the one shown in the
last column. Asi¥; is most plausibles-world in kX, 5, whenkZ , is revised bys we will still

believe thatX is rich.

5In Spohn’s original proposal, the rank of a sentence is the lowestafeakvorld in which it is true. So the rank
of g there is equal t&(—3) here.
SFor the sake of simplicitys andr are assumed the only atoms.
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Figure 3.3: Reinforcement OCF revision

[ possibleworlds [ % [ &, |
Wl = CTL({S,T}) 0 2
Wy = Cn({s,—r}) | 1| 3
W3 = Cn({—\s,r}) 1 0
Wi=Cn({-s,—r}) | 2] 1

Table 3.2: An example of reinforcement OCF revision.

Formal Properties

It is easy to see that the value of the evidence degree will not affectdimlaontents of the
revised OCF.

Observation 3.16. Letk be an OCF andy a sentence, then for amy,, ms € NT,

Bel(ky,,) = Bel(kim,)
Assuming an arbitrary but fixed evidence degree for any new informatistandard iterated
revision operator is obtained and the satisfiability of the modified AGM postutdoes with
Postulates (DP1), (DP2), and (Ind) is a direct consequence of@ime®.2, 3.10 and 3.11.

Theorem 3.17. Assume an arbitrary but fixed evidence degree for any new informalioen
reinforcement OCF revision satisfies all AGM postulat€$l)-(X*8) as well as (DP1), (DP2)
and (Ind).

Incidentally, Theorem 3.17 shows that Postulate (Ind) is consistent witindlgied AGM
and DP postulates. Itis also obvious that reinforcement OCF revisigaeatisfy (CB), (D)
or (Rec).
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| can even prove a stronger result with varying evidence degreeshdve the satisfiability
of the postulates in case of varying evidence degrees, we need theifigllesult, which fully
characterizes the change of belief degrees of non-tautological seaten

Observation 3.18. Let k£ be an OCF and«, m) be any new information. Then for any non-
tautological sentencg,

k(B) +m if o — 3
kym(B) =< k(o — B) — k(-a) else if k(o — B) = k(B)
min(k(a — 8) — k(=a), k(8) + m) else

Since the belief degree of a tautological sentence is alwayshe above result actually
gives a full characterization of the change of beliefs degrees foemaikaces.

As a direct consequence [of Observation 3.18, it can be seen thatirifeeement OCF
revision indeed has a reinforcement effect, in the sense that, the ewidegrees of the new
information are accumulated.

Observation 3.19. Let & be an arbitrary OCF andx a new non-tautological sentence with
evidence degree: € N*. Then

kom(a) = k(a) +m

From a pragmatic point of view, this is a desirable property in particulardarains where
several independent information sources provide new informationidicdise, it is appropriate
to sum up the evidence degrees of the same information from differertesou

Finally, with the help of Observation 3.18, | am able to prove that reinforotivase revi-
sion satisfies Postulates (DP1), (DP2) and (Ind), regardless ofne@diegrees.

Theorem 3.20.For arbitrary m1, ms € N, reinforcement OCF revision satisfies the following
conditions:

(EDP1) If8F o, then(kii,, )" = k%"

Byma2 Byma*

(EDP2) If3 F —a, then(kiin, )" = ki*

67m2 = ﬁ:mZI

(EInd) If there existsn such thatk::’; . e then(kgim, )™ F a.

—B,ma
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It is worth mentioning that revisions based on OCFs are particularly suitabigmplemen-
tations of belief revision. For instance, in Chapter 4 | will present a alguritir the revision
of belief bases which is equivalent to the belief revision defined by (3.4).

3.5 Discussions and Related Work

In the previous sections, | argue that a rational iterated revision opstaiald be a function on
belief states, which satisfies the modified AGM postulates, as well as, Post{iddé), (DP2),
and (Ind).

The notion of (iterated) revision operator itself is not uncontroversialrantbe belief re-
visionists. As in Darwiche and Pearl’s original wdrk994, revision operators are most com-
monly viewed as binary functions which map a belief set and the new informatibe revised
belief set. This is problematic in two aspects. First of all, the revision operatadied in
the AGM theory are local in the sense that a fixed belief set is assumedh r&usion op-
erators are more appropriately considered as unary functions, whighhmaew information
« to a revised belief sek” x «, with the understanding thdt is taken to be the background
knowledge[Rott, 1999. Secondly, the extra-logical preference information should play a role
in the revision process. Based on the characterization of revisiontopees unary functions,
[Nayaket al, 2003 have proposed to view belief revision as dynamic, in the sense that the
operator (i.e., the revision policy) itself evolves after each revision by gatfin revised be-
lief set as the new background knowledgeWhile theoretically sound, the idea of dynamic
revision is technically quite confusing in the sense that realizing a dynamigioevseems
like devising an algorithm which evolves after each run. Most belief ravisioow consider
that (iterated) revision operators to be functions on belief §tatémann, 1995; Rott, 1999;
Darwiche and Pearl, 1994; Williams, 1994b; Konieczny aaceR, 2000, although there is no
consensus on what is a belief state.

Furthermore, while Postulate (DP1) is almost universally accepted, PlestDia2) seems
to be more problematic. In fact, it is mainly different attitudes to Postulate (DR2jwprovoke
the disputation on the framework for iterated belief revision. In defensigeafiew framework,
| argue that, according to the semantical characterization (ConditionsRpé&id (DPR2)),
Postulate (DP2) seems as reasonable as Postulate (DP1). If being thfabméto: does not

"Essentially, they consider the extra-logical preference informatioma®pthe revision operator.
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change the relative ordering aefworlds, why should the relative ordering efx-worlds be
changed? This idea is also supported by Spohn, who argues that it ieastynable to change
the relative ordering betweenworlds and-«-worlds[Spohn, 1988

To provide further support of Postulate (DP2), | show that it plays aroitapt role in
the principle of minimal change. Recently, R61#999; 2000 has pointed out that “ it is
a pure myth that minimal change principles are the foundation of existing tlseafrieelief
revision, as least as far as the AGM tradition is concerned”. His arguimentinly based
on the fact that full meet revision (see Observation 2.7) perfectly satiafleAGM postu-
lates [Alchourron and Makinson, 1982; Rott, 2000 Recall, full meet revision is defined as
follows:

K it K ¥
K*aa—{ e * (3.5)

Cn(a) otherwise

Full meet revision is also calle@imnesic revisiomy Rott, as it completely “forgets” the prior
beliefs in a severe revision. It is worth to mention that amnesic revision ddfes ge problem

of categorial mis-matching, as a belief gétand the new informatiom: uniquely determine
the revised belief sek’ x, «. Therefore, it is already an iterated revision which satisfies the
modified AGM postulates. Despite its radical behavior, amnesic revisiomisiagly satisfies

all DP postulates, but (DP2).

Observation 3.21. Amnesic revisior,, satisfies (DP1), (DP3), and (DP4), but violates (DP2).

The above result shows Postulate (DP2) helps to minimize on the changepofsjiional
beliefs.

At first glance, the existence of amnesic revision challenges the idealibb¢bstate should
contain some extra-logical preference information. | argue that it is npmengpriate to consider
that (in amnesic revision) the extra-logical preference information cadama belief staté’
is uniquely determined by its belief sBel(KC). It is not difficult to see that amnesic revision is
induced from the following faithful assignmeht such that, for any belief staté:

7% jIhCWQIff Wy ):K:OI’WQ%K:

Putin worlds,j,hC splits® into only two levels, such that all possible worlds (not] Bel/(C)]
are in the same patrtition.

In the sequel, | will give a detailed comparison of the present framewattk tive most
prominent existing approaches to iterated revision.
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3.5.1 Freund and Lehmann’s Proposals

Freund and Lehmanr{1994 were the first to point out that the AGM postulates
are inconsistent with the following original version of Postulate (DP2) (dali€2)

in [Darwiche and Pearl, 199% when revision operators are considered as binary functions on
belief sets.

(C2) IfpF-athen(K xa)*f =K *[.

To avoid the inconsistency, they have suggested to replace the originmddRates by the
so-calledminimal influencepostulate:

(K*9) If K1+ —aandKsF —a,thenK; x a = Ko * a.

According to (K*9), the revised belief sdt x o does not depend oA at all in the case of
a severe revision. This is of course a very strong restriction, whichtemlhe intuition that
the prior beliefs should play a major role. Furthermore, in the presence &M postulates,
(K*9) implies (C1), (C3), (C4) (original version of (DP1), (DP3) afiglP4)) and the following
weakening of Postulates (C2):

(C2) If K+ —-BandBF —a,then(K xa) 3 = K 3

Strong as itis, Postulate (K*9) on the other hand is, on the other hand gak tw even rule out
amnesic revision.

However, we have seen that the modified AGM postulates are consisterfDii#), which
means the culprit of the inconsistency between the AGM postulates and (fB2)assumption
that revision operators are binary functions on belief sets. As alrdadysted, this assumption
is not accepted, if not denied, by many researchers. Therefongrdpesal of (K*9) is in some
sense not well-grounded.

A conclusion Freund and Lehmann have drawn is that the AGM framewardtithe right
one in which to study iterated revision. In a later work, Lehmann therefms@toposed another
framework for iterated revision, in which a belief stateis a finite sequence of consistent
(propositional) sentencé$; : ... : 3,,) (the revision history of the agerffijehmann, 199 In
Lehmann’s framework, the iterated revision operator is triviak o is simply defined as the
concatenatiofC : «) of K anda. Similarly, we might denot&/C; : KCs) by K * 2. What
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seems more difficult to define, however, is a mappiBg!” from a belief state to its belief set.
For this purpose, Lehmann has proposed the following set of postulates:

(I11)  Bel(K) is a consistent logical theory

(12) o€ Bel(K *a)

(I3) If B € Bel(K * ), thena — B € Bel(K)

(14)  If o € Bel(K), thenk « K1 = (K # a) + K3

(I5) If BF a, then((K * a) * 3) * K1 = (K % 8) * K1

(I6) If =3 ¢ Bel(K % a), then((K + a) * 8) * K1 = (K * a) * a A B) * K

(17)  Bel((K*—=8)x3) C Bel(K) + 3

Readers are referred fpehmann, 199Ffor the relation between Lehmann’s postulates and the
AGM postulates. It is worth to mention that Postulate (15) is in fact just antamfapf Postulate
(DP1).

To provide a constructive model, Lehmann has shown that his postulatesigraze the
so-calledwidening ranked revisianA widening ranked model is a functignwhich maps an
ordinal to a non-empty subset 6f; s.t.,

1. for anyn, m, if n < m, theng(n) C g(m), and

2. foranyW € ©, there exists with W € g(n).

Given a widening ranked modeg| we can inductively define a ranKX) and a set of worlds
p(K) for any belief stateC:

e 7({)) = 0andp(()) = g(0),

e 7((K:a)) =minp(K, ) andp((K : a)) = g(r((K : ))) N [a],

whereming (I, «) is the minimal ordinah s.t.,n > r(K) andg(n) N [«] # 0.

The widening ranked revision (essentially, the mapphag) is then defined as follows:

Bel(K * a) = Th(p({K : a)))
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Lehmann has shown that the widening ranked revision generated froheaing ranked
model satisfies Postulates (11)-(17). Conversely, any revision tpethat satisfies Postu-
lates (11)-(17) can be constructed as widening ranked revision. A npapiriem with widening
ranked revision is that it is based on a fixed widening ranked model whiekténal to the
agent’s beliefs. Therefore, it is a kind of external revision which teenlxriticized by Rott as
embodying a bad philosophy (cf. Section 3.1).

3.5.2 Revision Operators with Memory

Konieczny and Brez have proposed yet another framework for iterated revision, hwhic
considers as the agent's belief state the sequence of consistent esnteacagent has
learnedKonieczny and Brez, 200] Like in Lehmann’s approach, the revised belief statex

is just the concatenation & and«. However, Konieczny andéez have suggested a different
set of postulates for iterated belief revision, which are essentially amefation of the AGM
postulates along with the following oge:

(H7) K=xK;=K=*(ABel(Ky))

Postulate (H7) is a sort of associativity law, which expresses the stamfglence in the new
information. It is not difficult to see that (H7) implies (Rec).

The postulates proposed by Konieczny agdeR characterize the so-calleision opera-
tors with memory Formally, a faithful assignment ovéYis a function which maps a sentence
« to a total pre-order,,, such that,

o If Wi, Wo ): a, thenWy =, Wh.

o If I ): o andW, ): -, thenW; <, Ws.

Note that=,, is nothing but a faithful ranking o6'n(«).

Given a faithful assignment ovel, we can inductively define a rankingj: of the possible
worlds for any belief staté:

o <=0, x 0O,

8As £ is assumed finite ifKonieczny and Brez, 2000 the conjunctiom Bel(K1) is a well-defined sentence.
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e for anle, Wy W1 j(}C:a) Wy iff Wi <o Ws or Wy =a Wy andW1 nye W,
The revision operator with memory is then defined as follows:

Bel(K % ) = Th(min([a], <x)) (3.6)

A revision operator based on memory satisfies all DP postulates, exceg).(Dust like
Lehmann’s revision, a revision operator with memory assumes a fixed riaktéaithful as-
signment, which means that the agent never changes its revision polioye Hewtt's criticism
regarding widening ranked revisions also applies to revision operattirsnemory.

As a special case, the so-calledsic memory operatds generated from thieasic faithful
assignmenover £ which additionally satisfies the following condition:

o If Wi, Wo ): -, thenWy =, Whs.

Put in words,<,, partitions®©, into two levels: the lower level contains altworlds while the

other level contains atha-worlds.

In fact, basic memory operator is equivalent to Nay#descographic revisiorfwith “naked
evidence”) (cf.| Section 3.2.2). Not surprisingly, therefore, Konigcand Rerez were able to
show that basic memory operator satisfies all DP Postulates.

In their later work, Konieczny andé@ez[2004 have suggested to lift the unrealistic restric-
tion by allowing the faithful ranking of the new evidence to be dynamic, meahiaitgogically
equivalent evidences may come with distinct faithful rankings. The neigiom operator has
therefore been nametynamic revision operators with memory

Konieczny and Brez have shown that dynamic revision operator with memory satisfies
(DP1), (DP3) and (DP4), but violates (DP2). Based on this, they batieized (DP2) as too
strong[Konieczny and Brez, 200D In particular, they have suggested the following counterex-
ample:

Example 13. Consider an electric circuit containing an adder and a multiplier. The atomic
propositionsadder_ok andmultiplier_ok denote respectively that the adder and the multiplier
are working. Initially we have no information about this circuB4/(K) = Cn({})), and we
then learn that the adder and the multiplier are working € adder_ok N multiplier_ok).
Thereafter, someone tells us that the adder is actually not worldng (—adder_ok). There
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is no reason to "forget” that the multiplier is working, whereas imposed b2Dwe have
(K *a)* [ =Kx*[ = -adder_ok, sinceg - —a.

In favor of (DP2), | give a counterargument of Konieczny ar@eR’s criticism. First |
observe that a (dynamic) revision operator with memory is not a single revagierator, un-
like the AGM framework attempts to model. Since the new information is coupled with a
faithful ranking, a revision operator with memory (except basic memorigim®y) essentially
is a multiple revision operator which revises a belief state with another belief #tftr ob-
serving that, it is no surprise that (DP2) is violated since this postulate is owgded for
single revision operators. This argument is supported by the fact that imemory revision
does satisfy (DP2). From the perspective of single revision, the hayosed by (DP2) in
Example 13 is perfectly reasonable, since the evidenisesupposed to be an atomic piece of
information. Note that, in case we learnedder_ok andmutiplier_ok subsequently, thanks
to Postulate (Ind), we will retaimultiplier_ok after the—adder_ok-revision. In fact it is not
difficult to see that if we want the revision operator with memory to exhibit tHeabier ex-
pected by Konieczny andéPez, then the faithful ranking that comes wittshould encode the
independence ohultiplier_ok andadder_ok. This somehow highlights the subtle distinction
between revising by a conjunction of sentences and revising by a sitehges (with different
plausibility degrees) (cf. the discussion[iNayaket al,, 19961), which will be further culti-
vated in Chapter 5. Based on the above argument, | consider (DP2) jastiéied postulate for
single revision operators, although it could be too strong for multiple revigi@nators.

3.5.3 Dynamic Revision Operators

Independently[Nayaket al, 19964 have also noticed the inconsistency between (C2) and the
original AGM postulates. Their solution to avoid inconsistency has beenwohedief revision
as dynamic, which has been mentioned already. By doing so, it becom&blpds safely
accept the DP postulates. The framework of dynamic revision operatocst i®o different
from the DP framework, except that the former makes explicit the ideaadfigonary revision

policy.
The problem of the DP postulates to be overly permissive has been algedsthydNayak

et al, [1996a; 200B They have suggested to strengthen the DP postulates by the following
so-called postulate of Conjunction:

°In [Nayaket al, 2003, (Conj) is written as “Ifa ¥ =3, then(K * o) #* 3 = K * (8 A a).”, wherex* denotes
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(Conj) Ifak¥ —p,then(Kxa)*xB=Kx*(8Aa).

In the presence of the modified AGM postulates, (Conj) is strong enough tp {BP1), (DP3),
(DP4) and (Rec).

| argue that (Conj) is too strong, as (Rec) already is criticized in Sectiol 8fbeing too
strong. With regard to the postulate | have proposed, it is easy to sednithpis(a weakening
of Postulate (Rec). This raises the question whether Postulate (Indgmstdo much. Let us
consider an example, taken frdiNayaket al, 19964, which, at first glance, seems to show
that this is indeed the case.

Example 14. Our agent believes that Tweety is a singing bird. However, since theeesisang
correlation between singing and birdhood, the agent is prepared to rétaibelief that Tweety
sings even after accepting the information that Tweety is not a bird, ane sy, if the agent
were to be informed that Tweety does not sing, she would still retain the theliefweety is a
bird. Imagine that the agent first receives the information that Tweety iscimfat a bird, and
later learns that Tweety does not sing.

Nayaket al. claimed that it is only reasonable to assume that the agent should, in the end,

always believe that Tweety is a non-singing non-bird. Indeed, WithHC) = Cn(singingA

bird) it follows from Postulate (Rec) thafC x —bird) « —singing —bird, since¥ —singing—

bird. Postulate (Ind), on the other hand, does not apply in this case. Buehiaibr which

is claimed to be the only reasonable one is not generally justified. Suppossxample, the
agent initially believes firmly thatsinging— bird. It is then possible, after revising bybird,

that the belief inmsinging— bird is stronger than the belief inbird. In this case, after further
revising by—singing the agent believes that Tweety is a bird after all.

Summary

In this chapter, | have formally analyzed the problem of implicit dependasnieh is intrinsic

to belief revision but largely overlooked in the community over the past decad (at least a
partial) solution to the problem, | have proposed to strengthen the DP thearpdw postulate
of independence. The resulting framework for iterated belief revisianaomsists of the (mod-
ified) AGM postulates, (DP1), (DP2) and (Ind). | have informally adjée the new postulate

the evolved operator afterearevision. Accordingly, they have reformulated the DP postulates in tie spirit.
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(Ind) by means of examples, and | have given a formal justification byegaet semantic char-
acterization. Also, a detailed comparison to related work has shown thaethé&amework

is the most satisfactory one thus far in the literature. As a conclusion, ealgu the new
framework provides better criteria for the design of rational iterated behie$ion operators.



Chapter 4

Iterated Belief Revision:
Computational Approaches

In the classical belief revision, the agents considered are infinite beiithsut any limitation

of memory, time, or deductive ability. When realization is concerned, onéchesnsider ad-
ditionally that any realistic agent is a finite being and that calculations take timereftie,

the beliefs of an agent should be represented by a finite belief state,satidfactory revision
operator should not only behave rationally but also consume less time ace[Sjebel, 1994;
Williams, 1995. Adapting belief revision to less idealized agents is far from trivial, as veel ne
an approach which takes these characteristics of finiteness, memory andrtitagons into
accounfWassermann, 1999In order to construct a realizable revision operator, we first need
to find afeasible representatioof belief states. Note that a belief state induces a belief set (the
logical contents) and the extra-logical preference information. Apylgret is not feasible to
represent directly a belief set on a computer, since it is infinite in generi;iethe underlying
languagel is finite, the size of a belief set could also be very huge as it is logically closed
Many researchegiWobck, 1992; Nebel, 199save therefore suggested to represent the logical
contents of a belief state byleelief basethat is, a finite set of sentences (not necessary logi-
cally closed). MoreovelNebel, 1998 has argued that the size of the extra-logical preference
information of a representationally feasible belief state shoulgdbgnomially boundedh the

size of its belief bas[é.

'Formally, thesizeof S, denoted byS|, is the number of symbols occurring B whereas theardinality of a
setS, denoted by|S||, is the number of elements &f.
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In this chapter, computational approaches to iterated belief revision wiliuoiesl. | will
propose a concrete computational iterated revision operator, whichesattsfi AGM, DP and
Independence postulates. To clearly displays the intuition of the operg@sent an OCF-
based semantics. Also, a formal assessment shows that the operatoné opcomputational
complexity and space-consumption.

The rest of the chapter is organized as follows. In the next sectiorelNelt base revision
is recapitulated along with its problems. Then, | present in Section 4.2 thallsch@inforce-
ment base revisionl will give a formal assessment of reinforcement base revision in tefms o
logical properties, computational complexity, and etc. Finally, Section 4.@itena detailed
comparison to related work.

4.1 CutBase Revision

Based on ideas dRott, 1991, Nebel has proposed so-calledt base revisionvhich uses a
very compact representation of belief states. Formalfyjaritized basedenoted by B, <p),

consists of a belief basB and a total pre-ordex 3 on Bbg Note that, given a belief staté of
the form(B, <p), the induced belief seBel(K) consists of all logical consequencesifthat

is, Bel(K) = Cn(B).

Given a prioritized baséB, <p) and a sentence, the cut-set ofy, denoted byt , («),
is defined as follows:

cut (@) = {B € Bl {y € B|B <5} o) (4.)

Put in words, the cut-set af consists of all sentences in classeq Bf, - - - , B,,), such that,
adding next lower clasB;_; leads to the implication af.

Cut base revision is then formally defined as follows:
<B, §B> ®cut O = CUt<B (_‘OZ) U {Oé} (42)

Note thatcut -, (—«) is subset ofB, therefore the size ofB, <p) ®..: « is linearly bounded
in the size ofB anda.

2Note that a prioritized basg3, <) can also be represented by a totally ordered family of classes of seatenc
(B1,- -+, Bn), with a <p giff there existi, j such thatx € B;, 3 € B; andi < j.
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Nebel has shown that the totglz on a belief basé3 can be generalized to an EE.,, 5,
on the belief seC'n(B):

Observation 4.1. [Nebel, 1994 Suppos€éB, <) is a prioritized base. Let ., 5, be a binary
relation on., such that, for any sentencesg:

a <gup O iffcut<,(B) C cute (@) (4.3)

Then<,, 5 satisfies (EE1)—-(EE5), assumitg= Cn(B).

The following result shows that cut base revision applied to a prioritized {@, <p) will
obtain essentially the same result as EE-based revision applied to the bedef{£).

Observation 4.2. [Nebel, 1994; Williams, 1994&Suppos€ B, <) is a prioritized base. Let
<on(p) be the EE onCn(B) as defined by (4/3). Then

{ c if - o
Cn((B,<B) ®cut @) = .
{BeL]|-a<cm ~aVp} otherwise

Nebel's proposal seems a nice step from theory to computation. Unftetyneut base
revision is not an iterated revision operator, since it maps a prioritized d&ab¢he new in-
formation to a revised belief base, instead of a revised prioritized bas¢heA=vised belief
base is not ordered, it is therefore impossible to do a subsequent revisis problem is also
referred to by[Hansson, 2003as the problem of categorial mis-matching. It is not difficult
to see that both constructive models of Section 2.1 also suffer from thdepnaf categorial
mis-matching.

It is an interesting question whether we can construct a satisfactory demtision oper-
ator by a slight modification of cut base revision? Unfortunately, the follgwiiscussion will
show that al least native approaches do not work. To make the pa&sereasier, | assume a
prioritized base is represented by a totally ordered family of classes frs®y By, - - - , By,).

Suppose a prioritized baséBy,---,B,) is revised by a and cut.,(—-a) =
\U{Bi,---,Byn}. According to|((4.2), the revised belief base consistgwf. ,(—a) and a.
Arguably, we have every reason to assume that sentences.in (—«) are ordered as before.
The only problem is where to put the new informatie® Naively, we have two options: let
be less plausible than all sentencesw@f. , (—«) (cf. Figure 4.1(a)), or letr be more plausible
than all sentences efit -, (—«) (cf.|Figure 4.1(b)).
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Base on above discussion, we can define so-cakegtical cut base revisiaas follows:
<B7 §B> ®(S:ut o = <B1 = CUt<B(_'Oé) U {a}, SBl>

wheref <p, viff 5 =ao0r g,y € cut.,(—a)andg <g ~.

As direct consequences |of Theorem 2.14 land Observation 4.2, steptidase revision

satisfies the AGM postulates. It is easy to see that skeptical cut basemeségisfies Postu-
late (CB)

Similarly, so-callectredulous cut base revisiaa defined as follows:
(B.<p) @6y a = (B1 = cut<,(-a) U{a}, <p,)

whereg <p, viff y =aorf,v € cut<,(—a) ands <gp 7.

B, Q
B,
B;
o Bz

(a) (b)

Figure 4.1: Two radical extensions of cut base revision

Analogously, credulous cut base satisfies the AGM postulates. It is atgote see that
credulous cut base revision satisfies (DP1) and (Rec), but violak®)(D

Since both (CB) and (Rec) are too radical, | argue that the two iteratésiaeoperators
obtained by modifying cut base revision naively are not satisfactory.

4.2 Reinforcement Base Revision

The two radical cases in last section suggests that we might need to explitibr@al (quanti-
tative) information in order to obtain more reasonable iterated revision topgtaased on cut
base revision.
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In the sequel, | present such a revision operator in which a belief stagprssented by a
finite set of integer-weighted sentences. Formally,

Definition 4.3. [Jin and Thielscher, 200baAn epistemic entrenchment ba¢EE base, for
short), denoted b = (B, f), consists of a belief bagé and a mapping from B to N* .3 For
any sentencg € B, f((3) is called itsevidence degree

Given an EE basg = (B, f), we denote byE|,, the set of sentences i whose evidence
degrees are exacthy:

=l = {8 € B (8) = m}

Moreover,=™ denotes the set of sentenceddiwhose evidence degrees are at lease
=" = JElli>m)

The belief degree (also callednk) of a sentencg in an EE bas& = (B, f) is defined as

follows:
0 if B j

Rank(3) =< oo elseif - (4.4)
max({m |E™ F [(}) else

Note that, for a sentencé € B, it is possibleRank:(3) > f(3); in this caseg is called
redundantin =. Therefore, the evidence degrggs) of a sentencgl € B is only the lower
bound of its belief degree. It is not difficult to see that redundant seatecan be removed
from an EE base without affecting belief degrees of all sentences.

The belief setBel(=) of an EE bas& = (B, f) is identified with Cn(B), which is also
exactly the set of all sentences with ranks greater ¢than

EE bases are generalized prioritized bases, in the sense, a prioritseeBa z) can be
induced from an EE base = (B, f) by letting:

a <p Biff fla) < f(B)

Given an EE basg = (B, f), the cut-set of a sentenee denoted by:ut=(«), is obtained

3Note that an EE basg = (B, f) can also be represented as a finite set of p&if8i, e1), - - - , (Bn, en)} With
/Bi €B andf(ﬂl) = e;.
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as follows:
cutz(a) = {8 € B|Rank(a) < f(8)} (4.5)

Note that the notion of cut-set defined by (4.5) generalizes that definéd.b). More pre-
cisely, let= = (B, f) be an EE base an@®, <p) be the prioritized base induced frdfi then
cut=(B) = cut< 4 () for any sentencg.

Not surprisingly, given an EE ba&= (B, f), we can also induce an EE;.;=) on Bel (=)
by stipulating:
a <pus O iff Rank(a) < Rank(f) (4.6)

Observation 4.4. [Wobck, 1992 Given an EE bas& = (B, f) , the induced binary relation
<z defined by (4.6) is an EE aBel(B).

It is worth mentioning that the quantitative nature of EE bases allows to egnesre fine-
grained beliefs, e.g., we can encode information likel$ much plausible thap”. Also, the
guantitative nature of EE bases endow us to have a fine-grained contoelief revision.

In the current setting, an iterated revision operator now should be sdanehich maps an
EE base and the new information to the revised EE base. The discussiastionSel suggests
that the major problem is to find an appropriate evidence degree for thanf@wation in the
revised EE base. Obviously, if the new information is purely a sentandken the revision
operator has to assignan evidence degree via a fixed scheme. It is unlikely that there exists
such a fixed scheme suitable for all different kinds of applications.éefboer, based on the same
considerations dfSpohn, 1988 | will consider a more general revision schema where the new
information consists of a senteneeand anevidence degreen € NT; standard AGM/DP
revision is easily obtained as a special case by using the same evidemee fwgall new
information.

By a slight modification of cut base revision, | now define an iterated reviserator,
namedreinforcement base revisipas follows:

(B, f) @ (a,m) = {(B, f(B) — Rank(—a)) | § € cut=(—a)}
U{{aV B, f(B)+m)|Be B} (4.7)
U {{a;m)}

Note that, the evidence degrees of all sentencesta(—«) are degrade®ank:(—«) and the
new sentencer is assigned evidence degree Unlike cut base revision, reinforcement base
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revision additionally adds a disjunctighv « with evidence degreg(3) +m for every sentence
B € B. Obviously, these disjunctions will not affect the logical contents of thiseel EE base.
For those who are familiar with implicit dependence, note that these new ddgexdctions are
necessary to avoid (undesirable) implicit dependence; singevitx is more plausible than
andg, it will disqualify o and to be implicitly dependent.

It is easy to see that the size @B, f) ®, («, m) is linearly bounded in the size dB3, f)
and(«, m). Arguably, this is all one can expect from any satisfactory revisiomaipein terms
of space-consumption.

To see a concrete example, let us recall again Example 7. Assume our ieliggldtate is
now encoded b = {(r, 1), (s, 1), (r V s,2) } and we first have learnt thaf is not smart with
evidence degre2. SinceRank:(——s) = 1, according to/ (4.7), the revised EE base= = ®,
(=5,2) = {(rvs, 1), (=s,2), (rv—-s,3)}.* Suppose now we learn thatis smart with evidence
2. SinceRanlg, (—s) = 2, we obtainZy = =; @, (s,2) = {(r V =s,1),(s,2),(rVsVs,3)}.
It is not difficult to see thaRank:, (r) = 2, which means we continue to believe thats rich
(as expected).

4.2.1 Formal Assessment

I give in the sequel a formal assessment of reinforcement base revisiost of all, | will
show that reinforcement base revision is essentially equivalent to re@gmfent OCF revision;
hence it shares all nice properties of the latter. Then, the degreetaksghlevance of and the
computational complexity of reinforcement base revision is analyzed.

Equivalence Result

To show the equivalence of reinforcement base revision and OCkarwige need to define a
mapping from EE bases to OCFs. Formally, given EE l@se (B, f), we can induce an OCF

“For simplicity, redundant sentences are removed and | will always itotse rest of the paper



4.2. Reinforcement Base Revision 75

k= by IettingH

(4.8)

0 if W= B
max({f(B) |8 € BandW [~ 3}) otherwise

Put in words, the rank of a possible world is the maximal evidence degrak sgntences it
does not satisfy.

The following result shows that the OCF induced from any EE base due®ntain irrele-
vant extra-logic preference information.

Observation 4.5. SupposeE = (B, f) is an EE base andz is the OCF induced frori. Let
W1, Ws be arbitrary two possible worlds. Théir;, W5 are relevantly ordered.

Also, it is not difficult to see that an EE base and its induced OCF enccaatily the
same belief state.

Observation 4.6. Supposé& = (B, f) is an EE base, anélz is the induced OCF as defined by
(4.8). Then for any sentengke

Rank:(5) = k=(5)

Let us recall Example|7. It is not difficult to see that the EE dase {(r,1), (s, 1), (r v
5,2)} induces the OCF shown in the second column of Table 3.2 and the revised &CE
corresponds exactly to the revised EE base= {(r V s, 1), (=s,2), (r vV —s, 3) }.

To show the above example is not a coincidence, | need to exhibit thahydeR base=
and new informatiorjcr, m), the OCF induced from the revised EE base, («, m) is exactly
the revised OCFz=.%, (cf. the commute diagram in Figure 4.2).

Za,m

Observation 4.7. Supposé& is an EE base andz is the OCF induced fror&. Let(a, m) be
any new information. Then for any possible woldd

ke, (W) = kel (W)

= Za,m

where=Z; = E®, (a,m).

5 Being interested in computation, | assume that an EE base is finite. Withowsthisnption, an EE base
= = (B, f) can be induced from an OCFas follows:

e f(a) = min{k(W) |k = W} for any non-tautologous sentenee
e B = {«a|ais non-tautologous anfi(«) > 0}
For the current purpose, it is sufficient to have a mapping from EEdi@sOCFs.
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(4.7)
= =E®, (a,m)
(4.8) | (4.8)
k= k=gm
(3.4) ’

Figure 4.2: Equivalence of reinforcement base and OCF revision

As a direct consequence /of Observation 4.6 land Observation 4.7, weetlm following
equivalence result.

Theorem 4.8. Supposé& is an EE base andz is the OCF induced fror&. Let(a, m) be any
new information. The for any sentenge

Ranle, (8) = k=i (5)
whereE; = E®, (a,m).

Naturally, since the two are essentially equivalent, all formal propertiesinforcement
OCEF revision are inherited by reinforcement base revision, e.g., it followsediately from
Corollary 4.8 and Theorem 3.17 that reinforcement base revision satgfidesirable postu-
lates.

Theorem 4.9. Assume an arbitrary but fixed evidence degree for any new informatiban
reinforcement base revision satisfies all AGM postulatéd J-(KX*8) as well as (DP1), (DP2)
and (Ind), but violates (Rec).

Analogously, we can obtain the following formal properties of reinforagrbase revision.
Observation 4.10. SupposeE is an EE base anda, m) is any new information. LeE; =

= &, (o, m). Then for any non-tautologous senterite

t+m if Fa— 0
Rank, (8) =< t' -7 else ift/ = ¢

min(t' — 7, ¢t +m) else

wherer = Rank(—«), t = Rank(3) andt’ = Rank(a — ().
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Observation 4.11. Supposez is an EE base and: is a new non-tautological sentence with
evidence degress € NT. Let=; = Z®, (o, m). Then

Rank, (o) = Ranks(B,a) + m

Theorem 4.12. For arbitrary m1, mo € N, reinforcement base revision satisfies the following
conditions:

(EDPY) If BF a, then(E ®, (o, m1)) ®, (B, m2) = Z®, (B, m2).
(EDP2) If BF —a, then(E @, (o, m1)) &, (B, m2) = E @, (B, m2).

(EInd)  If there existsn such tha& &, (3, m) ¥ —«, then
(E @ (o, m)) & (8,m2) F o

Degree of Syntax Irrelevance

Strictly speaking, reinforcement base revision violates Dalal’s principler@fvance of Syn-

tax [Dalal, 1988, in the sense, the revised belief state is not purely determined by the logical
contents of the original belief state. However, it will be shown that reggiorent base revision
does not really depend on the syntax of EE bases.

Two EE base&; and=, are callecepistemically equivaleriff their induced EEs (as defined
by (4.6)) are equivalent, that is, for any sentenegs:

o SB@Z(El) B iff o SBCI(EQ) B

The following result shows two epistemically equivalent EE bases will yielatédly equiv-
alent revised EE bases, when revised by same new sentence.

Theorem 4.13.Let =, =9 be two epistemically equivalent EE bases, then for any sentence
and evidence degrees;, my € NT:

Bel(Z}) = Bel(Zh)

whereZ] = E1 &, (o, m1) and=}, = Z ®, (o, ma2).
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_ A

Two EE base&; and=, are callecequivalentdenoted by, = =,, iff for any sentence:

Rank;, (3) = Rank, (3)

Itis not difficult to see that two equivalent EE bases will lead to equivabised EE bases,
when revised by same new information.

Theorem 4.14.Let=Z,, =, be two equivalent EE bases atd, m) any new information. Then

=1 @y <aa m> = o @y <a7 m>

4.2.2 Computational Complexity

In computational settings, complexity is a very important criterion of evaluaéivigion opera-
tors? Like in [Eiter and Gottlob, 1992 | will consider the so-callegroblem of counterfactual
(CF, for short), which decidesC x o = 37" for arbitrary belief statéC and sentences, 5. In
complexity theory, problems like CF, which only can have answers “yeshalt, are called
decision problems. It is obvious that the problem of CF is harder than the atiphcproblem
(IMPL, for short) Therefore, if underlying language(e.g., a first order predicate logic) is un-
decidable, so is the problem of CF. In the sequel, | therefore assunopasitional underlying
language’.

[Nebel, 1992 has shown that both SAT and VALID can be polynomially (many-to-one)
reduced to the problem of CF, given a revision operator satisfies Pestii{a« 4) and (K x 5).
This means the problem of CF is at least both NP-hard and coNP-hard.

Observation 4.15. [Nebel, 1992 For any revision operation satisfying Postulatgs = 4) and
(K % 5), the problem of CF i&\P-hard andcoNR-hard.

It is follows immediately that in general the complexity of the problem of CF is heyP
and coNP, provided NE coNP.

For most well-known belief change operators in the literature, the probl€dfr dhvas been
shown located at the lower end of the so-cajetynomial hierarchyfEiter and Gottlob, 1992;

6| assume the reader has basic knowledge on complexity theory, orwigbhercan be found in
[Papadimitriou, 1994
"IMPL decides 'B - o?” for a finite setB of sentences and a sentence
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Nebel, 1994; Liberatore, 1997 Therefore, | will first briefly sketch the notion of polynomial
hierarchy. LetX be a class of decision problem. Thet Benotes the class of decision problems
that can be decided in polynomial time by a deterministic Turing machittet is allowed to
use a procedure (also referred to aseatle) for deciding a problend) € X, whereby executing
the procedure only costs constant time. Similarly,Ndenotes the class of decision problems
that can be decided in polynomial time by a non-deterministic Turing mad@hthat is allowed

to use an oracle for deciding a problégne X. Based on these notions, the complexity classes
AP, 3P andII} are formally defined as follows:

A =3P =TI} =P

4

AL = Pk
P
Eﬁﬂ = NP>&
Hi = Cozﬁﬂ

Note thatX] = NP andII} = coNP. The polynomial hierarchy is then definedrdd =
Urs0 A% = Urso Zh = Uiso I, € PSPACE. Itis unknown whether the inclusion between
PH andPSPACE is proper, although strongly believed.

For problems imA?, it is often difficult to determine their exact complexity. But by restrict-
ing the number of oracle calls, we obtain an important special @4$9(log n)] of problems
that can be decided in polynomial time by using diolyarithmicallymany times of oracle calls.
Furthermore, insidé\5[O(log n)] are the classes of so-calledolean hierarchy The classes
NP(k) and coNRk) are defined as follows:

NP(0) = P
NP(2k 4+ 1) = {SUT| S € NP(2k),T € NP}
NP(2k +2) = {SNT|S € NP(2k + 1),T € NP}

coNRk) = {S|S € NP(k)}

The boolean hierarchipH = (J, -, NP(k) is equivalent to the class of problems that can be
solved in deterministic polynomial time usinganstaninumber of oracle calls.

Nebel has identified the exact complexity for cut base revision.

Theorem 4.16. [Nebel, 1994 For cut base revision, the problem of CF &55[O(log n)]-
complete.
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Since reinforcement base revision generalizes cut base revisiosymoisingly, | am able
to show that the complexity of the former is al&§[O(log n)]-complete.

Theorem 4.17. For reinforcement base revision, the problem of CR& O (log n)]-complete.

This theorem shows that reinforcement base revision is computationally dpsimee
AP[O(logn)] is the lowest class beyond NP and coNP. Moreover, if the underlyingiéayeis
constrained tédorn sentenceghen the problem of CF for reinforcement base revision becomes
tractable (i.e., can be solved in polynomial time).

Itis also interesting to know how hard is it to compute the revised belief stat) gn arbi-
trary belief state and new information? Unlike the problem of CF, now wewli¢ala so-called
function problemwhich can have more answers than “yes” or “no”. The complexity ctafsse
decision problems have natural counterparts for function problems:FeE‘EJ!:,’ (also referred
to as NP-easy) represents the set of all function problems which camiveslsn polynomial
time by a deterministic Turing machine that is allowed to invoke a NP-oracle. & tuhthat
the problem of computing a revised belief state (EE base) for reinforddmaee revision falls
in an interesting complexity class, called NP-equivalent. Formally, a functivigm is called
NP-equivalentiff it is both NP-easy and NP-hard. Note that NP-equivalent is the anealof
NP-complete for function problems, in the sense that as far as a NPazniiproblem can be
solved in polynomial time so are all other NP-equivalent problems.

Theorem 4.18.For reinforcement base revision, the problem of computing a reviskef b&ate
is NP-equivalent.

4.3 Discussions and Related Work

| have proposed an iterated revision operator which not only satisfidesitable rational pos-
tulates but also is optimal in terms of computational complexity and space-cotisanip this
section, | will give a detailed comparison of my proposal with the most welixknexisting
computational approaches to iterated revision.

4.3.1 Syntax Irrelevant Operators

In the literature, there are revision operators which do not exploit aplicéxextra-logical
preference information. From a representation point of view, this seenmleantage; but
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these revision operators are also criticizedrdiexible [Nebel, 1998, in the sense, they have
less control over what sentences are discarded and what seraemcetined. Obviously, such
revision operators obey Dalal’s principlelofelevance of SyntajDalal, 1988. The principle of
irrelevance of syntax is motivate by Newell’s influential proposal whictestthat the behavior
of an intelligent system should be specifiable on khewledge levelNewell, 1983, i.e., the
behavior of the system is determined entirely by the contents of the its kncevigagjefs)
despite their symbolic representation. In the sequel, | present two wellrkkagntax irrelevant
revision operators.

Full Meet Base Revision

The so-calledull meet base revisiofNebel, 1994 is obtained directly from full meet revision:

BU{a} if B¥F -«
B®,a=
{a} otherwise

Radical as it is, full meet base revision satisfies all AGM postulates andilR&s(DP1), but
violates Postulate (DP2) and (Ind).

The complexity of full meet base revision has also been shown by Nebel.

Theorem 4.19. [Nebel, 1994 For full meet base revision, the problem of CFdeNR3)-
complete.

Although, the complexity of full meet base revision is lower than that of reagiment base
revision, the former is obviously of no practice use due to its radical behaand | conjecture
that any useful revision operator will have a complexity beyBi

Dalal’'s Operator

Based on a notion of distances between possible woiaislal, 1988 has proposed another
syntax irrelevant revision operator. According to Dalal, when a beliséliais revised byo,
the revised belief base should be determined by modeistioat are “closest” to models @.

Formally, the distance between two possible woifds, 175, denote by||A||(W7, Wa), is
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the cardinality of their symmetric difference:

[[A[[(W, Wa) = [[W1 \ Wa U Wa \ Wil

The distance between a possible world and a (consistent) belief badg, denoted by
[|A][min(B, W), is the minimal distance betweéi and models of:

[A[[™*(B, W) = min({||A[|(W1, W) | Wy € [B]})

Given a (consistent) belief bagg, we can induce a faithful ranking ¢, .z, on Cn(B) by
stipulating:
Wi Zoum Wa iff ||A[[™0(B,Wh) < ||A[[™(B, W2) (4.9)

Dalal's operator is then defined as follows:

Th(min([a], <¢n) If B is consistent

_ (4.10)
Cn({a}) otherwise

Cn(B®qa) = {

where= ., is as defined by (4.9).

Note that Dalal’'s operator does not tell us explicitly how to construct aeevielief base.
Unfortunately[Cadoliet al, 1995 have shown a negative result which says that the size of the
revised belief bas® ®, o could be much larger than that 8fanda.

Theorem 4.20.[Cadoliet al, 1995 Suppose there exists a polynomiaiuch that for any belief
baseB and sentenca, there is a revised belief bage® ;o as defined by (4.10) an@ ®4«| <
p(|B| + |a|). Thenxh = II5 = PH.

As ¥5 = II5 = PH is commonly believed very unlikely, the above theorem essentially
shows that Dalal’s operator will cause super-polynomial space explosio

It has been shown bfKatsuno and Satoh, 19pthat Dalal's operator satisfies all AGM
postulates.. Moreover, Eiter and Gottlob have shown that the complexitylafaperator is
A¥[O(log n)]-complete

Theorem 4.21. [Eiter and Gottlob, 1992 For Dalal's operator, the problem of CF is
A¥[O(log n)]-complete.
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This result shows that in general Dalal’s operator has the same complexigirdorce-
ment base revision. However, unlike the latter, even if the underlying &Eyeyonly con-
sists of Horn sentences, the problem of CF for Dalal's operator remali®(log n)]-
complete Eiter and Gottlob, 1992

4.3.2 Theory Base Transmutation

Theory base transmutatioris a class of iterated revision operators proposed by
[Williams, 19948, among whichgconditionalizationandadjustmentire most prominent. Like
reinforcement base revision, both conditionalization and adjustment hiangvisn OCF-based
semantics. Note that there are two major differences between reinforcbammnrevision and
theory base transmutation: first of all, both conditionalization and adjustmelates Postu-
late (Ind), and the latter also violates Postulate (DP2); secondly, thesg/ tb@nsmutation
allows the input evidence degree to Beand in this case they behave like contraction oper-
ators since in theory base transmutation the input evidence degree will kanthef the input
sentence. To facilitate the comparison between reinforcement revisiotheoy base trans-
mutation, | assume the input evidence degree is always greated.than

Conditionalization

OCF conditionalization was originally introduced Hypohn, 1988 which can be viewed as a
qualitative version of Jeffrey’s Rule of probabilistic condition{i@pldszmidt, 199P

(k&) (W) =

{ kW) —k(-a)  ifWEa 4.10)

k(W) — k(o) +m  otherwise

It is easy to see that OCF conditionalization resembles very much reinfont & revi-
sion. In fact, ifk(«) = 0 then the two coincide.

The follow result shows that in fact OCF conditionalization can be decoetpas a se-
guence of reinforcement OCF revision.

Observation 4.22.Letk be an OCF and«, m) be any new information. Then for any possible
worlds W,
kam(W) =

k;’fmik(a)(W) if k() <m
(K" )am)(W) otherwise

—a,m’



84 Chapter 4. Iterated Belief Revision: Computational Approache

wherem’ € NT is an arbitrary positive integer.

| give an intuitive picture of OCF conditionalization |in Figure 4.3, in which tweasare
distinguished depending whetheffr) > m or k(a) < m.

"t
k(e) T T T T T k(o)) T l
LIS S S I O

a-worlds —a-worlds a-worlds —a-worlds

@ k() >m (b) k() <m

Figure 4.3: OCF conditionalization

OCF conditionalization changes the ranksoeivorlds in exactly the same way as rein-
forcement OCF revision. Depending whettigry) > m or k(a) < m, all ~a-worlds are
uniformly moved downwards (or upwards respectively) to let the mostsidi—«-worlds
have the rankn, which is necessary to maké& 7, (a) = m.

It is not difficult to see that OCF conditionalization satisfies (DP1) and JDIR# violates
(Ind) (in casé:(a) > m).

Formally, conditionalization is an EE base revision operator defined as fol-
lows [Williams, 1992; Benferhatt al., 2004:

(B.f) @ (@, m) it B¥ a
(B, f) ® (a,m) = {(8, f(B) — Ranks(a) + m) | f(3) > Rank(a)} |
U{(=a V3, f(P)|8 e B} othewise
U {{a,m)}

Note that, wherB ¥ o conditionalization coincides with reinforcement base revision.

It is not difficult to see thaE ®, « = Z®. « for any EE bas& and new informatiorfc, m).
Therefore, the complexity of conditionalization is same as that of reinfoncEbase revision.

Theorem 4.23. For conditionalization, the problem of CF i85 [O(log n)]-complete.
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Since it violates Postulates (Ind), it is not difficult to find a counterexampimiaditional-
ization. Recall Example 7. Suppose naw= {(r,6), (s,5), (r V s, 7)} and we first have learnt
that X is smart with evidence degrde SinceRanlk(s) = 5, this yieldsZ; = Z &, (s, 1) =
{(rvs,3),(rVv-s,6),(s,1)}. Then we learn thak is not rich with evidence degreée Since
Rank(——r) = 3, we obtainZs = Z; ®. (—r,2) = {(r VvV —s,3)}, (-r,2),(s V —r,3). So
strange enough, we now belies@is not smart, sinc®ank, (—s) = 2.

Adjustment

OCF adjustment is an operator based on an absolute measure of minimal
changdWilliams, 1994#:

(ka)am (W) it m < k(a)

(kam) (W) = { ko m(W) otherwise 12
where
(62 (W) = { 0 it W ): —~a andK (W) = k(a)
k(W) otherwise
0 if WEaoaandK(W) =k(—«a)
(ko m)(W) = ¢ i else ifW = —aand K(W) < i
k(W) else

Although its definition seems quite complicated, pictures in Figure 4.4 give usantic
ition of OCF adjustment. Unlike OCF conditionalization and reinforcement O@Biom, OCF
adjustment only changes the ranks of the most plausitd@rlds. Moreover, whek(a) < m,
the relative plausibility ordering ofia-worlds are not always preserved (cf. Figure 4.4(b)).

It is easy to see that OCF adjustment only satisfies Postulate (DP1), buesi¢xP2) and
(Ind).

Formally, adjustment is an EE base revision operator defined as fdl\Millsams, 1992;
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. . . m . . l l
k(o) . T T k(a) . l
Loty AU O
a-worlds —a-worlds a-worlds —a-worlds
@k(a) >m (b) k(a) <m

Figure 4.4: OCF adjustment

Benferhatet al,, 2004:

{8, £(B)) | f(B) > Ranke(—a)}

U{{aV B, f(B))|m< f(B) <Rank(-«a)} if B¥Fa
U {{a,m)}

{(8, £(B)) | f(B) > Rank ()}

U{(—aV g, f(8))]f(B) <Rank(a)} othewise

U {{a,m)}

<Baf> ®; (a,m) =

Like conditionalization, adjustment also has the same complexity as reinfortdrasm

revision.

Theorem 4.24. For adjustment, the problem of CF is) [O(log n)]-complete.

To see a counterexample of adjustment, let us recall again Example 7. AstiarSe2,
assume= = {(r,1),(s,1),(r V s,2)} and we first learn thak is not smart with evidence
degree2, then the opposite with the same evidence degree. Now, Rank(——s) = 1, we
haveZ; = = ®; (—s,2) = {(r Vs, 2), (—s,2)}. Moreover, sincdrank, (—s) = 2, we yield
Eo =E1 ®ys (s,2) = {(s,2)}. Strangely, we do not believe any more thais rich.

4.3.3 Revising Possibilistic Beliefs

A problem of reinforcement revision (as well as of theory base trandion}as that sentences
are weighted with integers. In particular, it is unclear how the evidenceedeyf the input
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information is obtained. Possibility theory is a more practical framework, in lwtiie input
sentence comes with a possibility degree within intejtval] [Benferhatet al., 2004.

In possibility theory, a belief state is represented by a possibility distributiaich is a
mapping fromO . to interval[0, 1]. Contrary to an OCF, a possible distributiorassigns more
plausible worlds higher values, so thdfl’) = 0 meand¥ is impossible ana (W) = 1 means
that nothing preventtl” from being the real world. A possibility distribution is calledfinite
iff its range is finite. In this thesis, we will only consider finite possibility distribogo

The belief seBel(7) encoded by a possibility distributionare sentences which are true in
all most plausibly possible worlds:

Bel(r) = Th{W | =(W) = 1}) (4.13)

Moreover, given a possibility distributiom, we can define two different measures on sen-
tences of the language:

e the possibility degreél. (/) evaluates the extent to whighis consistent withr:

fo if -3
Hx(6) = { max({r(W)|W = 3}) otherwise (4-14)

e the necessity degre¥, () evaluates the extent to whichis entailed byr:

) if -3
Nx(8) = { 1 —-1I.(=p8) otherwise (4.19)

In the context, where is obvious, we might denot®’ () andIl.(3), respectively, byV(53)
andII(p3).

Possibilistic Conditionings

The revision of a possibility distribution by a total reliable informatioa: can be modeled by
Bayesian-style conditioning, i.e., for any sentence

To (W) = n(Wle)
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wherer(.|«) is the posterior possibility distribution conditioned an

Mainly, two methodologies of conditioning a possibility distribution are propo3é so-
calledminimum-based conditionirdgefined as follows is more of qualitative nature:

1 if 7(W) =11(W) andWV = «
T(Wlna) = ¢ (W) elseifr(W) < TI(W) andW | «
0 else

Much closer to the genuine Bayesian is the so-calfeduct-based conditioninghich re-scales
all models ofa: upwards:

T i W aandIl(a) # 0
T(W|xa) =14 1 else ifW = a andIl(a) =0
0

else

Both 7 (.|,,«) andr (.|« «) are justified to be called conditioning, sine@V) = 7(W|a) ®
II(«), where® is respective the minimum operatoiin for minimum-based conditioning and
the product operatox for produce-based conditioning.

Based on Jeffrey’s rule in probability theory, revision of a possibility tigtion 7 by an
uncertain inputa, w) (with w € [0, 1]) is achieved using the following definition:

Ty (W) = 7(W [{ct, w))

o,w)

where
(W o) if Wk«

(1 —w)®n(W|-a) otherwise

(W, w)) = {

Berferhat et al., have pointed out that there is an intimate relation betwésioneoperators
based on OCFs and conditionings of possibility distributions. In particulay, thoposed a
translation function form an OCEkto a possibility distributionr;, by letting:

(W) = e FW) (4.16)

The following theorem shows that adjustment and conditionalization in OGEsunds,
respectively, to possibilistic minimum-based and product-based conditioriingimcertain in-
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put.

Theorem 4.25. [Benferhatet al, 2009 Let k be an OCF, anda, m) (with m € NT) be the
input information. Then for all possible world§’,

o M (W) =m(Wlx(a,1—e™™))(W)

(a,m)

® T (W) = mpe(W]m (e, 1 —e™™)))(W)

(a,m)

Note that the input informatiofx, m) for OCF revision is mapped to d&, 1 — e~ ™) for
possibilistic conditionings.

Possibilistic Reinforcement Revision

In the section, | present the possibilistic versions for both reinforce@éft and base revision.
Reinforcement Possibility Distribution Revision

By slightly modifying product-based conditioning, | obtain the followirgnforcement possi-
bility distribution revision

(Wl (o, w)) = { m(Whke) TWia (4.17)

(1 —w)xw(W) otherwise

The following theorem shows that reinforcement possibility distribution i@vigorre-
sponds exactly to reinforcement OCF revision (see Figure 4.5).

(3.4)
k k:;,m
(4.16) (4.16)
Tk k(- |r (e, 1T —e™™))
(4.17)

Figure 4.5: Correspondence between reinforcement OCF and posisibdigsion
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Theorem 4.26. Supposé: is an OCF, and«, m) (with m € N*) is the input information. Let
k*

(a,;m)

be the revised OCF using reinforcement OCF revision. Then for anylpesegorid IV,

T,y V) = m(Wlpla 1= 7))

Reinforcement Possibility Base Revision

In the possibilistic version of reinforcement base revision, a belief statepiesented by a
possibilistic bas&: which consists of a finite set of weighted sentences. Formally, a possibilistic
baseX consists of a belief basB and mapping; from B to [0, 1]. Like an EE base, we might
represent a possibilistic ba¥e= (B, ¢) by a finite set of pairs{ (5, w1), - - - , (Bn, w,)}, such
that; € B andg(51) = w;. Now, g(3;) is called the possibilistic degree g6f. Like in an EE
base, the higher its possibilistic degree, the more certain the sentence.

Given a possibilistic basE = (B, g), the set of sentences which has at least possibility
degreew is denoted by=¥, i.e.,

XY ={Bi € Blg(Bi) =z w}

Moreover, we denote bY~" the set of sentences with possibility degree greater thare.,
7" ={p; € Bl g(Bi) > w}

Given a possibilistic basE = (B, g), the necessary degree gf(denoted byNx.(3)) is
defined as follows:

0 if B/ 3
Ng(B) =4 oo elseif - 3 (4.18)
max({w | XY + (}) else

Given a possibilistic base = {(51,w1), -, (Bn, wy) } @and inputinformatioa, w) (with
w € [0, 1]), the revised possibilistic bags = ¥ &, (a, w) is obtained as follows:

o= {6, 5=2) |wi > w)
U {{er,w)} (4.19)
U {{aV Bi,w; +w—w X w;}
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wherew = Ny (—a).

To show that possibilistic reinforcement base revision is equivalent tdoregment
possibility distribution revision, | define the mapping from a possibilistic base=

{{B1,w1), -, {Bn,wn)}, to a possibility distributionr, as follows:
ms (W) = { 1 S ] (4.20)
1 —max({w; |W [~ 3;}) otherwise

A possibilistic basé: and its induced possibility distributiar, encode essentially the same
belief state.

Observation 4.27. Suppose: is a possibilistic base, andy; is the induced possibility distribu-
tion as defined by (4.20). Then for any sentefice

NE(ﬂ) = Nﬁz(ﬂ)

Moreover, | can show that reinforcement possibilistic base revisionug/agnt to rein-
forcement possibility distribution revision (see Figure 4.6).

(4.19)
¥ Y&y (o, w)
(4.20) (4.20)
T s (-[r{a, w))
(4.17)

Figure 4.6: Equivalence of reinforcement possibilistic base and distribreigsion

Theorem 4.28.Let ¥ be a possibilistic base an@d, w) be the input information. Then for all
possible worlddV,
(Wl (a, w)) = ms, (W)

whereX; = ¥ &, (o, w).

As reinforcement possibility distribution revision has been shown coorefipg to rein-
forcement OCF revision, the above equivalence result implies that regnfent possibilistic
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satisfies Postulates (DP1), (DP2) and (Ind). Since the necessaeedd@ sentence wrt. a pos-
sibilistic base is defined symmetrically to the rank of a sentence in an EE baseitiigE.1
also can be used to compute necessary degree of a sentence. Thtbnalgbmpossibilistic
reinforcement base revision can be found in Appendix E.

Summary

In this chapter, several computational approaches to iterated beligbreaie studied. Firstly, |
have discussed the limitations of pure qualitative approaches. There pheposed a so-called
reinforcement base revision based on a compact representation (risiease) of quantitative
belief states. With the help of its semantic model (i.e., reinforcement OCF reyisibave
shown that reinforcement base revision satisfies the postulate of irstepEn(Ind) along with
the AGM/DP postulates. Note that, reinforcement base revision is applicaate/tdecidable
underlying language. Particularly, for propositional logics, | havexshihat the computational
complexity of reinforcement base revision is optimal. As a more practical soltdiderated
belief revision, | have presented a so-called possibilistic revision, in whoslsibility degrees
of beliefs are real numbers in the unit inter{@l1].



Chapter 5

Mutual Belief Revision: Semantics and
Computation

It is an interesting problem how people understand each other througimiation exchange.
Bypassing the communication and psychology issues, the problem caadribdd as a pure Al
issue as “how epistemic agents in a multi-agent system revise their beliefesulteof belief
exchange”. The mainstream study of belief revision has been focusbdw a single agent
revises its beliefs to incorporate new information. This research normailyrass that new in-
formation is fully accepted, no matter whether it is represented as a singialéoor as a set of
sentences. Obviously such an assumption is not applicable to multi-agehsys here have
been a variety of approaches which have been proposed in the literataal with the problem

of belief revision in multi-agent systems. The approachai-prioritized belief revisiomllows

an agent to revise its beliefs by partially accepting new informdfi@nne and Hansson, 1999;
Hansson, 1999 This research sheds light on belief change with defeasible information re
sources but still focuses on the formalization of belief change from desengent point of
view. The acceptance or rejection of information resources is purelyndieted by the epis-
temic subject rather than decided by all participated agents. The studglief mergingor
knowledge arbitratiordirectly accounts for multi-agent belief change by pursuing a “fair” pro-
cess that are able to incorporate beliefs of agents into coherent getiefs bRevesz, 1997;
Liberatore and Schaerf, 1998; Konieczny argtdz, 1998 These approaches sometimes force
agents to accept some democracy rules, such as majority, social welfgiraeipaéion and so
on, but disregard agents’ “personal” view of group consent.
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In this chapter, | propose an approach which takes another pointwfteieleal with the
problem of multi-agent belief revision. Belief changes in a multi-agent syst@meed with
two stages. In the first stage, all agents sit together to work out a mutuaéyptable points of
view (a common understanding of the world) through a sequence of iategels of respective
views. This process is similar to belief merging. Once such a common undtirgjdras been
reached, in the second stage of belief change, each agent will adjasgitsl belief state in
order to form a new view of the world as a result of belief interchange.

To make the exploration simple, | will focus on the belief revision problem in ¢tigng) of
two-agent systems, so the mutual belief revision. | will present a semantiel inasked on OCF
to specify the above mentioned two stages of mutual belief revision. While tiersglel is
conceptually clear and constructively simple, it is not computation-frienebabse it requires
to take an exponential input of possible worlds from each agent. Im tréb@ve an estimation of
computational complexity, | will present another model of mutual belief renifdo EE bases.
I will prove that this model is essentially equivalent to the OCF model.

The plan of the chapter is as follows. In next section, | will present ak-O&sed semantic
model for mutual belief revision operation, followed by a discussion of &b properties. In
Section 5.2, | present a computational model for mutual belief revision @meé reliminary
results on its computational complexity. Finally | conclude the chapter with a disefission
of related work.

5.1 OCF Model of Mutual Belief Revision

In this section, | will explain the concept of mutual belief revision and preasemantic model
to specify the concept by using Spohn’s OCF, which has been widely gatpia the litera-
ture[Spohn, 198Band as well in Section 3.4.2.

Recall that with OCF a belief state of an agent is represented as a fukatibith maps a
possible world to a natural number, i.é.; ©, — NT. The set of all OCFs is denoted y
OCF representation of belief provides a richer structure than the setsesgation of beliefs
in the sense that it encodes both a belief set and the plausibility of beliefs.isThot only
necessary for modeling iterated belief revision (cf. Section 3.4.2) but assave will see, for
modeling mutual belief revision.
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5.1.1 Reaching a Common Understanding

| consider that a mutual belief revision procedure takes two stages. findhstage, two agents
try to reach a common understanding (assuming to be logically consistentythacequence
of belief interchange. Once such a common understanding is reaclbdagent performs a
belief revision process to adapt its belief state to the information it learnt thenother agent.

I will model these two stages separately.

The first stage of mutual belief revision is very similadkelief merging To reach a consis-
tent common understanding, several rounds of “belief interchange”trhgheeded. In each
round, each agent receives more information from the other and getunderstanding each
other. To represent such a sequence of belief interchange, | wildinteothe following con-
cepts.

Given an OCF: and a natural number the set of worlds with ranks smaller than or equal
to 7 is called asphereof ; with radiusi, denoted by:~(¢). Formally,

k() = (W[ k(W) < i) (5.2)

In particular,k~(0) is called thecoreof k. The belief set of a belief state denoted byBel(k),

is the set of sentences which hold in the corekdtf./Section 3.4.2). Therefore, two OCFs
k1, ko are called epistemically equivalent, denotedipy= ko, iff k1 (0) = k5 (0). Two OCFs
k1, ko are consistent it (0) N k5 (0) # 0.

Theinconsistency degredenoted byl;,.(k1, k2), of two OCFsky, ko measures their extent
of inconsistency:
dinc(k1, k2) = min{n |k (n) Nky (n) # 0} (5.2)

Given two pairs of subsets of possible worldst) and(s’, t'), we say thats’, ') is closer
than(s, t), denoted by(s,t) < (s',t'),iff s C s',t Ct'andsUt C s Ut

Consider two belief statds andk, from two agents. We start with the coresigfandks;
if they do not intersect, the next round of belief interchange will continu¢herleast radius
r such that(k; (0), k5 (0)) < (ki (r), k5 (r)) and check the intersection of the corresponding
two spheres:; () andk, (). The process continues until it reaches a radius big enough such
that the corresponding spheres intersect. The procedure canrbearied by theequence of
belief interchange(k; (0), k5 (0)), ..., (ky (rn), k5 (rn)), where
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L origy = min{r [ (ky (ri), ky (ri)) < (ky (r), By () 1

2. rp = min{r |k (r) Nky (r) # 0}.

This sequence clearly shows the procedure of “mutual understanddiagh agents grad-
ually broadens their views (possible worlds) in order to reach a commoerstadding. Af-
terwards, the belief state of each agent with the common understanding capresented,
respectively, by belief statéds — r,, andky, — r,,, where

(k—=r)(W) =

{ 0, if k(W) < r; 5.3)

kE(W), otherwise.

Therefore, the first stage of mutual belief revision defines a funetiwhich takes a pair of
belief states (possibly inconsistent each other) and returns a pair sistant belief states:

V(kjla k2) = <k1 — Tn, k2 - Tn) (54)

wherer,, = djnc(k1, k2).

5.1.2 Performing a Mutual Revision

As described in the previous section, the first stage of mutual belief reviegults a pair of
weakened belief states, which represents the (mutually consistent) remaétiefg of the two

agents. In the second stage of mutual belief revision, the weakeneddtetebf one agent will
be sent to the other agent as the new information, and vice verse. Boithatjeeview the new

information they just received and their original beliefs to form a new viéth® world. Such

a process is similar to the normal single agent belief revision operation. Ah@ifference is

that while an agent revises its beliefs, it not only tries to incorporate thenaftion received

form other agent but also takes the other agent’s view of the informatiomatimunt. In other
words, the agent views the new information as a belief state rather thanla semgence or a
set of beliefs. In order to model such a process, | will define a behe$ioe operator which

allows to revise an OCF by another OCF.

Recall that | have proposed |in Section 3.4.2 so-called reinforcemeistar@OCF which
can revise an OCF by a new evidence with an evidence degree. Reimimt OCF revision
has been shown satisfying all AGM/DP postulates, as well as the indepmngestulate. By
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generalizing it, now | define an operator which allows to revise an OCF bthanOCF.

Definition 5.1. Given two OCFsk and ), the revision oft by A, denoted by ® )\, is defined
as follows:

EW) + X(W), if A\(W) > 0;
(k@ N)(W) = (W) (W) ( ) (5.5)
k(W) —my, otherwise.
wherem,, ) is the smallest radius of a spherefolvhich intersects the core of
my,y = min{i | k(i) N AT(0) # 0} (5.6)

The idea behind the operator is the following. For any world the other atisib¢lieves,
the agent will degrade the world according to the other agent’s deguistiliefs. Contrarily,
for those worlds the other agent believes, the agent will upgrade thadaésvaccording to its
original degree of belief.

We say that an OCE encodes a sentenaewith evidence degree > 0 iff for any possible

world W,

W) :{ 0, fWkEka; 5.7)

m, otherwise

It is easy to see that an OCFencodesxy with plausibility m iff Bel(k) = Cn({a}) and
Rank () = m. Itis not difficult to see that the revision operator defined by (5.5) isedde
generalization of that defined by (3.4).

Observation 5.2. Let k be an arbitrary OCF and\ be an OCF encode&y, m). Then for any
possiblell/,
(Fa,m)(W) = (k@ A)(W)

In the second stage of mutual belief revision, each agent revises its biiefby mu-
tually accepting the point of views reached in the first stage. The cotistius similar to
[Zhanget al, 2004's approach. Formally,

Definition 5.3. A function M : k x kK — &k X k is an OCFmutual belief revisionif for any
k1, ka,
M(ky, ko) = (k1 ® va(k1, k2), k2 @ v1(k1, k2)) (5.8)

where~ is defined by@ﬁ.

Given a functionf, its i-th projection is denoted by.
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The diagrams in Figure 5.1 give an intuitive depiction of how mutual belief i@visorks.
The left diagram shows a special case whHgrandks are consistent. It is obvious that the first
stage ends in just one round angk, ko) = (k1, k2). Therefore M (k1, ka) = (k1 ® ko, k2 ®
k1), and the core of\/; (k1, k2) (as well asMy(k1, ko)) is identified with the intersection of
ki (0) andk, (0). The right diagram illustrates general situations whigrandk, are inconsis-
tent. In the example displayed, it is assumed that the belief interchange takesoply three
rounds andy(ky, k2) = (k1 — 12, k2 — o). ThenM (kq, ko) = (k1 ® (k2 —72), ko ® (k1 —1r2)).
The core ofM; (k1, k2) is exactly the intersection df, (r2) and the innermost sphere bi‘E
Analogously, the cord/,(k1, k2) is the intersection of; (r2) and the innermost sphere kf.

It is easy to observe that (r2) Nk, (r,) contains both cores ¥l (k1, ko) and Mz (ky, k2), in
other words, the common understanding is accepted by both agents aftal baligf revision.

(M3 (k1, k2))~(0)

(M (k1 k2))~ (0)

(M (ky, k2))~ (0)

k, andk, consistent ky, andk, inconsistent

Figure 5.1: OCF-based mutual belief revision

5.1.3 Formal Properties

To justify the OCF model, | discuss in this section some of its formal properttes fdllowing
result shows that belief states of agents become more consistent aftet brliefarevision
unless no agent gives up any of their original beliefs.

Observation 5.4. The OCF mutual belief revision defined by Definition 5.3 satisfies the follow-
ing properties :
1. dinc(M(klv kQ)) S dinc(klv k2);

2. dinC(M(kl,kQ)) = dmc(k’l,kg) iff Bel(kl) - Bel(Ml(kl,kg)) and Bel(kg) -
BQZ(MQ(k‘l,kQ)).

20Observe the analogy to the belief revision model based on[SB&ve, 1983
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The simple construction of the OCF model allows us to prove more interestipgies:

Observation 5.5. The OCF mutual belief revision defined by Definition 5.3 satisfies the follow-

ing properties (for each € {1, 2}):

(M1)  Bel(y1(ki1, k2)) + Bel(v2(ki1, k2)) € Bel(M;(k1, k2));

(M2) if k; andk, are consistent, theBel(M;(k1, k2)) = Bel(ky) + Bel(ks);
(M3)  k; and M;(k1, ko) are consistent ifBel(k;) C Bel(M;(k1, k2));

(M4) M (ki k2) = Mi(k1,y2(k1, k2)), Ma(ki, k2) = Ma(vi (ki1 ka), k2);

(M5) if Bel(]ﬁ) C Bel(Ml(kl, kg)) andBel(kg) C Bel(MQ(kl, kg)),
thenMi(kzl, kig) = Ml(M(kl, kg))

(M1) ensures that the common understanding to be accepted by both. dy#2)tsaptures
the cooperative attitude of agents: if two agents have no disagreemengatieof them will
accept the beliefs of another agent. Whereas, (M3) captures thatsedst features of agents,
which says if an agent is not going to accept any counter beliefs thaadiets its own, it does
not need to give up any of its beliefs.

(M4) shows that the information an agent gains from mutual belief revisina rmore than
what it agrees with. In fact, (M1) and (M4) are two principal properiasutual belief revision:
both agents benefit from mutual belief revision without loss of diversityi@#s. In general, it
is not necessary that two agents’ belief states will merge together, asbaesby (M5), they
may stuck in a stand-off (fixed-point) if both of them are not willing to makecessions (see
Example 15 of Section 5.2.1 for a concrete example).

5.2 Computational Model

An OCF is a function over possible worlds, the OCF model for mutual beligéion is not
computationally friendly. In this section, | present another constructiomufial revision oper-
ator to investigate its computational properties. | will show that these two maaetssentially
equivalent.

As inSection 4.2, a belief state is represented by an EE base in the compUtaibaieh of
mutual belief revision.
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Given two EE base§; = (B, f1),Z2 = (Ba, f2), we define the inconsistency degree,
written asd;,,. (21, Z2), of 21 and=; as follows

0, if Bi1UBy F 1;

4 . _ (5.9)
max{i|Zy UE, - L}, otherwise.

dinc(Ely 52) - {

Recall that we can relate an EE basé an OCFk= by the mapping defined by (4.8). Itis
not difficult to see that inconsistency degree of EE bases closely résethht of OCFs.

Observation 5.6. Supposes;, =, are two EE bases ankk:, , k=, are the OCFs induced from
=1 and=,, respectively. Then

dinc(k=,, k=,) = dinc(ZE1, Z2)

Given two (possibly mutual inconsistent) EE ba&s=s, in order to reach a common
understanding, it is reasonable that both agents gradually give uppleasible sentences.
It is obvious that once all sentences with evidence degrees not gthated;,.(=,=2) are
discarded fronk; and=s, the two agents will reach a common understand.

Formally,i-cut of an EE basg& = (B, f), denoted byE — 4, is a new EE base obtained from
= by removing sentences with evidence degrees not greatei:than

E—i={(8,f(8) |8 € Bandf(B) > i}

The above discussion leads to the following definition of functiomhich maps a pair of (pos-
sibly inconsistent each other) EE bases to a pair of mutually consistent ones

Y(E1,E2) = (B1 — 1, B — 1) (5.10)

wherer = dmc(El, 52)

The follows result shows that the functigndefined by/(5.10) is essentially equivalent to
that defined by (5.4).

Observation 5.7. Suppose=;, =, are two EE bases ankk, , k=, are the OCFs induced from
=1 and=,, respectively. Then

'Y(kEl ) kEz) = <kE/1 ) k5/2>
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Wherekgfl, k=, are OCFs induced respectively from(=1, Z2) andy2(Z1, Z9).

5.2.1 EE base Mutual Revision

Similar to the OCF model, in the second stage of mutual belief revision we neegeaatar
which revises an belief base (new, however an EE base) by anotfefiiiaese.

Here, | present a natural generalization of reinforcement baseiaevisroposed
inSection 4.2. Supposg; = (B, fi1) andZy = (B, f2) are two EE bases. The result of
= revised by=,, denoted byE; ® =, is defined as:

E1®Z = {(B,i(B)—7r)|B € B}
=) (5.11)

U{({BVa, f1(B) + fa(a)) | B € By anda € By}

wherer = Rankg, (- A Bz), assuming\ § = T.

It is easy to see that E5 only contains a single sentence, then the above EE base revision
operator coincides with that defined by (4.7). Moreover, the followirsylte show that it is
essentially equivalent to the OCF-based revision operator defined®y (5

Theorem 5.8. Supposes; = (B, f1), 22 = (B2, f2) are two EE bases ankk,, k=, are the
OCFs induced fronx; andZ=,, respectively. Then for any possible wotld

(k=, ® k=) (W) = k=(W)
Where= = =; ® E5 andkz is the OCF induced frork.

Now we are ready to define a mutual belief revision operator on EE bases.

Definition 5.9. The EE base mutual belief revision operatdris defined as follows:
M(Z21,22) = (21 ® 12(E1,Z2), 2 @ 11(E1, E2)) (5.12)
where~ is defined by (5.10).

Let’s see some examples to check how this operator works.
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Example 15. Supposes; = {{q,3), (p,2)} and=Z2 = {(q,3) (-p,2)}. Itis easy to see that
dinc(Z1,22) = 2and=; —2 = =, — 2 = {{q, 3)}. According to|(5.11), we hav&/; (=, =) =
E1® (B2 —2) ={(g,6),(p,2)} and Mz(=Z1,E2) = E2 ® (E1 — 2) = {(q,6), (—p,2)}, after
removing redundant sentences.

We may notice that the belief set of each agent remains the same but thecevildgmee of
the common belief is increased as a result of the mutual belief revision. @&iffénom belief
merging, the conflicting opinions &, and=, onp is not solved. It is not difficult to see that
the inconsistency remains even operatbiis applied repeatedly.

Example 16. Supposez; = {(q, 3), (p, 1)} and=s = {(—p, 3), (¢, 1)}. In such a case, we have
dinc(E1,22) = 1,21 — 1 = {{¢,3)} and=y — 1 = {(—p, 3)}. According to|(5.11), we have
Ml(El’ EQ) = {<q \ -p, 6>7 <_'p7 3>7 <Qa 2>} andMQ(Elv EQ) = {(q \ -p, 6)? <Q5 4>7 <_‘p7 3)}

In this example, both agents confirm the common beljefs—p with high degree. Agent 1
is convinced by agent 2 ofp since agent 2 believes it in high degree and also has a common
understanding with it op. Agent 2 does not gain any new belief but ggetaore confirmed. As
a result of mutual belief revision, two agents reach a consensus.

The following equivalence theorem (as illustrated in Fig. 5.2) is a direcsequrence of

Observation 5.7 and Theorem 5.8.

Theorem 5.10. Supposé&;, =; are two EE bases ankk, , k=, are the OCFs induced fro®,;
and=,, respectively. Then
M (k=

k=) = </€5/1, k5’2>

where(Z1, E5) = M (Z1, E2) andkz, , k=, are the OCFs induced frol) and=5, respectively.

(5.12)
(E1,Z2) M(Z1,Zs)
@9) @8)
<k517 k52> M(k517 k52)
(5.8)

Figure 5.2: Equivalence of EE base and OCF Mutual Belief Revision
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It follows directly from Theorem 4/6 and Theorem 5.10 that the EE baseatqr shares all
nice logical properties of the OCF-based operator.

Observation 5.11. The EE base mutual belief revision defined by Definition 5.9 satisfies the
following properties :

L. dine(M(E1,E2)) < dine(Z1, Z2);

2. dmC(M(El,EQ)) = dmc(El,Eg) iff Bel(El) - Bel(Ml(El,Eg)) and Bel(Eg) C
Bel(Mg(El,Eg)).

Observation 5.12. The EE base mutual belief revision defined by Definition 5.9 satisfies the
following properties (for each € {1, 2}):

(MY)  Bel(vi(E1,Z2)) + Bel(12(E1, E2)) C Bel(M;(E1, E2));

(M2) if 2y andZ, are consistent, the®el(M;(Z1,Z2)) = Bel(Z1) + Bel(Z3);

(M3) =, and M;(=;, Ey) are consistent ifBel(Z;) C Bel(M;(Z1,Z2));

(M4)  My(Z1,E2) = M1(E1,72(E1, Z2)), Ma(Z1,E2) = Ma(71(E1,Z2), Z2);

(M5’) if Bel(El) - B@l(Ml(El,EQ)) andBel(Eg) - Bel(Mg(El,Eg)),
thenMi El, EQ) = MZ(M(El, Eg))

5.2.2 Computational Complexity

In this section, | present the complexity results of two related problems. dfirdt, we are
interested in how hard is it to compute the result\é{=,, =2), given two arbitrary EE bases
=1, Z9. It turns out that the problem SP-equivalent.

Theorem 5.13. The problem of computing/ (Z,, Z2), for arbitrary EE bases; and Z,, is
NP-equivalent

The second problem is to decide whether an arbitrary sent@niseentailed by both
M;(E1,Z2) and M2 (Z1,Z52). It turns out this decision problem inhabits the very low level
of the polynomial hierarchy.

Theorem 5.14. The problem of deciding whether baitf; (£, Z2) and M» (=1, Zy) entail 3,
for arbitrary EE base<,, 2, and sentencg, is A5[O(log n)|-complete
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5.3 Discussions and Related Work

| have introduced the concept of mutual belief revision. We considerathmbcess of mu-
tual belief revision takes two stages: in the first stage, two agents get ¢ogefing to
reach a common understanding. This stage is quite similar to belief mdigagsz, 1997;
Liberatore and Schaerf, 1998; Konieczny argted2, 1998 Once such a common understand-
ing has formed, two agents revise their belief states in order to incorpoeat®tmon agreed
views into their own belief states. This idea is in the spiriiffianget al., 2004 and also quite
similar to the so-called credulous conciliation operafiGauwinet al, 2009. Note that there
is a significant difference between belief merging and our work: thdtretbelief merging

is simply a coherent set of group beliefs; whereas mutual belief revisiconiserned with the
evolution of individual beliefs of agents. Moreover, unlike belief mergimgr approach does
not force agents to loss of diversity of views. For instance, the twotagetExample 15 still
have conflicting views regarding after mutual belief revision. With belief merging, however
at least one agent has to give up its belief regarging our opinion, diversity of views is very
important, otherwise it does not make too much sense to let agents have uatlivédiefs. In
such a sense, mutual belief revision is more subtle an information excheoggsg than belief
merging. To model such a process, | introduce two difference model@Citbased model,
which clearly shows the intuition and semantics of the operation, and an &€ baodel for
calculation. These models are generalizations of reinforcement OCkoreaisd base revision,
respectively. Note that it is also not difficult to obtain possibilistic models of aluialief revi-
sion by generalizing possibilistic models of belief revision of Section 4.3.3 ingirespirit.

In the Al literature, the concept of mutual belief revision has be used fiiffierent per-
spectives.[van der Meyden, 34names the process of reaching common awareness of knowl-
edge as mutual belief revision based on a Kripkean semantics. Diffeoentthis approach,

I do not concern how knowledge or beliefs is formed. Instead, theesuapproach is con-
cerned with how to maintain consistency of existing beliefs. This also diffiates the belief
revision approaches from modal logic approaches in knowledgesemagion and reasoning.
[Zhanget al., 2004 presents a formalism in which negotiation is viewed as a process of mutual
belief revision. In this work, a set of AGM-like postulates are proposegpéxify mutual belief
revision operation. However, no semantic model or computational modelda.gin addition,

| do not think we can view negotiation and mutual belief revision as the saneepbthough
they might share some similar ways in operation. In particular, Zhang et. ak,draposed
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a so-called the postulate ob recantationfor negotiation which can be reformulated in our
setting as follows:

(MG) Bel(kg) N Bel(Ml(kl, kg)) - Bel(Mz(kl, kQ))

Bel (k1) N Bel(Mj(k1, k2)) C Bel(M; (k1, k2))

It states that every agent should commit itself to keeping its original demdfgis/once they
have been are accepted by the other side. It is not difficult to see thag prébence of (M3),
Postulate (M6) implies the following postulate:

(M?) If Bel(kl) ,@ Bel(Ml(kl, kg)) andBel(kg) g Bel(Mg(kl, kg)),
theni; (k‘l, k?z) = Mg(kl, ]{32)

Postulate (M7) says that the beliefs of two agents will converge if both ah thee willing
to make concessions. This might be a desirable property for negotiatiame, tsia focus of
negotiation is how to reach an mutually beneficial agreement, once suchegment is formed,
the divergence of beliefs among the agents will become unimportant. Howlesalivergence
of beliefs is always the focus of mutual belief revision no matter befordter the process,
and indeed the OCF mutual belief revision does not satisfies Postulate (M3)ch a sense,
negotiation is more similar to belief merging than mutual belief revision.

Summary

In this chapter, | have introduced the concept of mutual belief revisioprogess of mutual
belief revision takes two stages; in the first stage, two agents get togethmey to reach a
common understanding; in the second stage, two agents revise their bebtefistarder to
incorporate the common agreed views into their own belief states. In partichiéare presented
both a semantic model and a computational model for a concrete mutual revsoator by
generalizing reinforcement OCF revision and reinforcement baseéaeyrespectively. | have
shown several desirable properties of the mutual revision operatwelbthe complexity of the
computational model.



Chapter 6

Belief Update, Revisited

In the previous chapters, we have mainly focused on belief revision. Astegoo out

by [Katsuno and Mendelzon, 1991that belief update is more appropriate when the new in-
formation reflects changes of the world; it is therefore very usefuhfodeling actions with
physical effects. In Section 2.3, | have already briefly sketched thie lideas of belief up-
date, especially, the KM postulates. Now it is time to pay a revisit to belief updane &
perspective of reasoning about actions. Recall that, unlike beliefisayithe main idea of
belief update is to change individually possible worlds as little as possible tmrecodate
the new information. In particular, the constructive model of the KM postsiletdased on

a similarity structure which maps a possible worldto a SOSSyy, centered oriV; and the
result of updating?’ by a sentence is the intersection ofa] with the minimal sphere of
Sy that intersectsa] (cf. Figure 2.5). Unlike extra-logical preference information exploited
in belief revision (e.g., an EE or a faithful ranking), a similarity structure is specific to

a particular belief set. At first glance, this seems an advantage as a smg#gity struc-
ture can be used for any belief set; therefore the constructive modslmtut suffer from the
problem of iteration (cf. the discussionlin Section/3.1). However, sinémitasity structure

is external to the agent’s beliefs and the new information, the constructsemtésly defines

a kind of external operator. Such external operators have beerizertiby [Rott, 2003 as
embodying a bad philosophy. Also, several researcheeszig, 1996; Dohertet al, 1998;
Zhang and Foo, 1996éave lately pointed out that the KM postulates are problematic with dis-
junctive updates and domain constraints, which are however consideeddl in reasoning
about actions. In this chapter, | first study systematically the above-medtjgnoblems of the
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KM postulates. Then, | will present an update operator for possibilistieftstates, which does
not suffer from these problems.

In this chapter, | assume that the underlying languédge a propositional logic built on a
(possibly infinite) set AT of aton{%.A literal is either an atom or its negation. The set of all
literals is denoted by LI, thatis, L= AT U {—p|p € AT}. As usual, a (propositional) interpre-
tation is an assignment from AT to truth valufis-ue, false}. For the sake of succinctness, |
will represent an interpretation by the set of atoms to which it asgignrs In the obvious way,
an interpretation can be truth functionally extended to be a mapping fréon{¢rue, false}.

So far, we have considered maximal consistent sets of sentences#seposrids. Obviously,
there is an one-to-one correspondence between maximal consistaftsatences and propo-
sitional interpretations. Therefore, | will simply use interpretations to ssgrepossible worlds.
To avoid confusions, | will usé (possibly indexed) to denote a possible world (an interpreta-
tion). In the sequel, the notions regarding possible worlds (as define€écito8 2.2) will be
reused, except now a possible woflt said to be a model of a sentenedf it maps « to true.

The rest of the chapter is organized as follows. | first recall in the segtion the well-
known possible models approagPMA), along with an analysis of its problems with disjunc-
tive updates and domain constraints. Then, in Section 6.2 | prédiestett’s standard seman-
tics (WSS) and its some extensions. | will show that the WSS can appropriatetifehboth
disjunctive updates and domain constraints. Thereafter, in Section 6.3ihtndltluce an up-
date operator for possibilistic belief states by generalizing the WSS. Finalbndlude with
discussions and related work.

6.1 The PMA

Thepossible models approa¢dRMA, for short) was introduced HyVinslett, 1990 in the con-
text of reasoning about actions. Like Dalal's operator (cf. Section)}.thé main idea of the
PMA is based on a notion of distance between possible worlds.

Formally, the distance, denoted By I, I), between two possible worlds, I, is simply

Although it is also assumed fin Section 4.2.2 that the underlying languagegiesitional, the approaches pro-
posed in Chapter/4 actually apply to any decidable languages. Howeseapfioaches that will be presented in
this chapter are specific to propositional languages, as their definitignsitespecific features of propositional
languages.
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their symmetrical difference, thatﬁs,

A(Il,lg) =1 \I2 U Il \Il

Given a possible world and a consistent sentenaewe denote byA(7, «) the set of all
possible distances betweémanda-worlds:

A(l,a) ={A,T)|I' € [a]}

The distance can be used to measure the degree of the changes frpossitde world to
another. When a possible worldis updated by a sentenee the set of all successor worlds,
denoted byl ¢p,, 4 , cOnsists of alk-worlds whose distance tbis minimal:

Topyasa={I"€la]|A(,I') € min(A(I,a),C)}

By the Winslett identity, the PMA is then formally defined as follows:

L if [K]=0or[a] =0
K opyaa= .
Th(Ueir) I ©pma @)  otherwise

It is well-known that the PMA satisfies all of the original KM postulates.

Observation 6.1.[Katsuno and Mendelzon, 1991Bhe PMA satisfies{ ¢ 1)-(K ¢6), (K ©8),
(U6 and U 7’)@

Note that, in general (7, «) is not totally ordered wrtC. Therefore, we can not construct
a SOS centered ahas shown in Figure 2.5. This explains why Postuldfe>(7) is not satisfied
by the PMA.

To see how the PMA works, let us consider Example 6 again. Recall thatelied set
K = Cn({-b < m}) and the new information is. Assumingb, m are the only atoms, we
need to consider only four possible worlds, vig,.= {b,m}, I = {b}, I3 = {m}andly = {}.
Obviously,[K] = {I3, I3} and[b] = {I1, I2}. SinceA(Iy, I;) = {m} andA(ly, I2) = {}, we
havels opya b = {I2}. Similarly, sinceA(Is, ;) = {b} andA(I3,I2) = {b,m}, we have

2Notice that Dalal’s notion of distance is cardinality-based.
3These postulates correspond exactly to (U1)-(UgKaftsuno and Mendelzon, 1991a
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I3 oppa b= {I1}. Itfollows that K o5y, b = Th({I1, I2}). Therefore, unlike AGM revision
operators, the PMA does not conclude unintuitively that the magazine thetdble.

6.1.1 Two Criticisms on the PMA

Despite its satisfiability of the original KM postulates, the PMA has been critidizedev-
eral researchers as being inadequate mainly for two reésl@nzig, 1996; Dohertt al, 1998;
Zhang and Foo, 1996

Problems with Disjunctive Updates

The following example (originally contributed by Reiter) is often used to shawithe PMA
fails to handle disjunctive updates.

Example 17. Suppose we throw a coin onto a chess board. Before this action, the in is
touching any squares, but when it comes to rest on the chess boadldte touching just a
white square, it could be touching just a black square, or it could be irogitioth.

Letw andb represent, respectively, that the coin touches a white square andrihewches
a black square. Then our initial beliefs can be represente by Cn({—w,—b}), and the
new information is represented hy Vv b. It is not difficult to see that ¢py 4 (w V b) =
Th({{w}, {b}}). So strangely enough, the PMA excludes the possibility that the coin touches
squares of both colors.

The above example shows that the PMA undesirably interprets “inclushasdexclusive
or”. Unfortunately, Herzig and Rifi have shown that this is not a specifiblem of the PMA
but of the KM postulates in general.

Observation 6.2.[Herzig and Rifi, 199BSuppose is an update operator that satisfie& ¢2),
(K ¢ 5) and (Ko 6). Thero also satisfies the following condition:

(XOR) If-fe Koaand—a e Ko fthena®d e Ko (aVp).

We can argue that, leave along Example 17, Condition (XOR) is also noabksin terms
of expressiveness, as “exclusive or’ can be expressed with Sivelwr”, but not vice versa.

“Here,® denotes thexclusive orthatis,a ® 8 =a A -8V -a A S
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Therefore, we suggest to drof (¢ 6) as a general property of belief update, &« 2) and
(K ¢ 5) are quite promising and almost uncontroversial.

Problems with Domain Constraints

Besides the aforementioned problem, the PMA is also often criticized as uodidadle do-
main constraints. Recall that domain constraints are general depemdkticms between com-
ponents of the world. In reasoning about actions, handling domain eartstis one of the
center topics; in particular, the ramification problem is one fundamentalgmobf reasoning
about actions, which is concerned with handling effects that are indirdetlyed from domain

constraints.

As usual in reasoning about actions, | assume domain constraints diclgerdomain are
indefeasible, and can be represented by a finitd)$2iof sentences. In principle, an update
operator, denoted by”°, is said to take into account domain constraibfs iff it satisfies the

following condition:
(DC) DCC Ko Ca

To obtain such an update operatdf’, [Katsuno and Mendelzon, 1991aave proposed to
simply extend a (standard) update operatas follows:

Ko”“a=Ko(an /\DC) (6.1)

Unfortunately, the above naive extension does not work with the PMAhdev this, let us
consider the following benchmark example of the ramification problem:

Example 18. [Thielscher, 199F7Consider an electric circuit (depicted in Figure|6.1) consists of
a battery, two switches, and a light bulb. Now suppose we toggle the fitshswthe particular
state displayed, where both the first switch and the light are off. Theijdmethe direct effect

of the first switch becoming on, we also expect that the light turns on.

Let sw; andsws mean respectively that "switch 1 is on” and "switch 2 is on”, ahtheans
that "the light is on”. Then the obvious connection between the componetiits oircuit can be
formally described by domain constraifids® = {li < sw; A sws}, and the initial state of the
circuit can be described by belief skt = Cn({-swi, swa, -lt}). However, it is not difficult
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Figure 6.1: A simple circuit

to see thatl ¢py 4 (swy A (li < swy A swsy)) = Th({{sw1, sws,lt}, {sw;}}). Therefore, the
PMA also admits{ sw, } as a possible successor world, in whieh, magically becomes false.
This result of course contradicts our intuition.

Note that the PMA imposes a kind of absolute minimal change policy. The aliswasd
sions show that absolute minimal change is not suitable for dealing with disjengbdates
and domain constraints. Independently, the studies in reasoning altionsadso suggest that
a solution to the ramification problem requires a suitable weakened versiaw aff persis-
tence[Lifschitz, 1990; Thielscher, 1997In next section, | present an update operator, i.e., the
WSS, which is based a weaken version of minimal change policy. | will shatthie WSS can
deal with both disjunctive updates and domain constraints in a suitable weywafds, | will
present a new update operator for possibilistic belief states by geneyahziwss.

6.2 The WSS, and Extensions

The so-calledVinslett's standard semanti¢8VSS, for short) is another update operator pro-
posed by[Winslett, 1988k which has drawn a lot of attention from researchers of reason-
ing about actiongHerzig and Rifi, 1999; Liberatore, 19B7 In this section, | first show the
semantics-based definition of the WSS, then a computational model of the WSS.

6.2.1 Semantic Model

Instead of minimizing changes, the WSS constrains changes of possilits wobe in some
set of exceptions computed from the new information. More preciselynalpossible world
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is updated by a sentenegthe truth values of all atoms are not allowed to change, except those
occurred ino:
Towssa={I"€a]|A(I,I') C Atm(a)}

whereAtm(«) denotes the set of all atoms occurringnin

One problem of the WSS is that it is dependent on the syntax of the newniafion, e.g., it
will obtain different successor worlds when a possible wdrld {4} is updated, respectively,
by two logical equivalent sentencks —h and T, sinceAtm(hV—h) = {h} andAtm(T) = 0.°
Obviously, this problem can be easily solved by preprocessing the nemriafion to remove all
redundant atoms. Formally, an atens called redundant in a sentenedf a[p/T]| = alp/ L],
wherea[p/ 3] is obtained by substituting all occurrencespah « with 5. Given a sentence,
we denote bydtm | («) the set of non-redundant atomsafE.g.,Atm | (h V —h) = 0, sinceh
is redundant.

Based on above notiofiHerzig, 1996 has suggested a modification of the V\ESS:

L if [K] =0 orfa] =0

K & o =
WSS { Th(UIe[K] I<>Wssl 06) otherwise

where
I<>WSSl a={I'ela]|A,T) C Atm (o)}

To see that the WSShandles disjunctive updates properly, let us consider Example 17
again. It is not difficult to see that NoW o5, (w vV b) = Th({{w,b},{w},{b}}), since
K = Cn(—w A —b) and Atm | (w V b) = {w,b}. Therefore, the WSSadmits the possibility
that the coin touches squares with both colors.

Formally,[Herzig and Rifi, 199Phave shown that the WSSloes not satisfy all of the KM
postulate

Observation 6.3.[Herzig and Rifi, 199PTheW S| satisfies £ ¢ 1), (K ¢2), (K ¢4), (K ¢5)

5Some researchers believe that the syntax of the new information ismeldg., they think the unpredictable
effect of “toss a coin” should be represented/by —h, whereh stands for “the coin lands with head side up”.
However, in my opinion, it is more suitable to deal with such (unpredicta@Bdns using a so-called (symmetric)
erasurdKatsuno and Mendelzon, 1991iastead of update, so the agent should erase its beliefs regardiftgr
tossing a coin. Note that erasure is to contraction as update is to revisitbh|eave a comprehensive study on
erasure as future work.

81t is worth mentioning that the same operator has also been propoladhiertyet al., 1994, where it is named
themodified PMA

"Note that, since th&/’ SS; does not satisfyK o 6), Condition of (XOR) of Observation 6.2 does not apply.
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and (K ¢ 8), but violates § ¢ 3), (K ¢ 6), (K ¢ 7), (U6') and U7’).

On the other hand, the W$8oes capture all intuitively expected successor possible worlds
with minimal distance to the original possible world:

Observation 6.4.[Herzig and Rifi, 199PLet I be a possible world and a consistent sentence.
Then,

IopyaaC I<>Wssl «

As illustrated by Example 17, in general the WSSdistinct from the PMA. But | am able
to show that the two coincide when the new information is not disjunctive:

Observation 6.5. Let I be a possible world, and a consistent conjunction of literals. Then,

Iopyaa= I<>Wssl «

An Alternative Model

As we have seen that the WS&lows more changes than the PMA in general. Itis an interesting
question whether the former is too liberal? At first glance, the WiB&ed appears to be very
liberal, as it allows to change the truth values of all non-redundant atothe akw information
regardless of their positions (meaning that how they occur in the new infiama To show
that the WSSis in fact not as liberal as it appears, | present in the sequel an diernzodel

of the WSS. | will show that the seemingly more promising alternative model is equivalent to
the original definition of the WSS The following notions are needed for the presentation of
the alternative model.

Given a sentence, we denote by.it(«) the set of all literals made of non-redundant atoms
of o, that is,
Lit(a) = Atm (o) U{—p|p € Atm ()}

A partial modelof a sentencex is a maximal consistent subset bft(«) that entailsa.
Formally, we denote by’ M («) the set of all partial models @f%

PM(a) = {L|L € (Lit(a) | L)andL F a}

®Note that, according fo Definition 2.%;t(«) | L denotes the set of all maximal consistent subsefsitfi).
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Note that, each element &M (o) corresponds to a model efrestricted to its non-redundant
atoms, e.g.PM (w V b) = {{w, b}, {w, =b}, {—w, b} }.

The so-calledbartial model assertions an update operator gives all partial models of the
new information equal treatment. More precisely, when a possible wdddipdate by a sen-
tencecx, each partial model af will be inserted intal’:

Topy o= U Insert(L, I)
LEPM(a)
wherelnser{ L, 1) = I\ {p € AT |-pe L} U{p € AT |p € L}E

Obviously,Insert( L, I) is the result of changing as little as possible to accommoddte
Moreover, it is also quite reasonable to treat equally all partial models afatveinformation.
Therefore, we argue that partial model assertion is a natural and jdistifaate operator.

As a concrete example, let us recall again Example 17. Sikite= [Cn(—~w A —b)] =
{{}}, we haveK <¢p), w Vb = Th({Insert(L,{})|L € PM(w V b)}). As we have al-
ready seen thaPM (w V b) = {{w,b},{w,-b},{-w,b}}. From Insert({w,b},{}} =
{w, b}, Inserf{w, -b},{}) = {w} andInser{—w, b}, {} = {b}, it follows that K ¢,,, a« =
Th({{w, b}, {w}, {b}}). Note that, this result is same as that obtained with the WSS

The following result shows that partial model assertion is equivalent tév8§; .

Theorem 6.6. Let I be a possible world. Then for any sentenge

I<>Wssl a=1%opya

This theorem gives a strong support to the WSS particular, it indicates that the WS
not as liberal as it appears.

Dealing with Domain Constraints

Unfortunately, the WSSstill cannot deal with domain constraints properly at least in the
way defined by[(6.1). Let us recall Example 18. It is not difficult to ses thim | (swy A
(sw1 A swy < It)) = {swy, swa,lt}. Therefore, K Owss, (sw1 A (swy A swg « It)) =

®This definition ofinsertis borrowed fron{Hegner, 198,
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{{sw1, swa,lt},{sws}}, whereK = Cn({-sw1, swa, —lt}). This obviously does not give the
expected results.

The problem which is well understood by now in the community of reasoniogtadctions
is that domain constraints alone are not sufficient to solve the ramificatiotepras they do
contain causality information% Based on this idea, Herzig and Rifi have therefore suggested
to extend the WSShy a so-called dependence function.

Formally, a dependence function, denotedly, is a function which maps an atom to a set
of atoms whose truth value depends ofiltiielscher, 1996 As an atom’s truth value depends
on itself, a minimal requirement for a dependence function ishat Dep(p). Note that a
dependence function is part of the domain specification supplements théndoonatraints.
Regarding Example 18, in addition 10C = {it < sw; A swz)}, we haveDep(sw;) =
{sw1,lt}, Dep(swq) = {swa,lt}, Dep(lt) = {It}, sincelt depends both osw; andsws, but
swi, swe are independents of each other.

A dependence functioPep can be extended to general sentences by stipulating:

[Herzig and Rifi, 199Phave then suggested to extend the Wasfollows:
Tofts o ={I' € [a] | A(I,I') C Dep(a)} (6.2)
Note that the extended W$® a generalization of WSSin the sense, that the two coincide
whenDep(p) = {p} forall p € AT.
The extended WSScan deal with domain constraints in a very straightforward way:
K o}, a = Th( U r olLs, @) + /\DC
I€[K]

or equivalently,
K ojs a=Th({J € DC]|J € ] Iofks a})
I€[K]

PReaders are referred [Bhielscher, 199]7for an excellent discussion on why causality information is necessary
for dealing with indirect effects.
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To see how the extended W§SS8vorks, let us recall once again Example 18. Since
Dep(swy) = {swi,lt}, we now haveK OSVCSSL sw; = Th({{sw1, swe,lt}}). This shows
that the extended WS$roduces the desirable results.

In fact, | am able to show that the extended W30 works with the another renown

benchmark example of the ramification problem.

Example 19. [Thielscher, 199FWe argument Example 18 by introducing a third switch, plus
a relay (cf.| Figure 6.2.1). If the relay is activated (representegehyit will force the second
switch to jump open. The relay is controlled by the first and third switch together

EIT 5ilg

reday feght

Figure 6.2: An extended circuit

Let us investigate the particular state depicted. The expected result dihtpgfoge first
switch, sws, is that the relay becomes activated, which in turn causes the second, swifch
jumping its position; hence the light bulb stays|off.

Formally, the dependencies among all components of the extended ciediéseribed by
the following domain constraints and dependence function:

DC = {swy Aswy < lt,sw A sws < re,re — —swa}
Dep(swy) = {swi,swa,re,lt}
Dep(sw2) = {swa,lt}
Dep(sws) = {sws, swa,re,lt}
Dep(re) = {re,swy,lt}

1t might be however happen that the light turns on for a very shoibgef time, depending on the time it takes
to activate the relay and to affect the second switch. Nevertheless, thaslagfinitely off in the final stable state.
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The state displayed can be described by beliefSet Cn{-swi, swa, sws, —re,—lt}. It
is not difficult to see thafs <>’V3‘VCSSl swy = Th{{sw1, sws,re}}. This result is obviously what
we expected.

Dealing with Conditional Effects

So far, the new information is assumed to be represented by a senten@asdming about
action, we however often need to deal with actions with conditional effeEkgerefore, the
WSS needs to be further extended to deal with conditional update.

Formally, a conditional update is of the form=- «, wherey, «a are sentences angcan
be considered as the preconditionnofWhen a possible world is updated byy = «: I will
remain unchanged whdnj= ¢; otherwisel is updated byy:

Topts a fIE@
I oD =a) = e (6.3)
wss, (¢ ) { {1} otherwise
Note that, ifo = T thenI oé’;gsl © = «a will be same ad <>€;§Sl a.
Accordingly, the WS$ can be extended as follows:
K o} (o= a) =Th( | Toi% (¢ = a))+ /\DC (6.4)

I€[K]

6.2.2 Computational Model

It is clear that the (extended) WS not suitable for computation, as it is based on possible
worlds. In a computational setting, the beliefs of an agent should beseayieal by a belief base,
and an update operator should directly operate on belief bases. Inqinel,s& computational
update operator, which maps a belief base and the new information to atiedpedief base, is
denote bye (possibly indexed).

Ideally, a computational update operator is semantically characterized W3%. An
update operatop is called acomputational modedr syntactical characterizatioof the WSS
iff it satisfies the following condition:

Cn(B ® a) = Cn(B) owss, (6.5)
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Put in words, for any belief bas@ and sentence, the updated belief baseé © « is logically
equivalent to the result of'’»(3) updated by using the WSS

Proposal of Doherty et. al.,

[Dohertyet al,, 1999 have proposed a succinct syntactical characterization of the \W&Sed

on the notion of so-calledliminant Formally, given a senteneceand an atonp, we writed p.«
(called areliminantof p in «) to denote the sentenedp/T] V a[p/L]. If P = {p1, -+ ,pn}

is a set of atoms thef P.« stands fod p; - - - Ip,,.«, which is called areliminantof P in «.
Intuitively, an eliminant ofP in o can be viewed as a sentence representing the same knowledge
of o about all atoms from AR P and provide no information about atoms#h

The syntactical characterization of the W3Sthen defined as follows
Bopya={3P.p|8 € B} U{a} (6.6)

whereP = Atm | ().

Note that, there is a natural correspondence between the \&i&6the update operator
defined|(6.6), in the sense that both of them try to liberate changes of thevéilues of non-
redundant atoms of the new information.

Not surprisingly[Dohertyet al,, 1999 therefore were able to show that the latter is indeed

a syntactical characterization of the WSS

Theorem 6.7. [Dohertyet al,, 1999 Let©,,, be as defined by (6.6). Then for any belief base
B and new informatiora:

Cn(B ®py o) = Cn(B) Owss, Q

Problems with Space Explosion

One major disadvantage of the approach proposed by Doherty et al.t ihetsze of the up-
dated belief basB <, ; o could be exponentially larger than the sizeénda; more precisely,
in the worst case we would hay8 o, a| = |B|l**! + |a|. An interesting question is that
could we find a more space-economic approach? A bad news is that it islynli& can avoid
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super-polynomial space explosion. To show this, we need to introdugetlosn of so-called
non-uniform complexity classeshich is based on advice-taking machiféshnson, 1990

Formally, anadvice-taking Turing machiris a Turing machine with an advice oracle, which
can be considered as a functi@from positive integers to strings. On inputthe machine loads
stringa(|z|) and then continues as usual based on two inpatsda(|x|). Note that, the oracle
string a(|x|) only depends on the size of the input We call an advice oracle polynomial
iff |a(n)] < p(n) for some fixed polynomiap and all positive integera. If X is a usual
complexity class defined in terms of resource-bounded machines (e.gNP) thenX /poly
is the class of the problem that can be decided on machines with the sameceesound
augmented by polynomial advice oracles. Any clEgpoly is also known as the nun-uniform
X. In particular,P/poly appears to be much more powerful than P. However, it has been
shown very unlikely that N P /poly, otherwise the polynomial hierarchy would collapse at
¥P [Karp and Lipton, 198D

The result regarding the connection between NP Bpidoly be used to show that it is
unlikely that there exists a computational model of the W&h polynomially space bound.

Theorem 6.8. Suppose there exist a polynomiand a computational modeb of the WSS
such thal B ® a| < p(|B| + |«|) for any belief basé3 and sentence. ThenNP C P /poly.

The above theorem shows that in general super-polynomial spasthgsoinevitable for
any computational model of the WSS

In reasoning about actions, it is reasonable to assume that an actionlwithamge a small
part of the world, in other words, the size of new informatiois usually very small compares to
the size of the belief bagg. In particular, we may assume that the size of the new information is
bounded by a constaht By doing so, the size of an updated belief b&sg, ; « is theoretically
polynomially bounded by the size d@. But in practice this is still problematic: suppose the
new information of any action is encoded by a sentence of leh@that isk = 4); then after
performing just two actions, we might end up with a new belief base which ioajppately25
times larger. Therefore, we need to find a more space-economic updattargor practice.

Proposal of Winslett

To avoid above-mentioned space explosiainslett, 1990 has proposed a computational up-
date operatory, which approximates the WSSin the sense, that an updated belief base
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B ew «is query equivalent (instead of logical equivalent) to the resultofB) updated by
using the WS812

Formally, two sets of sentencesand B are calledquery equivalentvrt. another set of
sentenceg§’ iff for any sentences € C:

AFBiff BF 3

Note that,A and B are logically equivalent precisely when they are query equivalent tivet.
underlying languagég.

The main idea of Winslett's computational approach is to introduce for eachasp so-
calledhistory atomy’. Given a set of atom#® and a sentence, we denoted by[P/P’] the
sentence obtained by substituting every agom P in « with its history atony’'.

Then, Winslett's computational update operator is formally defined as fallows
Bowa={p[P/P'|8 e BtU{a} (6.7)

whereP = Atm|(«).

Example 20. Recall Example 17. Suppose nd# = {-w A —b} anda = w V b. Then
Bow a={-w' A=, wV b}, sincedtm(a) = {b,w}.

Itis easy to see that the size of the update belief lagg, « is linear to the size of original
belief baseB and the new information.

Obviously, in generaB © « is not logical equivalent t@n(B) Owss, @, 8S the former
might contain history atoms. However, it has been shown that the twauary equivalenivrt.
sentences without history atoms.

Theorem 6.9. [Winslett, 1990; Liberatore, 199T et B be a belief base and be a sentence.
Then for any sentengewhich does not contain history atoms:

B oy at piff (Cn(B) Cwss, ) B

For the extended WSSlefined by|(6.4), Winslett has proposed an extended computational

2However, Winslett has not formally shown that super-polynomialesgaplosion is inevitable for computational
models of the WSS
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update operator:

Boy (¢ =a) = {B[P/P]|B€ B}
U{p[P/P'] — a} UDC (6.8)
U{=¢[P/P'] = (p < p')|p € P}

whereP = Dep(«).

Also, the extended computational update operator defined by (6.8) bashewn approx-
imating the extended WSS

Theorem 6.10. [Winslett, 19909 Let DC be the domain constraints andep be a dependence
function. Assume is a belief base angp = « is a conditional update. Then for any sentence
(£ without history atoms:

B ©‘]?VC (o= a) = Biff (Cn(B) <>1]3vcssl (p=a))kFp

6.3 Updating Possibilistic Beliefs

In[Section 4.3.3, | have presented operators for revising possibilistid bedtes, i.e., possibility

distributions and possibilistic bases. Note that, possibilistic belief states agdygnore prac-

tical than any other representations of beliefs (e.g., belief sets and @QRs)literature. In this

section, | will present update operators for possibilistic belief states.ihi8ection 4.3.3, | give

both a semantic model for updating possibility distributia,nd a computational model for
updating possibilistic bases. As we will see that the semantic model is baseel @xtbnded)

WSS, whereas the computational model generalizes the proposal of Winslett.

6.3.1 Updating Possibility Distributions

Recall that a possibility distributiom is a mapping from the set of all possible worlélg to the
unit interval[0, 1], such that more plausible worlds are assigned higher weights. In thisrsectio
we are interested in update operators which can deal with domain constiidietefore, | will
first show how domain constraints can be seamlessly encoded in a possibttityution. Note

3Due to the correspondence between possibilistic distributions and OCEgtiaatic model can also be applied
to OCFs with a slight modification.
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that domain constraints are assumed indefeasible, possible worlds tht thela are therefore
considered as implausible. In a possibility distribution, such implausible wardsssigned the
minimal weight0.

Formally, a possibility distributiorr respects (encodes) domain constralp€ iff for any
possible worldV € ©,, 7(IW) = 0 precisely wheri? (= DC.

Given a possibility distributiomr that respect®C, according to (4.15), for any sentenge
the following condition holds:
Nr(p)=1iff DCF

Put in words, all sentences must have necessary degrees le$sekeapt logical consequences
of the domain constraints.

Formally, an update operator is a function which maps a possibility distributiand a
conditional update = « to an updated possibility distribution ¢ (¢ = «). To define such
an update operator, we essentially need to determine the weight of ewssiplpavorld in the
updated possibility distribution.

Given a possible worldll’, we denote bysud ¢ = «, W) the set of plausible worlds whose
successor worlds contall, when they are updated y= o :*

Suge = a, W) ={W'|W' EDCandW € W’ ouds, p = af

Intuitively, Sugy = «, W) is the support of¥ being the actual world after update.

It is clear that the weight of a plausible woddl in 7 ¢ (¢ = «) should be obtained from
the weights of its supporting plausible worldszin For this purpose, we need to consider two
situations:

1. If Sugy = «, W) contains more than one supporting plausible worlds, then the strongest
support prevails, that i$7 o (¢ = «))(W) = max{x(W’') | W' € Suflp = o, W)}.

2. If Sudyp = o, W) = 0, thenW is considered highly implausible. Therefore, we define
(mo (¢ = a))(W) =wa, wherew, is a relatively small weig

Based on above discussion, the update operator for possibility distrisusidnen defined

Note that, we need only to update plausible worlds.
5Technically, it is required thad < wx < min{mx(W’)|W' = DC}, in order to distinguisi¥ from those
supported possible worlds and implausible worlds.
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as follows:

0 if W b DC
(mro(p=a)(W)=1q wa elseifSugw) =0  (6.9)
max({7(W')| W' € SugW)}) else

whereSu W) is a shorthand oBugy = a, W).

Due to its definition, it is clear that an updated possibility distribution (¢ = «) also
respects domain constrairiis.

Observation 6.11. Supposer is a possibility distribution that respeci3C and ¢ = is a con-
ditional update. Then the updated possibility distribution (¢ = «) also respect®C.

To see an concrete example, let us recall Example 18. Suppose nowtialbigliefs are
encoded by a possibility distribution (as shown in Table 6.1). According to (4.13), we have
Bel(m) = Th({W>}). Note that possible worldd’», W4, W andW; are weighted) in 7, since
they violate the domain constraifdC = {sw; A swy < [t}. According to(6.9), they should
also be assignetlin 7 ¢ sw;. Recall thatDep(sw;) = {sw1,lt}. The results of updating every
plausible world bysw; are represented in ti3ed column of Table 6.1 (with implausible worlds
crossed out). It is not difficult to see thidf; and1V; are not supported by any plausible world.
They are therefore assignedine sw; the relatively small weightv,. Moreover, according
to (6.9), (7 © sw1)(Ws5) = max{n(W1),7(W5)} = 0.5 sinceSudswy, W5) = {Wy, W5}.
Similarly, we havg(m ¢ swq)(Ws) = max{w(Ws), w(W3)} = 1. Finally, we obtain an updated
possibility distributionr ¢ swy as represented in last column. It is easy to see that this is indeed
a desirable result, sindgel(m ¢ swy) = Th({Ws}) according to/(4.13).

] Possible worlds \ 7r \ W opEs sw \ T o sw; ‘
Wi ={} 0.5 W5,% Wa
Wy = {it} 0 0
Wy = {swsy} 1 %, Ws W,
W4 = {S’LUQ, lt} 0 0
W5 = {swl} 0.5 W5,% 0.5
We = {swy, It} 0 0
Wy = {swy, swa} 0 0
Wg == {swl, SWwa, lt} 0.6 M, Wg 1

Table 6.1: An example of updating possibility distribution.
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6.3.2 Updating Possibilistic Bases

In this section, | present a computational approach to updating possibikkstesb Recall that
a possibilistic base is a finite set of real number-weighted sentences. pibssibility distri-
bution, a possibilistic base can also encode domain constiaiiitsn a straightforward way.
Formally, we say that a possibilistic base= {(31,w1), -, (Bn, ws)} respects domain con-
straintsDC iff DC C {54, - , B, } andw; = 1 precisely whers; € DC.

Given a possibilistic base that respect®C, it is not difficult to see that its induced possi-
bility distribution 7ry. also respectbC.

Observation 6.12. Supposey is a possibilistic base that respedi®C. Then the possibility
distribution 7y, induced from> (as defined by (4.20) also respett§’.

Suppose now we are to update a possibilistic Babg ¢ = «, and the updated possibilistic
base is denoted by; = ¥ B (¢ = «). Letns be the possibility distribution induced frol
andm = 7y ¢ (¢ = «). Ideally, it should hold that for any sentenge

Nz, (8) = N, (B)

Unfortunately, the discussion in Section|6.2 suggests that such an ugdattase will in-
evitable cause super-polynomial space explosion.

Therefore, in the same spirit of Winslett's computational update operatpresent
here an approximation of the update operator for possibility distributions.t olLe=
{(B1,w1),- -, (Bn,wn)} be a possibilistic base that respeftt6 andy = « a conditional
update. The updated possibilistic base, denotell by- ¥ @ (¢ = «), is formally defined as
follows:

%= {(8,1)8eDCU{(p[P/P],1)|3 € DC}
U{(Bi[P/P], w;) | w; < 1}
U{([P/P'] = a,wy)}
U{(=¢[P/P'] = (p = p),wv) |p € P}

(6.10)

whereP = Dep(a)@

1670 express that the new information is relatively plausible, | assumis real number such thaiax{w; | w; <
1} < wy < 1. Note that values ofvy and wa (which is used in updating possibility distributions) are
not explicitly specified. Le® = {(B1,w1), -, (Bn,wn)} that respectdC and w5, the possibility distribu-
tion induced fromX. Then for any real numbewy such thatmax{w;|w;} < wy < 1, it is obvious that
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Recall|[ Example 18 again. Now suppose our initial beliefs are encoded pgsa
sibilistic baseX = {(it < sw; A swa,1), (-swy,0.5), (swa,0.5), (—lt,0.6)}. Since
Dep(swy) = {swy,lt}, we haveX; = X @ swy = {{it < swy A swa, 1), (lt/
swi A swa, 1), (msw], 0.5), (swa, 0.5), (—lt’,0.3), (swy,wy)}. Itis not difficult to see thakt
maps exactly to the possibility distributianrepresented in thend column of Table 6.1. How-
ever, the updated possibilistic baSe is not equivalent to the updated possibility distribution
™ © swy, since the former contains history atoms.

The following result shows that the update operator for possibilistic hadesd approxi-
mates the update operator for possibility distribution.

Theorem 6.13. Suppose is a possibilistic base that resped¥C and 7, is the possibility
distribution induced fronk as defined by (4.20). Let = 7o(¢ = a) andX; = L (¢ = «).
Then for any sentenggthat contains no history atom:

Ny, (B8) = Nry (5)

One advantage of my update operator is that an updated possibilistic Iodse camputed

in polynomial time (cf.| Algorithm E.6 in Appendix E), provided so is the dep@&edefunc-

tion Dep.

Observation 6.14. Assume the dependence functid¢p can be computed in polynomial time.
Then for the update operator defined by (6.10), the problem of comparningdated possibilis-
tic base is inFP.

It is also not difficult to see that the CF problem wrt. the possibilistic basatepaperator
is coNP-complete.

Observation 6.15. Assume the dependence functid¢gp can be computed in polynomial time.
Then for the update operator defined by (6.10), the CF problesaliiRcomplete.

It is worthy mentioning that complexities of most well-known update operatave been
shown beyond coNP-compdteiberatore, 1997; Eiter and Gottlob, 1992

0 < 1—wy < min{rs(W’')|W’ | DC}. In the sequel, | assume, = 1 — wy in situations where possi-
bility distribution update and possibilistic base update are related.
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6.4 Discussions and Related Work

| have first shown in detail the problems of the PMA with disjunctive updatets domain
constraints. In reasoning about actions, both disjunctive updatesandirml constraints are
however considered very important; in particular, the capability of handlioigpain con-
straints is commonly believed the key to solve the ramification prod®hanahan, 1999;
Thielscher, 1997; Ginsberg and Smith, 1R8Then, | have presented another well-known up-
date operator (i.e., the WSS) which is based on a weakened version of mahiaraje policy.
By generalizing the WSS, an operator for updating possibility distributioasban proposed,
which can properly handle disjunctive updates and domain constraints.

It is well understood in reasoning about actions that causality informatioedégssary
for dealing with indirect effects. The causality information exploited by theeru update
operator is encoded by a dependence function. There are alsosptems other forms of
causality information in the literature, e.g., causal relationsfifpgelscher, 199 or causal
rules[McCain and Turner, 1995it is an interesting future work to do a comparison of all these
proposals.

As we have seen that the update operator for possibility distributions Isapiaiperly do-
main constraints. Now, | show that possibilistic reinforcement revision§ettion 4.3.3) also
can deal with domain constraints. Suppose a possibility distribution is to besdeluis new
information(a, w). As domain constraintdC are indefeasible, it is reasonable to assume that
«a is consistent witlhC andw < 1. Then the revised possibility distribution also respéts

Observation 6.16. Supposer is a possibility distribution that respeci3C. Let(«,w) be the
input information such thatv is consistent witthC andw < 1. Then the revised possibility
distribution (.|, (o, w)) also respect®C.

Also, it is worthy mentioning that we can easily obtain an operator for upd&i@gs with
a slight modification of the current proposal. To my knowledge, there isark wn approaches
to updating OCFs in the literature, excéiitido et al, 1999. Note that, a major problem of the
update operator proposed by Kudo et. al., is that it suffers from the pesh&ems of the PMA,
since it satisfies all of the KM postulates.



6.4. Discussions and Related Work 127

Summary

In this chapter, | have studied approaches of belief update that arblelitareasoning about
actions. Firstly, | have shown that the classical PMA is problematic with disjgnapdates

and domain constraints. Then, based on the WSS, | have presentedamiisg possibilistic

distribution update operator, which can handle properly disjunctivetapdand domain con-
straints. | have shown that super-polynomial space explosion is inevi@btmmputational

models of possibilistic distribution update operator. To avoid this, | havegseapinstead an
approximation of the possibilistic distribution update operator.
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Conclusions and Future Work

In this thesis, | have mainly studied general frameworks and computatippadaches of belief
change that can be potentially applied in reasoning about actions. Firgtlyjdtivations of

integrating belief change into reasoning about actions are described, &lth the problems
that need to be solved. Then, the classical work in belief change isit@e#gd, including

the distinction between belief revision and belief update, rationality postulaéshbuld be

satisfied by belief change operators and various constructive modéds, IAave discussed
the relation between belief change and relevant research fields. 3iiésrebtained in this
thesis might be also useful for these related fields, in particular, fommamstonic reasoning.
A detailed investigation on this issue is left as future work.

One of the main contributions of the thesis is a new postulate of independamiterdted
belief revision. | have discussed why iterated belief revision is a difficalblem in principle.
Then, | have formally analyzed the problem of implicit dependence whichtigsic to be-
lief revision but largely overlooked in the belief change community. Discassétiow that the
AGM/DP postulates are too weak, hence recommend the inception of the nudemme postu-
late. To provide formal justification, | have also presented an elegantgiencharacterization
of the independence postulate. As a result, a new general framewadtrdrided belief revision
is obtained. A detailed comparison to related work suggests that the newnfosknis so far
the most satisfactory one in the literature.

| have also studied computational approaches to iterated belief revisiost. oFiall, the
limitations of pure qualitative approaches (in particular, cut base reviaienjiscussed. Then,
| have proposed a so-called reinforcement base revision based om@act representation
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of beliefs. To show its intuition and satisfiability of desirable postulates, | pagsented a
semantic model of reinforcement base revision, i.e., reinforcement O@$tore | have also
given an algorithm of reinforcement base revision which can be implemstraghtforwardly,
provided the underlying language is decidable. For propositional logiesse shown that the
computational complexity of reinforcement base revision is optimal. It is aneistiag topic
of future research to investigate the complexity of belief revision for sontalde decidable
fragments of first order logic (e.g., the guarded predicate logiAofdrékaet al, 1999). Note
that reinforcement base revision has a reinforcement effect (me#mndgt accumulates the
evidence degree of the new information) which is arguably a desiraliledésfar domains with
multi independent information sources. As a more practical solution to itebated revision, |
have presented a so-called possibilistic revision, in which possibility degfdeeliefs are real
numbers in the unit intervad, 1].

To study formally the problem of “how agents exchange their beliefs in an@timanner?”,
I have introduced the concept of mutual belief revision. A process ofahbalief revision takes
two stages; in the first stage, two agents get together trying to reach a cammahenstanding; in
the second stage, two agents revise their belief states in order to inderffeg@ommon agreed
views into their own belief states. In particular, | have presented both ansienmaodel and
a computational model for a concrete mutual revision operator by geriegalizinforcement
OCF revision and reinforcement base revision, respectively. | hiawers several desirable
properties of the mutual revision operator, as well the complexity of the ctatipnal model.
Note that the work presented here is just the starting point of our réseaformal study of
information exchange. The properties listed in this thesis can be considerd® minimal
requirements for any rational mutual revision operators. It is of ouatgrderest to further
study other desirable properties, and another interesting avenuetarfuesearch is to obtain
a set of AGM-style rationality postulates for mutual belief revision.

For reasoning about actions, belief update is very important to model safiitin physi-
cal effects. | have shown that the classical KM theory is problematic wifardiive updates
and domain constraints. Based on the WSS, | have presented a (semassitjlistic distri-
bution update operator, which can handle properly disjunctive updated@mnain constraints.
I have shown that super-polynomial space explosion is inevitable for gatipnal models of
possibilistic distribution update operator. To avoid this, | have proposégbids: computational
approximation of the possibilistic distribution update operator. Note that, therdwapproaches
of belief update are specific to propositional languages, and extendisg #pproaches to more
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expressive languages is an interesting topic of future research.

Note that both types of belief change studied in this thesis have their owctakpas on
the reasons of the new information: belief update assumes that the newmaitifum reflects
changes of the world, whereas the world is assumed static in belief revistoveudr, in many
situations, the new information received by the agent might be not labeledwdtha reason.
There are also examples which require non-elementary interactions betexégion and up-
date[Boutilier, 1995; Hunter and Delgrande, 2003t is of course interesting future work to
investigate the possibility of extending the current approaches to haratiesguations.



Appendix A

Proofs of Results of Chapter 3

To prove Theorem 3|2, | first show by Observation A.1land A.2 thatngiMeelief statéC, there
is a one-to-one correspondence between a SOS ceritgradd a faithful ranking oiiC.

Observation A.1. Let  be a belief state. Given a S@scentered oriK], the binary relation
<x on O, generated fron® via the following condition:

(SSToFR) Wy = Whiffforall S € & if Wy € SthenW; € S
is a faithful ranking onkC, s.t., for any consistent sentenee
ming(a) M [a] = min([o], <x)

Proof. First, we show thaky is a total pre-order. It is obvious thaic is reflexive. To see that
=< Is transitive, assumB/; <x Wy andWsy < W3. We have to showWl; € Sforall S € &
such thatiVs € S. SupposdV; € S. It follows from W, <, W3 thatis € S. Subsequently
from W, < W, it follows that¥; € S. The connectiveness &fx is shown by contradiction.
Assume there exidt’;, W5 such that neitheW; <x W5 nor Wy < Wi. It follows that there
areSi, S2 € & such thail, € S1, Wy ¢ S; andWy € Sy, Wa ¢ Ss. Obviously, then neither
S1 C S5 nor S, C S, which contradicts the fact thai is a SOS (see Definition 2.15).

We show next thaix satisfies all conditions of Definition 3.1. Assuriié,, W, = K.
Since for allS € &, [K] C S, it follows thatWW; € S forall S € &. It follows immediately
thatW; < W forall W € ©,. Similarly, Wy, <, W for all W € ©,. Hence, we have
Wi =x Wa. Supposél; = K, Wy = K. Since[K] € 6, it follows from (SSToFR) that
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Wy Ak Wi. HencelW; < Ws. What remains to show is that there exist a set of minimal
elementsnin([«], <), for any consistent sentenae Supposer is a consistent sentence. Since
there exists a minimal sphenging (o) intersectinda/, it suffice to show thating(a) N[a] =

min([«a], <x):

1. To show by contradiction thahing(a) N [o] € min([a], <x), assume there exists a
possible world/ such thatV € ming(a) N [a] andW ¢ min([a], <x). It follows from
W ¢ min([a], <x) that there is dV; € [o] andW Ak W;. According to (SSToFR),
there existsS € & such that; € S andW ¢ S. SinceS N [a] # 0, we have
ming(a) C S, this contradictdV € ming(a).

2. Similarly, to showmin([a], <x) € ming(a) N [a], we assume there exists a possible
world W such thatl” € min([a], <x) andW ¢ ming(a) N [a]. It follows immediately
thatiW ¢ ming(«). According to (SSToFR) we hav& A W, for all Wy € ming(«).
Sinceming(«) N [a] # 0, it follows there exists a possibli&; such thail” Zx W, and
Wy € [a], this contradict$V € min([a], <x).

Observation A.2. Let I be a belief state. Given faithful rankingc on XC the family of sets of
possible worldsS constructed fron via the following condition

Forall W e O, {W €O, | W W} e&
(FRTOSS) { O,€6
If [K] = () then( € &.

is a SOS centered ditC], s.t., for any consistent sentenee
ming(«) N [a] = min([o], <k)

Proof. We need to show tha® satisfies all conditions of Definition 2.15. L& and .S, be
two spheres ir5. Without loss of generality, we assunSe = {WW € ©,|W =< Wi} and
So ={W € O, |W < Ws}. Since=k is total, we have eithell’; < Wy or Wy <xc Wi. It
follows that eitherS; C Sy or So C S;. If K = (), itis obvious tha{K] € & and) C S for all
S € 6. Suppose is consistent andll” € [K]. It follows from the properties ok thatl; <
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W iff Wy € [K]. ThereforelK] = {W; | W1 <x W} € S and[K] C Sforall S € &. Hence
& satisfies the second condition. The third condition holds trivially. To shotGleatisfies the
fourth condition, for any consistent sentengewe consideming(a) = {W1 | W1 < W},
whereW € min([a], <k). It follows immediately thaining(a) N [a] = min([a], <x). What
remains to show is thahings(«) is indeed the minimal sphere interseit$. Suppose there is
a sphereS such thatS C ming(a) andS N [a] # 0. Without loss of generality, we assume
S = {Wy | Wy = Wa}. It follow from S C ming(a) thatWy <x W. SinceS N [a] # 0,
there must be a possible world; such thatiV; € [a] andW; <x Wa, which contradicts
W € min([a], <x). O

Theorem 3.2. Suppose: is an iterated revision operator. Thensatisfies I * 1)-(IC * 8) iff
there exists a faithful assignmeits.t., for any belief stat& and any sentence:

L if -«
Th(min([a], <%) otherwise

Bel(K x a) = {

Proof.

< Assumesx is an iterated revision operator that satisfi€s«(1)-(XC x 8). Obviously, for
any belief statéC, we can induce a (local) revision operator fé¢/(K), which satisfies (K*1)-
(K*8). It follows from Theorem 2.17 that there exists a S@entered o] such that for

any sentence,
L if F-a

Th(ming(a) N [a])) othwise

Bel(K x o) = {

By [Observation A.1, we can generate frana faithful ranking=<x on K such that for any
consistent sentenee, ming(«) N [a] = min([a], <x). Thus for any belief stat&’, we can
induce (assign) a faithful ranking on XC such that, for any sentenee

L if k-
Th(min([e], <x)) othwise

Bel(K x o) = {

= Supposeh is a faithful assignment as required. For any belief stite by

‘Observation A.2, we can construct a S@Sentered o] from f}fo such that for any consis-
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tent sentence, ming(a) N [a] = min([a], <%). It follows from[Theorem 2.17, that the local
revision operator (induced fror) on Bel(K) satisfies (K*1)-(K*8). Thusk satisfies [ * 1)-
(K * 8). O

‘Observation 3.5. Supposex is an iterated revision operator that satisfigs*Q)-(X*8). If x
satisfies (DP2), then it also satisfies (WDP2).

Proof. Supposex satisfies (DP2) and € Bel(K * —«a). Sincea F =—a, it follows from (DP2)
that/C « —a = (K * «) * —a. Hencel € Bel((K * «) * —«). O

‘Observation 3.6. Supposex is an iterated revision operator that satisfigs*)-(X*8). If x
satisfies (Ind), then it also satisfies (WInd).

Proof. Supposer satisfies (Ind) and: € Bel(K x =3). Assume- 5. Thena € Bel((K * «) *
—f3) = L, due to (C*1) and (*8). Assume¥ 3. If follows from (IC*5) that Bel(KC « =) is
consistent. Thus« ¢ Bel(K % =3). According to (Ind), we have € Bel((K x«a) x—3). O

To prove Theorem 3.7, we need the following Observation A.3':

Observation A.3. Supposex is an iterated revision operator that satisfies Postulat€$l()-
(K*8). If 5 is consistent, thenr € Bel(IC x [3) precisely when there exists a worl#l; such
thatW, = a A fand W, < Wy for all Wy = —a A 3, where=k is a faithful ranking onkC
corresponding tc:.

Proof.

= Supposev € Bel(K = (3). Sincef is consistentinin([3], <) # 0. AssumelV; is pos-
sible worlds such that’; € min([3], <k). Itis obviousW; = «, sincea € (min([F], <k).
Assume there 8V, such thatiV, = —a A  andW; £ W,. Since=g is total, we have
Wy < Wi. HencelV, € min([3], <k ), which contradictsy € Bel(K * [3).

< Assume there existsl&; such thatl’; = a A g andW; < Ws foranyWs = —a A S.
It follows that for alliV € min([3], <x), W [~ -, i.e.,W = a. Thusa € Bel(K « ). O
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Theorem 3.7.Suppos€ is a finitary propositional logic. Let be an iterated revision operator
satisfying Postulates(*1)-(K x 8). Thenx satisfies Postulate (Ind) iff its corresponding faithful
assignment satisfies the following condition:

(IndR)  IfW; E aandWy = —a, thenWWy < W impliesWy <jxcia Wa.

Proof.

< Assume—a ¢ Bel(K+—3). From Observation A3, it follows that for any worldl™ =
-8 A —a, there exists another world” = -3 A « such thatiW’ <, W. Hence, since<x
is total, there must be a world/; such thati; = a A =g andW; =< Ws for all Wy
—a A —(. Condition (IndR) then implies thal’; <., W> for all W, = —a A —(3. Due to
‘Observation A.3, we havigCxa)+—3 F a.

= AssumeW; = a, Wy | —a, andW; < Ws. Sincel is finite, there exists-j3
such thaf—g] = {W, W} (i.e., =8 = A W1 vV A W3). From Theorem 3.2, it follows that
W1 € [K * =f]. Hence~a ¢ Bel(K % —(3). Postulate (Ind) implies: € Bel((K * «) x =3).
Due to Postulates{*2) and (C*5), [(K * ) * =] = {W3}. From Theorem 3.2, it follows that
W1 <ksa Wa. O

‘Observation 3.8. Supposex is an iterated revision operator that satisfigs*()-(K*8). If x
satisfies (Ind), then it also satisfies (DP3) and (DP4).

Proof. Assumex € Bel(K x 3). If ~a ¢ Bel(K x 3), then (Ind) impliesy € Bel((K x «) * 3).
If —a € Bel(K x [3), thenBel(K x 3) is inconsistent. According tok{*5), 3 is inconsistent.
Hencea € Bel((K x «) = 3), due to (C*1) and (C*2). Thusx satisfies (DP3).

Assume—a ¢ Bel(K x 3). It follows from (K*2) that 3 is consistent. (Ind) implies €
Bel((K*a)x3). Assume-a € Bel((Kxa)*3). ThenBel((K xa)* 3) is inconsistent, which
contradicts K*5). Thusx satisfies (DP4). O

Theorem 3.10.Letx be an iterated revision operator satisfying Postulat€$l)-(K*8). Thenx
satisfies Postulates (DP1)-(DP4) if it is induced from a faithful assignmexitdhtisfies the
following conditions:

(DPRl) |fW1, Wy ): Q, thenW1 <K Wy iff Wh <KCxa Ws.
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(DPRZ) |fW1, Wy [75 Q, thenW1 <k Wy iff Wy <ICxa Ws.
(DPR3)  IfW; = aandWs [~ a, thenW; <x Wy impliesW; <x.q Wo.

(DPR4) IfW; = aandWs [~ a, thenW <k Wy impliesW; <x.q Wa.

Proof.

(DPR1)=(DP1):

Suppose that (DPR1) holds. Assumeé- «. It follows immediately thaf3] C [«]. It follows
from (DPR1),W; <x Wy iff W1 <x.q Wa for all Wi, Wy € [§]. Hence\min([5], <x) =
(min([f], Zxs«a). According to Theorem 3.% * 5 = (K * a) * 3.

(DPR2)=(DP2):
Symmetric to the one above.

(DPR3)=(DP3):

Suppose that (DPR3) holds. Assuiie: 3 I «. If 3 is inconsistent, then by{*1) and (C*2)
we have(K*a) * [ F a. Assumes is consistent. By Observation A.3, there exidfs = 5 A o
andW; < Wy for all Wy = B A —a. Therefore, by (DPR3) there exiBt; = 5 A « and
W1 <xxa Wo forall Wy = 8 A —a. Apply/Observation A.3 in another direction, we obtain
(Kxa)*f[Fa.

(DPR4)=-(DP4):

Suppose that (DPR4) holds. In the casés inconsistent, (DP4) holds vacuously, sir€ex
8 ¥ -« contradicts with £*1) and (C*2). AssumelC x 3 ¥ -« and 3 is consistent. By
Observation A.3, for allVy = (3 A —a, there existdV; = A « such thatiVy; < Ws. It
follows from (DPR4), for all¥y = 3 A —«, there existdV; = 5 A « such thatV; <x.q Wo.
Apply|Observation A.3 in another direction, we obtéld * «) * 5 ¥ —a. O

Theorem 3.13. Suppose that an iterated revision operator satisfies Postul&tés){(X*8).
The operator satisfies Postulates (DP1),(DP2) and (Ind) iff the opegatd its corresponding
faithful assignment satisfy:

(DPqu) If W17 Wo }: Q, thenW1 quC Wy iff Wy quC*a Ws.

(DPRZQ) If W1, Wy % «, thenW; quC Wy iff W1 quC*a Ws.
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(IndR%)  If W) = aand Wy (£ «, thenW; <¢ W implies eitherdd/;, 1,
are not relevantly ordered wrtgjc.., or Wy <y, ., Wo.

Proof.

1. (DP1) is equivalent to (DPRL

(DP1)=(DPRIY):

Suppose that (DP1) holds. Assuia, W, = o andW; < Wa. It follows that there
exists+y such thati,, Wy = v andW; € min([y], <x). It follows froma Ay F «
and (DP1) thaimin([a A 7], <x) = min([a A 7], <k«a). SinceW; = v andW; €
min([a], =k ), we haveW; € min(Ja A 7], <x). HenceW; € min([a A 7], =kxa)- If
follows from Wy € [a A 7], thatW; <x.. Wa. Together withi¥;, Wy = « A ~, and
Wi € min([a A 7], Rk«a), We obtainWy <g,  W>. Analogously, we also have that
Wi =3.q Wa impliesWy <3¢ Wa.

(DPRI)=(DP1):

Suppose that (DPR} holds. Assumes + a. We want to prove thatK * «) * § =

K x 3. We do this by showingnin([5], <x) = min([5], <k« ). Given anyi¥; such that
Wi € min([#], Zx), we want to showV; € min([f], <k« ). Assumels € [F]. Itis

easy to see thal’; <i Ws. Sincef I «, it follows from (DPRYT) thatW; <g., , Wa.

ThusW; € min([3], <k«a). Analogously, we also havid; € min([5], <x+a) implies
W1 € min([F], =k)-

2. (DP2) is equivalent to (DPR2

Symmetrical to the one above.

3. (Ind) is equivalent to (Indf.

(Ind)=(IndR3"):

Suppose that (Ind) holds. Consider any two possible worlds suchitthal= « and
Wy = o. Assumell; < Wy andWy, W are relevantly ordered ik, we have to
show thaty <., Wa, i.e, Wi <%, , W andW; <x.o Wa. SupposéV; A%, Wo.
SincelVy, W, are relevantly ordered ific.., we havelly <%, Wj. Itfollows that there
is a sentence’ such thatVy, W, = ' andWs € min(['], Xxxa). SinceW; <3 Wa,
there is also a sentengesuch thail’;, W5 |= v andW; € min([y], <x). Itis easy to see
thatW; € min([y A +/], <x) andWs € min([y A '], <k«a). SinceW; [ «, it follows
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that € x (y A +') ¥ —a. By (Ind), we have(K * a) x (y A ¥') F a. This contradicts
Wo € min([y A 7], Zk«a) and W = —a. Hence, we can concludd’ <g., ., Wo.
What remain to show is thal’; <x.o Wa. AssumeW; ALi.o. Wa. SinCe=jq iS
total, we havely <x.. Wi. FromW; <¢,  Wa, it follows that there is a senteneé
such thatVy, Wy = ~"” andW; € min([y"], <x+a). By @ similar argument to the above
one, we haveC « v A v ¥ —a. By (Ind), it follows that(KC * o) * y A" F a. On
the other hand, we hav&; € min([y A 7], Sikxa) @aNdWa <x.o Wi. It follows that
Wy € min([y A "], Zkxa). SinceWs = —a, it contradict( K * a) xy Ay F «a.

(IndR%)=>(Ind):

Suppose that (IndB holds. AssumeC x § ¥ —a, and(K x ) * 5 ¥ «. It follows
from K % 5 ¥ -« that there exist$?; € min([5], <x) such thati; = «. It follows
from (K x a) = § ¥ « that there exist$¥; € min([3], <xsa) such thatWy = -a.
SinceW, = g andW; € min([3], %), we havelW; < W,. Similarly, we have
Wy =%4q Wi. SinceW; = aandW, = —a, this contradicts (IndR), which says that
Wi, W, are well ordered inix., then it must the casé#’; <g., , Wo.

‘Observation 3.14.Suppos€C is a finite language. Lek be a faithful ranking on some belief
stateXC. Then for anyiy, W5 € ©,, W7 and W, are relevantly ordered irs.

Proof. Since= is total, we have eithéi’; <, W5 or Wy < W7. Without loss of generality,
we assumél’; < Ws. Sincel is finite, we can construct a sentence- A\ W; vV A\ Wa, such
that[y] = {W1, W}, Itis easy to see that’; € min([v]), <x). HencelV; =g Wa. O

‘Observation 3.15. Given an OCF#k, the binary relation<, defined by/(3.3) satisfies (EE1)—
(EE5).

Proof. Due to the transitivity oK onN*, <. satisfies (EE1).

Assumea + 3. By contra-position, we haves + —«. Hence, for any possible world”
if W | =g thenWW = —a. According tol(3.2), we havie(a) < k(3), i.e.,a <i 8. Thus<
satisfies (EE2).
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Assumek(a) > k(a A B) andk(8) > k(a A 3). From(3.2), it follows that there exist¥’,
st k(W) = k(a A B) andW | —a V —3. Sincek(a) > k(a A 3), according to/(3.2), we
haveW £ —q, i.e., W |E a. FromW | —a Vv =4, it follows thatW = —4. It follows from
(3.2), thatk(3) < k(a A 3), which contradicts(3) > k(a A 3). Thus,< satisfies (EE3).

AssumeBel(k) is consistent. Suppose ¢ Bel(k). According to (3.1) and (3|12} ¢
Bel(k) iff there existsW, s.t.,k(W) = 0 andW E —aq, i.e., k(o) = 0. Therefore, we have
a ¢ Bel(k) iff k(a) < k(pB), for any (. Thus,<; satisfies (EE4).

Assume¥ «. According to((3.2)k(T) > k(a). Hence, by contra-positiors, satisfies
(EE5). O

‘Observation 3.16.Letk be an OCF andv a sentence, then for amy;, my € NT,

Bel(k"* ) = Bel(k"*,.)

a,my a,ma

Proof. According to(3.4) ks m (W) = 0iff W = o andk(W) = k(—«), which means the
value ofm does not affect the set of worlds with rafin the revised OCF. From (3.1), it follows
immediately thaBel (k. ) = Bel(kims)- O

Theorem 3.17. Assume an arbitrary but fixed evidence degree for any new informafioan
reinforcement OCF revision satisfies all AGM postulat€sl)-(X*8) as well as (DP1), (DP2)
and (Ind).

Proof. Obviously, each OCE can induce a faithful ranking,, on & by letting :

Wy < Wy iff k(W7) < k(W)

According to(3.4) k7, ,,,(W) = 0iff W = o andk(W) = k(—-«a). From (3.2), itis easy
to see that?, , (W) = 0iff W € min([a], <x). As a direct consequence/of Theorem 3.2, re-
inforcement OCF revision satisfies Postulatesl)—(X*8). Assumem is an arbitrary positive
integer. From/(3.4), it it not difficult to see that the following conditions satisfied:

o If Wl, Wy ): Q, thenW1 =< Wy iff Wh jK;’;n Wo
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o |f Wl, Wy [75 Q, thenW1 =k Wy iff Wy ng/;n Wy

o If W] £ aandWs £ «, thenW; < Wy implies W, <grz Wa

As a direct consequence of Theorem 3.10/and3.11, reinforcemdnt&Gion satisfies (DP1),
(DP2) and (Ind).

‘Observation 3.18. Let £ be an OCF and«, m) be any new information. Then for any non-
tautological sentencg,

k(B) +m if Fo— g
kam(B) =4 k(o= B) = k(-a) else if k(a — () = k(3)
min(k(a — B) — k(-a), k(B8) +m) else

Proof. Assumet- a — (3. From¥ (3 and (3.2), it follows that there exis#¥; = -4, s.t.,
k(Wy) = k(B) andk(W) > k(Wh) foranyW = —3. Sincel o — (3, we havell; = —a.
According to (3.4)kam (W1) = k(W1) +m. Similarly, for anyW = —3 we haveky, (W) =
k(W) + m. Again according td (3.2) we havg.’,(8) = k(3) + m.

Assume¥ a — S andk(a — 3) = k(B). From¥ o« — [ and (3.2), it follows that there
existsW; = a A -3, s.t., k(W) = k(a — (). According to [(3.4) k&im(W1) = k(W7) —
k(—a). Sincek(a — B) = k(3), according ta (3.2) we haveg W) > k(W) foranyW = —4.
It follows from (3.4) that for anyV |= =0, k& (W) is eitherk(W) — k(—a) or k(W) + m.
Therefore, according to (3.2) we hakg’,, (3) = k(8) — k(-a) = k(a — B) — k(-a).

AssumeF a — B andk(a — () # k(B). Itis not difficult to see, according to (3.2),
that this is possible only i&(« — 3) > k(8). From¥ a — [ and (3.2), it follows that there
existsW, = a A =4, st k(W) = k(e — B) andk(W) > k(W) foranyWW | a A =f.
Analogously, there existd’s = -4, s.t.,.k(W2) = k(5) andk(W) > k(W) foranyW = —4.
We consider two cases:

1. Assumék(a — 3) — k(—a) < k(B) + m. According to((3.4) ko m(W1) = k(Wh)
k(-a). For anyWW | -3, according to/(3.4), itV = «, thenky (W) = k(W)
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k(=) > k(W1) — k(—«); otherwiseky m (W) = k(W) +m > k(Wa) +m > k(Wy) —
k(—a). From (3.2), it follows thak.;s, (5) = k(a — 8) — k(—a).

2. Assumé:(a — )—k(—a) > k(8)+m. Sincek(a — 3) > k(3), according ta (3.2), we
haveW, = —a. From (3.4), it follows thake, (Wa) = k(W2) + m. For anyW = -,
according to/(3.4), itV = «, thenky (W) = k(W) — k(-a) > k(W;) — k(-a) >
k(W3) + m; otherwiseky m (W) = k(W) + m > k(W) + m. From (3.2), it follows
thatky . (8) = k(B) +m. Thereforekym(8) = min(k(a — B) — k(=a), k(8) + m).

O

‘Observation 3.19. Let k£ be an arbitrary OCF andx a new non-tautological sentence with
evidence degree: € N*. Then

k(o) = k(a) +m

a,m

Proof. A direct consequence of Observation 3.18. O

Theorem 3.20.For arbitrary m1, mo € NT, reinforcement OCF revision satisfies the following
conditions:

(EDP1) If3F a, then(ki,, )" =k

Byma B,ma"

(EDP2) If8+ —a, then(klim, )5 = k5

B,m2 B,ma”

(EInd) If there existsn such thatk::’; I e then(kam, )" F o.

—B,ma

Proof. If - =3, Condition (EDP1) holds trivially. Assume that- o and¥ —3. By (3.4),

kg’;w(W) =0 iff Wk pgandk(W) = k(—0) (A1)
Likewise,
(kaim ) gom, (W) = 0 iff W = 8 andkam, (W) = kam, (20) (A.2)



142 Appendix A. Proofs of Results of Chapter 3

Sinceg + «, for anyW = 8 we haveky ', (W) = k(W) — k(—«) by (3.4). Sincex — -4 =
-3 and¥ -3, it follows from|Observation 3.18 that, ,, (—3) = k(—8) — k(—-«a). Hence,
is equivalent to

(K" V2 (W) =0 iff W = 8 andk(W) = k(-83)

a,my/ B,ma

This and/(A.1) impliegkam, )5 = kgjm Condition (EDP2) can be proved analogously.

B,ma2

We prove Condition (EInd) by contradiction. To begin with, from the asdionpthat

k::; ¥ -« it follows thatk g and¥ o — B. Furthermore, there existd” such that
k:;;m(W) =0,W E -8A«q, andk(W) = k(5). With the help of(3.2), this implies
k(B) = k(a = f).

Now assume thatkq’ ml):; m, ¥ a. It follows that there existsi¥’ such that

(keim1 ) gy W) = 0, W = =B A =a, @ndkam, (W) = kam, (B). Sincek(W) = k()
andW' = -3, we havek(W’) > k(W). Hence by (3.4)kam, (W') = k(W') +m1 > k().
But from Observation 3.18 it follows tha, 7, (3) < k(8), since¥ 3 and¥ o — 3. This
contradictsi m, (W) = kam, (8). O

‘Observation 3.21. The amnesic revision, satisfies (DP1), (DP3) and (DP4), but violates
(DP2).

Proof. Note, in the case of the amnesic revisigna belief state is identified with its proposi-
tional beliefs.

Assumer- —3. According to (3.5), we havéK x, ) x, 8 = 3 andK x, 3 = 3. Hence,
x, satisfies (DP1), (DP2) and (DP3). Moreover, (DP4) is vacuousigfial. In the rest of the
proof, we consider the cage—(.

Assumes F a. We consider two case$) AssumeK ¥ —a. It follows from G F «, that we
haveK Aa ¥ —3. According to((3.5), ifK ¥ =g then(Kx,a)*, 0 = (KAa)*,0 = KA AaAf
andK x, 3 = K A (3; otherwise( K x, ) %, 0 = (K Aa) *, f = fandK %, 5 = . 2) Assume
K F —a. Fromg F q, if follows that K - —3. Sincel -3 andg + «, we havea ¥ —g.
According to (3.5)( K x4 ) *, 3 = a*, 8 = a A fandK *, 8 = 3. Thereforex, satisfies
(DP1).

AssumeK #, 3 - o. We consider two cased)) AssumeK ¥ —3. According to ((3.5),
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Kx, 8 =KAg. Itfollows from K A 8 F aand K ¥ -3, that we haveX A a ¥ —(.
According to[(3.5)( K x, ) x, B is eitherK Aa A B ora A 3. 2) AssumeK + —3. According
to (3.5),K *, 8 = 3. FromK x, 3 I «, it follows that3 - «. Sincex, satisfies (*1), we have
(K #4 a) #, 0 F «, Thereforex, satisfies (DP3).

Assumek x, 8 ¥ —«a. Obviously, we hav& —«a. Consider two cased) AssumeK ¥ —(.
According to (3.5),K %, 3 = K A 3. FromK A 3 ¥ —a andK ¥ =4, it follows K A o ¥ S.
According to((3.5){ K #, ) x4 B=K AaA 3. From¥ —q, it follows K AaA B ¥ —a. 2) Assume
K + —f. According to[(3.5) K *, 8 = [3. Sincex, satisfies (*1), we haveK x, «) %, 5 - 3.
From¥ =5 andjs ¥ —a, it follows (K x4 «) %, 5 ¥ —a. Thereforex, satisfies (DP4).

The following counterexample shows that violates (DP2). Lety, 8 and K be, respec-
tively, p, -p andCn(pV q) (p, q are propositional atoms). Obviously}- —« holds. According
to (3.5), (K *, @) %, 8 = Cn(—q) and K x, 3 = Cn((p V q) A —q). Thereforex, violates
(DP2). O
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Proofs of Results of Chapter 4

‘Observation 4.5. Supposé& = (B, f) is an EE base andz is the OCF induced fror&. Let
W1, Ws be arbitrary two possible worlds. Théir;, W5 are relevantly ordered.

Proof. Let k=(W;) = ¢ andk=(W>) = j. According to|(4.8), there exists two sentenges3;
such thatW = -, W; = —p;, f(8;) = ¢ and f(5;) = j. Without loss of generality, we
assume < j. We want to show that there there exists a sentensach thatiV;, Wy = ~
andW; € min([y], %x-). If ¢ = 0, then lety = T. Itis obviousW;, Wy = v andW; €
min([y], <x=). If ¢ > 0, then lety = —3; vV ;. Itis obvious thall’;, W, = ~. Suppose there
exists a possible worl#l” such thatk=(1W) < k=(W7) andW = ~. According to((4.8), we
haveW = ; A 8;, which contradict$? |= ~. O

‘Observation 4.6.Suppose = (B, f) is an EE base, anél= is the induced OCF as defined by
(4.8). Then for any sentenge
Ranke () = k=(0)

Proof. Assume- 3. ThenRank(3) = k=(0) = .

Assume” 3 andRank:(3) = i. It follows from (4.4) tha="*! ¥ 3 and=' I- 3. Let W be
a possible world such th&t’ = ="' U {-3}. FromZ’ I- 3, it follows thatW ¥ =¢. Therefore,
there is a sentencg € =|; such thaii?” (£ 3;. It follows from (4.8) thatk=(W) = i. Let W,
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be any possible world such thiag (1) < k=(W). It follows from (4.8) thatiV; - =¢; hence
Wi F 3. According to|(3.2), we have=(3) = i.

‘Observation 4.7. Suppose is an EE base andz is the OCF induced frori. Let («, m) be
any new information. Then for any possible woldé

= (W) = k=g (W)
whereZ; = E®, (a,m).

Proof. Assumekz(W) = i. By (4.8), we havéV |= =1 and there exists a sentengec =|;
such that?V = —g;.

If W = =, then((3.4) implies thait=""* , (W) = i+m. Itfollows from (4.7) thaE{t" ! =

ZHmtl BV alp € Zt Y anda V §; € Z1litm. Obviously, we havéV |= =i and
W [~ a Vv 3;. Hence, according to (4.8)z, (W) =i+ m.

If W = «, then (3.4) implies that=", (W) = i — k=(—a). AssumeRank:(—a) = r. It
follows from (4.7) thaE "™ C =+ U {8V a|B € B} U{a} ands; € Z1|;_,. Itis obvious
thatW |= =", It follows from (4.8) thatk=, (W) = i — r = i — Ranks(—«a). According to
Observation 4.6, we obtain that, (W) = i — k=(—«).

Theorem 4.8.Supposé& is an EE base andz is the OCF induced fror. Let(«, m) be any
new information. The for any sentenée

Rank, (8) = k=i, ()

whereE; = E®, (a, m).

Proof. A direct consequence of Observation|4.6 and Observation 4.7. O

Theorem 4.13.Let =, =5 be two epistemically equivalent EE bases, then for any sentence
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and evidence degrees;, my € NT:
Bel(Z)]) = Bel(Z))

whereZ] = E1 &, (o, m1) and=Z}, = Z ®, (o, ma2).

Proof. Supposes € Bel(Z)). It follows thatRank (3) > 0. According to Observation 4.10,
then it must be the case that eitthety — 5 or Rank, (« — ) > Rank, (—a).

If - oo — 3, then according to Observation 410, we hRank;, (3) = Rank, (3) +m2 >

If Rank, (&« — ) > Ranlg, (—a) then alsoRank, (o« — () > Rank, (—«), since=zs

is epistemically equivalent t&;. Again, it follows from Observation 4.10 th&ank:, (5) >
Rank, (o« — ) — Rank, (—a) > 0.

The above discussion shows tha¢l(Z]) C Bel(=Z}). Symmetrically, we also can show
that Bel(Z5) C Bel(Z1). O

Theorem 4.14 L et=;, =5 be two equivalent EE bases afid, m) any new information. Then

[1]

1 ®7“ <a7 m> = EQ ®T <a,m>

Proof. A direct consequence of Observation 4.10. O

Theorem 4.17.For reinforcement base revision, the problem of CRAEO(log n)]-complete.

Proof. We first show that the problem is iA5[O(logn)|. It is easy to see that to compute a
revised EE basg; = Z®, (a, m), we mainly need to calculaiank: (—«) (cf. Algorithm E.2

in Appendix). Apparently, Algorithm E|1 shows tHaank:(—«) can be computed with at most
logarithmic many times of NP-oracle calls. Once computed the revised EEshasee just
need one additional NP-oracle to decide whetBerentails3. Therefore, the problem is in
AB[O(log)].
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To show that the problem i85 [O(log n)]-hard, we give a polynomial (many-to-one) reduc-
tion from the problem of CF for cut base revision to it. Given any prioritibede(B, <p),
we can construct a EE ba& = (B, f) by assigning evidence degréeto all sentences in
the lowest class and evidence deg2et® all sentences in the next higher class, and so on. It
is easy to see that for any sentenceand 5. (B, <p) ®.. a = [ iff Z; entails3 where
1 = Z2®, (a,1). From Theorem 4.16, it follows that the problem of CF for reinforcement
base revision ig\5[O(log n)]-hard O

Theorem 4.18.For reinforcement base revision, the problem of computing a reviskef beate
is NP-equivalent.

Proof. The proof of Theorem 4.17 already shows that the problem is NP-kasyot difficult
to see that for any sentenae « is satisfiable ific € {(a, 1)} ®, (T, 1). Therefore, the problem
is also NP-hard. O

Theorem 4.22. Let k be an OCF and«, m) be any new information. Then for any possible
worlds W,

kS* (W) = k;;_k(a)(W) if k(o) <m
o (K27 )aim) (W) otherwise

wherem’ € NT is an arbitrary positive integer.

Proof.

Assume k(a) < m, it follows directly from (4.11) and[(3.4) thatq (W) =
Kot (W),

a,m—k(c)

Assumek(a) > m. SupposéV | «. According to/(4.11) ke (W) = k(W) — k(—a),
whereas|(3.4) implies thatk", )am)(W) = kI7 (W) — k=7 (-a). Again, (3.4) im-
plies thatk:?’ja’m,)(W) = k(W) + m'. From Observation 3.19, it follows that’;  (-a) =
k(=) +m'. Therefore,((kZ; | )am)(W) = k(W) — k(=a). Thus, (k2 . )aim)(W) =
e

(W). Suppos&V [~ a. It follows from (4.11) thatk s, (W) = k(W) — k(a) + m,

(a;m)
whereas (3.4) implies that(k”" )am)(W) = k7. (W) + m. According to (3.4),
kDY (W) = k(W) — k(). Therefore,((k2 )aim)(W) = k(W) — k(a) + m. Thus,

—a,m’

(K7 Vi) (W) = K (W), =
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Theorem 4.23.For conditionalization, the problem of CF i85[0 (log n)]-complete.

Proof. It suffice to show thaE ®, oo = = &, « for any EE bas& and new informatiorja, m).
If B ¥ «, this holds trivially. AssumeB + «. ThenZ ®, a = = = = &, «, since both
conditionalization and reinforcement base revision satisfy the AGM postulates O

Theorem 4.24.For adjustment, the problem of CF is5[O(log n)]-complete.

Proof. It suffice to show thaE ®, a = Z®; « for any EE bas& and new informatiorfcr, m).
AssumeB - a. ThenZE ®, a = E = = ®; «, since both adjustment and reinforcement base
revision satisfy the AGM postulates. AssuBe¥ «. It is easy to see that the only difference
betweerE ®, o and= ®; « is that the former contains some more sentences of thedorr;.
Since both of them contain, thereforeE ®, a = 2 = Z ®; a. O

To prove Theorem 4.26, we need the following observation.

Observation B.1. Let k be an OCF, andP(k) the possibility distribution as defined by (4.16).
Then for any sentence,
Hﬂ'k (a) = e_k(_‘a)

Proof. Recall thatll(«) is defined asnax({w(W)|W |= «}). Let W; be a possible world
such thatr,(W;) = I, (o) = max({m, (W) | W = a}). Sincef(x) = e~* is monotonically
decreasing, we have(W;) = min({k(W)|W = «}). It follows from (3.2) thatk(W;) =
k(=a). Thusll,, (o) = e #), O

Theorem 4.26. Supposé: is an OCF, and{a, m) (with m € NT) is input information. Let

k*

(o be the revised OCF using reinforcement OCF revision. Then for anyljpjeseorid W,

m)

(W) = me (Wl (o, 1 —e™™))

Te*

(a,m)

Proof. AssumelV’ = . According to/(4.18)m.; (W) = e Fa.mW) It follows from (3.4)
thate Fa.m(W) = ¢=(k(w)=k(=2)) On the other hand, (4.17) implieg (W |, (a,1 — e™™)) =
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gk(‘?;)). It follows from (4.16) and Observation B.1 that(W |, (o, 1—e™™)) = % Hence
Tl e
e (W) =m(W| (o, 1 —e™™)).

(a,m)

AssumelV £ a. Similarly, according to (4.16) and (3.4); (W) = e~ (kW)+m) ¢
follows from (4.17) thatr, (W |, (a, 1 —e™™)) = 7 (W) x e~ ™. (4.16) impliesry (W], (o, 1 —
™)) = e kW) x g=m, Hencermy, (W) = mp(W]r(a, 1 —e™™)). O

‘Observation 4.27.Suppose&: is a possibilistic base, and; is the induced possibility distribu-
tion as defined by (4.20). Then for any sentefice

NE(ﬂ) = Nﬂz(ﬂ)

Proof. Analogous to the proof of Observation 4.6. O

Theorem 4.28.Let Y be a possibilistic base an@, w) be the input information. Then for all
possible worlddV/,
WZ(W’T<O‘7 w>) =Ty (W)

where¥; = ¥ &, (o, w).

Proof. Analogous to the proof of Theorem 4.7. O
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Proofs of Results of Chapter 5

‘Observation 5.2. Let k be an arbitrary OCF and\ be an OCF encode&y, m). Then for any
possiblell/,

(ka,m) (W) = (k®@ X)(W)

Proof. AssumeWV = —a. It follows from (5.7) that\(W) = m > 0. According to (3.4)
and (5.5),(k16,m) (W) = (k1 @ A)(W) = ki (W) + m.

AssumelV = a. It follows from (5.7) that\(W) = 0 and\=(0) = {W'| W' E «a}.
According to [(5.6) and (312)yk, » = min{n|k; (n) N{W'|W' E a} # 0} = ki(-a).
Therefore, we havgk:;, ,,) (W) = k1(W) — k1(—a) = (k1 @ ) (W) = k1 (W) —my, x. O

'Observation 5.4.The OCF mutual belief revision defined by Definition 5.3 satisfies the follow-
ing properties :

1. dinc(M(kla k?)) S dinc(klv k?)v

2. dmc(M(lﬁ,kQ)) = dmc(k'l,kg) iff Bel(kl) - Bel(Ml(kl,kg)) and Bel(kg) -
Bel(Mg(kl,kg)).

Proof. Assumed;,.(k1,k2) = r. It follows from (5.2) thatk; (r — 1) Nky (r — 1) = 0 and
ki (r)Nky(r) #0.
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From (5.5) and/(5.8), it follows that; (r) N ky (r) C (Mi(k1,k2)) (r) andky (r) N
ky (r) C (Ma(k1,k2))~ (r). According to/(5.2), we then havg,, (M (ki, k2)) < r

SupposeBel(k;) C Bel(M;(k1,k2)) and Bel(ke) C Bel(Msy(ki, k2)). It follows from
(5.5) and|(5.8) that, , = my, k, = 0. Therefore, we haveMl; (k1, k2))~ (r—1) C ky (r—1)
and (Ma(k1,k2))~(r — 1) C kg (r — 1). From (M (ki,k2))~ (r — 1) N (M1 (k1, k)™ (r —
1) C ky(r—1)Nky(r—1) = 0, it follows that d;y,. (M (k1,k2)) > r — 1. As we have
already shownl;,,.(M (k1, ke)) < r, it follows thatd;,.(M (ki,k2)) = r. To show the other
direction, we assume without loss of generality that (k1) € Bel(M;(k1,k2)). It follows
from (5.5) and((5.8) thatny, 1, = 71 > 0 andk; (r) Nky (r) € (Mi(k1,k2))” (r — 71).
We consider two casest). AssumeBel(ky) ¢ Bel(Ma(ki,ks)). It follows thatmy, r, =
ro > 0 andk; (r) N ky (r) C (Ma(k1,k2))~ (r — r2). Therefore, according to (5.2), we have
dine(M (k1,k2)) < r. 2). AssumeBel(ke) C Bel(May(k1, k2)). It follows from (5.5) and((5.8)
that My ((k1,k2))~(0) = ky (r) Nk (0) # 0. Fromky (r) Nk, (0) € ki (r) Nky (r) C
(M (k1, ko)) (r —r1), itfollows dip. (M (k1,k2)) <r —1r1 < r. O

Observation 5.5.The OCF mutual belief revision defined by Definition 5.3 satisfies the follow-

ing properties (for each € {1, 2}):

(M1)  Bel(y1(k1, k2)) + Bel(va(k1, k2)) C Bel(M;(k1, k2));

(M2) if k; and ks are consistent, theBel(M;(k1, k2)) = Bel(k1) + Bel(ks);
(M3)  k; and M;(k1, ko) are consistent ifBel(k;) C Bel(M;(k1, k2));

(M4) My (K1, ko) = Mi(k1,v2(k1, k2)), Ma(k, ko) = Ma(v1(k1, k2), k2);
(M5) if Bel(ky) € Bel(M;(k1, ks)) and Bel(ks) C Bel(Ms(ky, k2)),

thenMi(kl, k?g) = Ml(M(k'l, ]{}2))

Proof. It is easy to see that (M1)—(M4) hold from the construction of the OCF ingle
Figure 5.1).

To show (M5), we assumBel(k;) C Bel(M;(k1,k2)) and Bel(ky) C Bel(Ma(k1, k2)).
Assumed;,,.(k1,ks) = r. From| Observation 5.4, it follows that;,.(M (ki,k2)) = r. Ac-
cording to [(5.5) and (5.8), we have for all < r, (M;(k1,ke2))~ (") = ky (r) N k7 (') and
(Ma(k1,k2))~ (r") = ki (r) N k5 (r'). It follows that(My (K1, k)~ (r) = ky (r) Nky (r) and
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(Mi(k1,k2))”(0) = ky (r) N Ky (0). Therefore M (M (k1, k2))) ™ (0) = (Ma(ki1, k2))~ () N
(Ml(k‘l,kg)) ( ) ( 1( ))_( ) It follows thatMl(k‘l,kg) = Ml(M(kl,kQ)) Simi-
larly, we haveMy (kq, ko) = Mo(M (k1, k2)).

Observation 5.6. Suppose=;, E, are two EE bases ankk, , k=, are the OCFs induced from
=1 and=,, respectively. Then

dinc(k=,, k=,) = dinc(ZE1, Z2)

Proof. Assumei = d;,,.(Z1, Z3). According to[(5.1) and (4.8), we have (n) ={W|W E
21t} andkz, (n) = {W |W = 251} for anyn. It follows from (5.9) thaE™ U E5T ¥ L
and=} UE} - L. Since=Z" UZLT I L, there exists a possible worldl |= =it U =5,
It follows thatkZ (i) N k=, (i) # 0. SinceZj U ES = L, it follows thatkz (n) N kz, (n) = 0
for anyn < i. Thereforej = min{n | kz (n) N k=, (n) # 0}, which is equal tal;n. (kz, , k=,)
according to/(5.2). ]

To prove Observation 5.7, we need the following result.

Observation C.1. Suppose= is an EE base andz its induced OCF. Let be any natural
number. Then for any possible world:

(kg —r)(W) = k= (W)
where=' = = — r andkz is the OCF induced fror&’.

Proof. Assumekz(W) < r. According to [(5.8), we havék= — r)(IW) = 0. It follows
from (4.8) thatV’ |= ="*!. Accordingto[(5.2)=""! contains all sentences &f. Therefore, we
havekz, (W) = 0, due to|(4.8). Assume=(W) = i > r. According to|(5.3)(kz —7)(W) = i.
It follows from (4.8) thatlV = =i*! and there is a sentence € Z|; such thath’ | -a.
According to[(5.2), we have’™! = Z'*! and=, |i = Z|i. Therefore,[(4.8) implieé=, (W) =
1. 0
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‘Observation 5.7. Suppose,, = are two EE bases ankk, , k=, are the OCFs induced from
=, andZ,, respectively. Then

'Y(kEl? k52) = <kE’17kE’2>

Where/cgl, k=, are OCFs induced respectively from(Z1, Z2) andvy2(Z1, Z9).

Proof. It follows directly from Observation 5.6 and C.1. O

We need the following observation for the proof of Theorem 5.8.

Observation C.2. Supposes; = (Bj, f1),E2 = (B2.f2) are two EE bases ankk, , k=, are
the OCFs induced frorE; and=,, respectively. Then

Mk, ks, = Ranlg, (ﬂ/\BQ)

Proof. Assumemy,. k-, = i. According to|(5.1) and (4.8)% € kz,(0) iff W |= By, for
any possible worldV'. It follows from (5.6) thati = min{n|kz (n) N {W|W |= Ba} #
0}. Therefore,|(5.1) implies = min{k=, (W) |W | By}, which is equal tdk=, (- A\ Ba2)
according to/(3.2). It follows from Theorem 4.6 that Rank, (— A B2). O

Theorem 5.8. SupposeE; = (B, f1),Z2 = (B2, f2) are two EE bases ankk:, , k=, are the
OCFs induced front; and=s, respectively. Then for any possible would

(k=, ®@ k=,) (W) = k=(WV)

WhereE = =1 ® Ey andkz is the OCF induced frork.

Proof. Assumekz, (W) = i. It follows from (4.8) thatiV’ |= =i*! and there exists a sentence
¥ € Z4]; such thath' = —¢. Letr = Rankg, (— /A B2). Due to Observation C.2, it follows
that see that = min{ks, (W) |W | Ba} = my- ks, . We distinguish two cases:

1). Supposész=, (W) = 0. According to|(5.5)( k=, ®k=, ) (W) = i—r. Moreover, according
to (5.11),=ZH 1" = 2T UEETTTTU{BVa| B € By,a € By andfi(8) + fo(a) >i+1—7}.
Sincekz=, (W) = 0, it follows from (4.8) thatV = =1 = B,. Therefore, it is easy to see that
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W = =217 sincelV = =7, According to[(5.11), we have € Z|;_,.. It follows from (4.8),
we havekz (W) =i —r.

2). Supposé:=, (W) = j > 0. According to [(5.5)(kz, ® k=,)(W) = i + j. It follows
from (4.8) thati’’ |= =" and there exists a sentenge= =,|; such thal¥’ = —. According
to (5.11),=7 7+ = T =T U {3V a|B € By, € Byandfi(8) + fa(a) >

i+j+1}. SinceW = =i andW |= =), it is obvious thatV = Z+7+1, According to[(5.11),
we havey V ¢ € E|;y;. SinceW = = (¢ V ¢), it follows from (4.8) thatk= (W) =i+ 5. O

Theorem 5.13. The problem of computing/ (=, =s), for arbitrary EE bases; and =s, is
NP-equivalent

Proof. The main computation lays in calculating,,.(Z1,Z2), Rank, (- A Bj5) and
Rank, (= A B}), whereB) and B/, are belief bases of; (=1, Xi2) andv2(Z1, Xi2) respec-
tively. It is not difficult to see thatl;,.(=1,=Z2) = Rank(L), whereZ = =; U Z,. Therefore,
according to Algorithm E.|1, they can be computed in polynomial time, calling at lmgstith-
mic times the decision procedure. Hence, the problemi&§[O(logn)] C FAY.

To showNP-hardness, it suffices to observe that for an arbitrary senieneeés satisfiable
iff « occurs inM;({{a, 1)},{(T,2)}). O

Theorem 5.14. The problem of deciding whether badlf; (1, Z2) and M»(Z1, Z2) entail 3,
for arbitrary EE base<,, =, and sentencg, is A5[O(log n)|-complete

Proof. It is easy to see that the size df(=;, =) is polynomial to that of=;, Z2). Once we
have computed/ (=, E9), two additional calls of the decision procedure suffice to solve the
problem. Therefore, it is il\5[O(log n)] (see the proof of Theorem 5/13).

The A%[O(log n)]-hardness follows from the fact that the current problem generatiees
CF problem wrt. reinforcement base revision whictN$[O(log n)]-hard (cf/ Theorem 4.17).
SupposeE; = (By, f1) is an EE base and, 5 any sentences. In order to decHe®, « - S,
we construcEy = {(a,m)} such thatm > max{f1(05;) |5 € Bi}. Itis not difficult to see
that Bel(M3(E1,Z2)) C Bel(M;(Z1,Z2)) andE1a = G iff M (21, Z2) entailsg. Therefore
E1 ®, a F giff gisimplied by bothM; (2, E2) and My (Z1, Z2). O
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Proofs of Results of Chapter 6

‘Observation 6.5.Let I be a possible world, and a consistent conjunction of literals. Then,

ITopyaa= Iowssl Q

Proof. Thanks to Observation 6.4, we only need to show]ha,t,ssl o C I oppya . ASSUME
there is possible world’ such thatl’ € I Owss, O andl’ ¢ I opy 4 a. It follows that there

is a possible world”: 1" € [a] andA(I,I") C A(I,I"). Therefore, there exists at least one
atomp such thap ¢ A(I,I")andp € A(I,I"). Assume, without loss of generality, that 1.
Thenwe have € I” andp ¢ I'. FromI’,I"” € [a] anda is a consistent conjunction of literals,

it follows thatp ¢ Atm (), which contradictd’ € I owss, . O

Theorem 6.6.Let I be a possible world. Then for any senteage

I<>Wssl a=1Iopya

Proof. We first showl ¢p,, a0 C Towss, a. Assumel’ € [op, a. Thenthere exists € PM («)
and!’ = Insert(L,I). FromL + « andInsert{L, I) = L, it follows that!’ € [«]|. Moreover,
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L € PM(«) impliesAtm(U) C Atm(«). Itis follows immediately that\ (7, Insert(L, I)) C
Atm|(«). Therefore]’ € Iowss, a.

What remains to show is thdtoyss) @ C T opy a. Assumel’ ¢ T owss, . It follows
that!’ € [a] andA(I,I') C Atm (o). LetT = {p|p € I"andp € Atm|(a)} andL =
TU{-p|p ¢ T andp € Atm|(c)}. Obviously,L is a maximal consistent subset bit(«).
FromI’' |= «, it follows that L - «. Therefore,L € PM(«). We will show by contradiction
that!’” = Insert( L, I). Assume, without loss of generality, there is an agosuch thap € I’
andp ¢ Insert L, I'). We distinguish two cases:

1. Assumep € Atm|(c). Fromp € I, it follows thatp € L. Thereforep € Insert(L, I),
which contradict® ¢ Insert(L, I).

2. Assumep ¢ Atm(a). FromA(I,I") C Atm (), it follows thatp € I. Itis easy to see
that A(Z, Insert(L, I)) C Atm|(c). Therefore, it must be the case that Insert(L, I),
which contradicts our assumption.

Hence, we obtaid’ = Insert L, I). It follows that!’ € I o5, a. O

Theorem 6.8. Suppose there exist a polynomjaéind a computational modeb of the WS$
suchtha B ® a| < p(|B| + |«|) for any belief basé3 and sentence.. ThenNP C P /poly.

Proof. This proof is based on ideas of the proof of Theorem Bladoliet al, 1995. We will
show that if there exists a polynomially space bounded computational mode! Wf8g, then
38Aﬂ is in P /poly. The proof consists of two steps.

Step 1: For any integern, we first construct a belief seéB,, and a sentence,,, whose
sizes are polynomial wrtn. Let X = {z1,---,z,} andY = {y1,--- ,y,} be two dis-
joint set of atoms and le€’ be a set of new atoms for each 3-literal clause o¥eri.e.,
C = {c1 | vi is a 3-literal clause oK }. We defineB,, and«,, as follows:

By, ={zi Zyi,vi V¢ |1 <i<n}
Qp = /\?:1(_'1'1 A\ _‘yi)

It is easy to see thaB, | € O(n?) and|a,| € O(n).

A 3-literal clause is clause consists of precisely 3 literals and a 3CNF isartion of 3-literal clauses3SAT
is the satisfiability problem for 3CNFs, which has been shown NP-complete.
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Then we show that for any 3CNF of sizen, there exists an interpretatidi (on atoms
XUYUC)suchthatls = Boyss a iff 5 is satisfiable. We assume, without loss of generality,
that Atm(8) C X .2 ThenIz can be constructed as follows:

Ig = {c; € C'|; is aclause of}}

We now show thag is satisfiable iff/3 = B, Owss, On. It is easy to see thattm | (a,) =
X UY andlg = ay,.

= Assumegs is satisfiable and is a model of3. We construct another interpretatiéh=
(INX)UIgU{y;|x & I}.Itiseasytoseethdl = B, andA(I',I3) C Atm (o).
From the definition of the WSSit follows thatlz |= B Owss, Q.

< Assumel = B, Owss, On. Then there exists an interpretatiérsuch that/ = B,
andA(I,1g) € Atm (o). We claim that/ |= 5. Assumel (= 3. Then there exists
a 3-literal clausey; of 8 such thatl (= ;. FromA(Z,Ig) C Atm| (o) ande; € Ig, if
follows thate; € I. This impliesI [~ +; V —¢;, which contradictd = B,,. Thus,j is
satisfiable.

Step 2:Supposeo is a polynomial space bounded WSS base update operator. Then 38AT ca
be solved by an advice taking Turing machine in this way: given a arbit@NF35 of sizen,

the machine computds after loading the advic8,, © o, then it verifieslg = B, ©®a,,? From

|B,| € O(n?), |a| € O(n) and® is polynomially space bounded, it follows that, © «, has
polynomial size wrt.n. Therefore,ls = B, ® a, can be verified in polynomial time, which
shows thaBSAT € P/poly. Since3SAT is NP-complete, this implies NE P /poly. O

Observation 6.11. Supposer is a possibility distribution that respect8C and ¢y = is a

conditional update. Then the updated possibility distribution(p = «) also respect®C.

Proof. We need to show that ¢ ¢ = (W) = 0 iff W = DC. SupposéV is an implausible
world such thai?” (£ DC. It follows directly from (6.9) thatr ¢ ¢ = «(W) = 0. Suppose
W is a possible world such thdt = DC. AssumeW [~ «. According to (6.3), we have
Sufy = a, W) = (. It follows from (6.9) thatr ¢ ¢ = (W) = w, > 0. AssumelV = «.

2Note that, we can always substitute atomgaéspectively by elements df to obtain a new senteng® such
that is satisfiable iffGx is satisfiable.
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Then, according to (6.3)} € Sugy = «,W). Sincer(W) > 0, it follows from (6.9) that
mop = a(W)=max({r(W')|W' € Sugy = a,W)}) > 0. O

Observation 6.12. SupposeX is a possibilistic base that resped®C. Then the possibility
distribution, induced from> (as defined by (4.20) also respetl§’.

Proof. LetX = {(B1,w1),- -, (Bn,wn)}. SupposéV is a possible world such thélt = DC.
Since X respectdC, it follows thatW (= 5; impliesw; < 1 for any 3;. Then according
to (4.20), we haver; (W) > 0. SupposéV is an implausible worlds such th#t (= DC. Then
there exists a sentenge € DC with W (£ ;. SinceX respectdDC, it follows thatw; = 1.
According to(4.20), we have, (W) =1—-1=0. O

Theorem 6.13. Suppose® is a possibilistic base that resped¥C and 7y, is the possibility
distribution induced front as defined by (4.20). Let = 7o(¢ = a) and¥; = Y@ (¢ = «).
Then for any sentenggéthat contains no history atom:

NEl(ﬂ) = Nm(ﬁ)

Proof. AssumeX = {(51,w1), -, (Bn, wyn)} @ndP = Dep(«).

If = 3, thenNy,(8) = N, (8) = oo, according to/(4.15) and (4.18). In the rest of the
proof, we assumg (.

AssumeDC + . It follows from (4.18) and[(6.10) thaivy, () = 1. Moreover,
Observation 6.12 and Observation 6.11 imply thatalso respect®C, i.e., for any possible
world W: = (W) = 0iff W = DC. FromDC F g, it follows that for all possible worldV: if
W = =g thenm (W) = 0. Therefore N, (5) = 1 — max({m (W) | W | -5}) = 1.

AssumeDC ¥ (3 and Ny, (8) = wy. It follows from (4.18) that=}” + 5. We need
to show thatN,, (8) = 1 — max({mi (W) |W | —=8}) = wy. SinceDC ¥ g, there exists
a possible world¥; such thatiV; = DC andW; = —3. Sincem; respectdDC, we have
71 (W1) > 0. Hence,W € argmaxyy g1 (W) impliesW = DC, We show next thatV’ €
argmaxyy 3 m1 (W) impliesW = ¢ — a. Suppose there is a possible woFlé such that
Wy € argmaxyy g m1 (W) andWs = ¢ — «a. It follows immediately thatV, = DC. Then
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we construct another possible wolid, from W5 by changing the truth value of the history atom
p' to be same ag for all p € P, that is,IWV; = Insert{(U, W5) whereU = {p'|p € P andp €
Wat U{—p'|p € Pandp ¢ Ws}. It follows immediately thatV, = {—p[P/P'] — (p' <
p)|p € A}. FromWy = {¢ — «,—(} UDC, it follows thatW; = {¢[P/P'] — «o,—f} U
DCUDCI[P/P']. Therefore, we obtaiiV’} = XY andW; = -, which contradict& (™ I 3.

It is easy to see that for any possible woFid: if W [~ ¢ — a thenSudy = o, W) = 0.
Therefore, according to (6.9), we hadg,, (3) = 1 — max({m (W) |W | =38}) = 1 — wa.
Therefore, we havéVs,, (5) = N, (8), since it is assumed that— w, = wy.

AssumeNy, (3) = w < wy. It follows from (4.18) that=7" ¥ g andX¥ + 3. In
order to showN,, (5) = 1 — max({m (W) |W = —5}), we will prove in two steps that
max({m (W) |W = -6}) =1 — w.

1. We claim thatnax({m (W) | W | —=8}) > 1 — w. SinceXy" ¥ §, there is a possible
world Wy such that?; = X7 andW; = —(. FromXy I 3, it follows that there is a
sentencey such thaty, w) € ¥, (y[P/P'],w) € 31 andW; = —y[P/P']. FromW; |=
27, it follows thatW, = {—¢[P/P'] — (p < p') |p € P} andW; |= ¢[P/P'] — «a.
We distinguish two cases:

e AssumeW; = —p[P/P’]. SinceW; = {-¢[P/P']| — (p < p')|p € P}, we
haveW; | {p < p'|p € P}. It follows immediately thai?; = —¢. From
Wi E 7% andW; = —[P/P'], it follows thatW; = Y% andW; £ —.
According to (4.20), we havey(W;) = 1 — w. SinceW; = - andW; = DC,
according to/(6.3), we haw’; € Sufdy = a, W;). By (6.9), we haver; (W) >
(W) =1—w.

e AssumeW; = ¢[P/P']. FromW; = ¢[P/P'] — a, it follows thatW;  a.
We construct another possible woilld] from W; by changing the truth value of
atomp to be same ag’ for all p € P, that is,W| = Inser{U, W;) whereU =
{plp € Pandp’ € W1} U {-p|p € Pandp’ ¢ Wi}. FromW; E X" and
Wi = =[P/ P’], it follows thatW] = £>* andW] |= —. In particular, we have
W/ | DC. Then, according to (4.20), we hawg(V{) = 1 — w. If follows from
A(W{, W) C AandW; E «, thatWW] € Sugy = «, W). According to|(6.9),
we haver; (W1) > 1 —w. FromW; = =g, it follows thatmax({m (W) |W =
-6}) >1—w.

2. Then we show thahax({m (W) | W = —-8}) < 1 — w. Suppose there exists a possible
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world W5 such thatV, = -3 andm (W) > 1 — w. According to|(6.9), there must be
another possible worltV, such thatry, (W3) > 1 — w andWj € Suf{y = a, Ws), that
is, W} = DC andW, € W} ofvespsl ¢ = a. Sincery(W)) > 1 — w, according tol (4.20)
we havelV; = X*. Again, we distinguish two cases:

e AssumelV; = —. It follows thatW; oé’veg’sl ¢ = a = {Wj}. Therefore, we have
Wi = Wa, sinceWsy € W, ofvegsl ¢ = «. We construct a possible world from
W3 by changing the truth value of the history atoph$o be same agfor all p € P,
that is, W3 = Insert(U, W) whereU = {p'|p € Pandp € Wi} U{-p'|p €
P andp ¢ W3}. It follows immediately thaW? = {—¢[P/P'] — (p < p')|p €
P}. FromWy = X% andWJ = -, it follows thatWy = {8;[P/P'] |w < w; <
wy } andWy = ¢[P/P'] — «. SinceWs = DC, we haveV) = DCUDCIP/P’].
Hence, W) = X{. FromW, = W) | -4, it follows that W3 | —3. This
contradictsEy’ - 3.

e AssumelV, |= . It follows thatW, = « and A(Ws, WJS) € P. We construct a
possible world from W5 by change the truth value of the history atophso be
same as the truth value pin WJ for all p € P, thatis,W3 = Insert{U, W5) where
U={p|pe Pandp € Wi} U{—-p'|p € Pandp ¢ Wi}. Itis easy to see that
A(W3, W3) C P, sinceA(Wy, W3) C P. FromW, = DC U {a, -5} andWj, |=
DC U {¢}, it follows thatWy = DC U DC[P/P’| U {«, =3, p[P/P']}. Similarly,
we haveW = {G;[P/P']|w < w; < wy}, sinceWs = {B;i|w < w; < wy}.
FromWJ = ¢[P/P'], it follows thatWy = {—¢[P/P'| — (p < p')|p € A}.
Therefore, we hav®y = XY U {—3}, which contradict&y + .

Observation 6.15.Assume the dependence functidep can be computed in polynomial time.
Then for the update operator defined by (6.10), the CF problesulii2complete.

Proof. Since an updated possibilistic base can be computed in polynomial time, it is sbviou
that the CF problem is in coNP.

To show the coNP-hardness of the problem, it suffices to observeottety sentences, 4
we havex - giff {(«,0.5)} @ T entailsg. O
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‘Observation 6.16. Supposer is a possibility distribution that respeci3C. Let(«,w) be the
input information such thatv is consistent wittDC andw < 1. Then the revised possibility
distribution (.|, (c, w)) also respect®C.

Proof. As « is consistent witfDC, there exits a possible world’; such thati?; = DC and
W1 E a. Sincer respectdC, we haver(W) = 0iff W [~ DC. It follows immediately that
7(W7) > 0 andIl;(«) > 0. We need to show that(1W|,(a,w)) = 0 iff W = DC. Suppose
W is an implausible world such tha” (= DC. Sincell,(«) > 0, it follows from (4.17)
that (W, (o, w)) = I{E”E”a)) = 0. SupposéV is a possible world such th&dt’" = DC. As
respectDC, we haver(W) > 0. Sincew < 1, it follows from (4.17) thatr(W |, (o, w)) =
(1 —w)xw(W)>0. O




Appendix E

Algorithms

<ﬁlv ei>a teey <ﬂn7 €n>} such thaEZ < €it+1s ﬂ

Input :=={
r = Rank ()

Output:
begin
if = 3 then
r=00;
else if{,---,0,} ¥ B then
r=0;
else
1=1;
j=mn;
while i < jdo
k=i+[5];
if 2 S then
if =Z¢+1 ¥ 3 then
= eg;
return r ;
else
1=k+1,
endif
else
J=kK
endif

endw
endif

return r;
end . :
E.1: Algorithm of computing rank of a sentence
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IanIt :E:{<61,€@'>,---,<ﬁn,en>},a,m
Output: =; such thaE; = Z®, (o, m)
begin
Ei={}
7 = Rank:(—a);
fori=1...ndo
if ¢; > 7 then
E1=E1U{(Bi,e; —T)};
endif
El 251U{<ﬁi\/a,€i+m>};
endfor

=1 ==1U {(a,m)} ;
return =q;

end . -
E.2: Reinforcement base revision
Input == {<ﬂ1, €i>, s <ﬁn7 e’n>}7 Q,m
Output: = such thaE; = E ®. (o, m)
begin
E1={}h
if {B1,--,0n}F athen
r = Rank(a);
fori=1...ndo
if ¢; > r then
=1 ::1U{<ﬁi\/a,ei—7"+7n>} ;
endif
E1=E1U{(Bi Va,e)};
endfor
else
7 = Rank (—a);
fori=1...ndo
if e; > 7 then
E1=E1U{(Bi,ei —T)};
endif
E1=Z1U{{BiVa,e+m)};
endfor
endif

El = El U {(a,m)} ;
return =y ;

end . L
E.3: Base conditionalization
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InpUt :E:{<617€i>a'-'7<ﬁnven>}aa)m
Output: Z; such tha€; = Z®; (a, m)
begin
Er={}
if {B1,---,0n}F athen
r = Rank(a);
fori=1...ndo
if e; > r then
1 =E1U{(Bi,ei)};
else
E1=E1U{(BiVa,e)};
endif

endfor
else

7 = Rank(—a);
fori=1...ndo
if e; > 7 then
E1 == U{({Bi,ei)};
else ife; > m then
E1 =51 U{{BiVa,e)};
endif

endfor
endif

E1=E1U{{a,m)};
return =q;

end :
E.4: Base adjustment

Input : X = {{(B1,w;),..., (Bn,wn)},,w
Output: ¥ such thats; = ¥ &, (o, w)
begin
Ti={}h
T = NE(—\OJ);
fori=1...ndo
if w; > 7 then
¥ =5 U{(B, 95}
endif
Y1 :Elu{<ﬂi\/a,wi+w—wxwi)};
endfor
Y1 =21 U {(a,w)} )
return > ;
end

E.5: Possibilistic reinforcement base revision
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Input 3 = {{(B1,w;),...,{Bn,wn)}, = a, Dep
Output: ¥; suchthat; =X B (p = «)

begin
5 ={}
P = Dep(a);
fore=1...ndo
if w; = 1then
Y1 =5 U{(Bi,wi)};
else
Y1 =31 U{(Bi[P/P'],wi)}
endif
endfor

foreachp € P do
o1 =31 U{(=p[P/P'] = (p =) wy)};
endfch
X1 =31 U {(p[P/P] = o, wy)}
return >y ;

end I
E.6: Possibilistic base update



Bibliography

[Alchourron and Makinson, 1981C. E. Alchourbn and D. Makinson. Hierarchies of regula-
tions and their logicNew Studies in Deontic Logipages 125-148, 1981.

[Alchourron and Makinson, 1982C. E. Alchourbn and D. Makinson. On the logic of theory
change: contraction functions and their associated revision functidheoria 48:14-37,
1982.

[Alchourron and Makinson, 1985C. E. Alchourbn and D. Makinson. On the logic of theory
change: Safe contractioStudia Logica, 44pages 405-422, 1985.

[Alchourronet al, 1989 C. E. Alchouron, P. Girdenfors, and D. Makinson. On the logic of
theory change: Partial meet contraction and revision functioftse Journal of Symbolic
Logic 50(2) pages 510-530, 1985.

[Andrékaet al, 1999 H. Andréka, J. van Benthem, and |.éNeti. Modal languages and
bounded fragments of predicate logdmurnal of Philosophical Logic27:217-274, 1998.

[Benferhatet al, 2009 S. Benferhat, D. Dubois, H. Prade, and M.-A. Williams. A practical
approach to revising prioritized knowledge basgtidia Logica70(1):105-130, 2002.

[Boothet al, 2009 R. Booth, S. Chopra, and T. Meyer. Restrained revisiorProteedings of
NRACO05, Sixth Workshop on Nonmonotonic Reasoning, Action and €z0b.

[Booth, 2001 R. Booth. A negotiation-style framework for non-prioritised revision.Pho-
ceedings of TARK: Theoretical Aspects of Reasoning about Knogyledpyme 8, pages
137-150. Morgan Kaufmann Publishers Inc., 2001.

[Boutilier, 1993 C. Boutilier. Revision sequences and nested conditional®rdoeedings of
the International Joint Conference on Artificial Intelligence (IJGAddges 519-525, 1993.



Bibliography 167

[Boutilier, 1999 C. Boutilier. Generalized update: Belief change in dynamic settingBrdn
ceedings of the Fourteenth International Joint Conference on Artificialligence (IJCAI-
95), pages 1550-1556, Montreal, 1995.

[Cadoliet al, 1999 M. Cadoli, F. M. Donini, P. Liberatore, and M. Schaerf. The size of-a re
vised knowledge base. PODS '95: Proceedings of the fourteenth ACM SIGACT-SIGMOD-
SIGART symposium on Principles of database systeages 151-162, New York, NY, USA,
1995. ACM Press.

[Dalal, 1988 M. Dalal. Updates in propositional databases. Technical Report DR 32P,
Rutgers University, Dept. of Computer Science, Feb 1988.

[Darwiche and Pearl, 1994A. Darwiche and J. Pearl. On the logic of iterated belief revision.
In R. Fagin, editorTARK: Theoretical Aspects of Reasoning about Knowlgplgges 5—-23.
Kaufmann, San Francisco, CA, 1994,

[Darwiche and Pearl, 1997A. Darwiche and J. Pearl. On the logic of iterated belief revision.
Artificial Intelligence 89 1-29, 1997.

[Dohertyet al,, 1999 P. Doherty, W. tukaszewicz, and E. Madeaka-Bugaj. The PMA and
relativizing change for action update. In Anthony G. Cohn, LenhahuBert, and Stu-
art C. Shapiro, editorsKR’98: Principles of Knowledge Representation and Reasgning
pages 258-269. Morgan Kaufmann, San Francisco, California, 1998

[Doyle, 1979 J. Doyle. A truth maintenance syste#utifical Intelligence 12:231-272, 1979.

[Eiter and Gottlob, 1992T. Eiter and G. Gottlob. On the complexity of propositional knowl-
edge base revision, updates, and counterfactadificial intelligence 57:227-270, 1992.

[Farinas del Cerro and Herzig, 1996&. Fariias del Cerro and A. Herzig. Belief change and
dependence. In Yoav Shoham, edilohRK: Theoretical Aspects of Reasoning about Knowl-
edge pages 147-162. Morgan Kaufmann, 1996.

[Fermé and Hansson, 199&E. L. Ferne and S. O. Hansson. Selective revisiSiudia Logica
63(3):331-342, 1999.

[Fernme, 1998 E. Ferné. On the logic of theory change: Contraction without recovésyrnal
of Logic, Language and Informatipi(2):127-137, 1998.



168 Bibliography

[Freund and Lehmann, 199MM. Freund and D. Lehmann. Belief revision and rational infer-
ence. Technical Report TR-94-16, Institute of Computer ScienceHEheew University of
Jerusalem, Jerusalem, 91904, Israel, 1994.

[Friedman and Halpern, 19PpaN. Friedman and J. Y. Halpern. Belief revision: A critique. In
Luigia Carlucci Aiello, Jon Doyle, and Stuart Shapiro, edit&R, 96: Principles of Knowl-
edge Representation and Reasonjmages 421-431. Morgan Kaufmann, San Francisco, Cal-
ifornia, 1996.

[Fuhrmann and Hansson, 199A. Fuhrmann and S. O. Hansson. A survey of multiple con-
tractions.Journal of Logic, Language, and InformaticB:39—-76, 1994.

[Gardenfors and Makinson, 19B®. Gardenfors and D. Makinson. Revisions of knowledge
systems using epistemic entrenchment. Phoceedings of TARK: Theoretical Aspects of
Reasoning about Knowledgeages 83—-95, Asilomar, CA, 1988.

[Gardenfors, 1988 P. Gardenfors. Knowledge in Flux: Modeling the Dynamics of Epistemic
States MIT Press, 1988.

[Gardenfors, 1990 P. Gardenfors. Belief revision and irrelevand@SA 2:349-356, 1990.

[Gauwinet al, 2004 O. Gauwin, S. Konieczny, and P. Marquis. Conciliation and consensus
in iterated belief merging. IfProceedings of 8th European Conference on Symbolic and
Quantitative Approaches to Reasoning with Uncertainty (ECSQARUiges 514-526,
Barcelona, 2005.

[Ginsberg and Smith, 198™.L. Ginsberg and D.E. Smith. Reasoning about action i: a possi-
ble world approach. In M.L. Ginsberg, editBteadings in Nonmonotonic Reasonipgges
434-463. Morgan Kaufmann, 1987.

[Giunchigliaet al, 2004 E. Giunchiglia, J. Lee, V. Lifschitz, N. McCain, and H. Turner. Non-
monotonic causal theoriegutificial Intelligence 153:49-104, 2004.

[Goldszmidt, 199P M. Goldszmidt.Qualitative probabilities: a normative framework for com-
monsense reasonin@hD thesis, University of California at Los Angeles, 1992.

[Grahne, 1991 G. Grahne. Updates and counterfactuals. In James F. Allen, Richazsl, Bikd
Erik Sandewall, editorsKR'91: Principles of Knowledge Representation and Reasgning
pages 269-276. Morgan Kaufmann, San Mateo, California, 1991.



Bibliography 169

[Grove, 1988 A. Grove. Two modellings for theory changdournal of Philosophical Logic,
17, pages 157-180, 1988.

[Hansson, 1999S. O. Hansson. New operators for thoery chafgeorig 55:115-132, 1989.

[Hansson, 1991S. O. Hansson. Belief contraction without recov&tudia Logica50(2):251—
260, 1991.

[Hansson, 1997 S. O. HanssonA Textbook of Belief DynamicKluwer Academic Publishers,
1997.

[Hansson, 1998S. O. Hansson. Revision of belief sets and belief basesidbook of Defea-
sible Reasoning and Uncertainty Management Syst8rhg—75, 1998.

[Hansson, 1999S. O. Hansson. A survey of non-prioritized belief revisiofErkenntnis
50:413-427, 1999.

[Hansson, 2003S. O. Hansson. Ten philosophical problems in belief revisidournal of
Logic Computation13(1):37-49, 2003.

[Hegner, 198 S. J. Hegner. Specification and implementation of programs for updating
incomplete information databases. Pmoceedings of the Sixth ACM SIGACT-SIGMOD-
SIGART Symposium on Principles of Database Systems, March 2385, $an Diego,
California, pages 146-158. ACM, 1987.

[Herzig and Rifi, 199B A. Herzig and O. Rifi. Update operations: a review. In H. Prade, editor,
Proc. Eur. Conf. on Atrtificial Intelligence (ECAI'98August 1998.

[Herzig and Rifi, 199P A. Herzig and O. Rifi. Propositional belief base update and minimal
change Atrtificial Intelligence 115(1):107-138, 1999.

[Herzig, 1996 A. Herzig. The pma revisited. In L. C. Aiello and S. Shapiro, editBrsc. Int.
Conf. on Knowledge Representation and Reasoning (KRp2@jes 40-50, 1996.

[Hunter and Delgrande, 20D5A. Hunter and J. P. Delgrande. Using ranking functions to deter-
mine plausible action histories. 18CAI-05 Workshop on Nonmonotonic Reasoning, Action,
and Change (NRAC'05pages 59-64, Edinburgh, Scotland, August 2005.

[Jin and Thielscher, 2004Y. Jin and M. Thielscher. Representing beliefs in the fluent calculus.
In R. L. de Mantaras and L. Saitta, editorBroceedings of the European Conference on
Artificial Intelligence (ECAI) pages 823—-827, Valencia, Spain, August 2004. 10S Press.



170 Bibliography

[Jin and Thielscher, 200baY. Jin and M. Thielscher. Actions and belief revision: A compu-
tational approach. In J. Delgrande, J. Lang, H. Rott, and J. TallotgredBelief Change
in Rational Agents: Perspectives from Artificial Intelligence, Philosophg, Boonomics
number 05321 in Dagstuhl Seminar Proceedings, 2005.

[Jin and Thielscher, 2005byY. Jin and M. Thielscher. Iterated belief revision, revised Pio-
ceedings of the International Joint Conference on Atrtificial Intelligend€Al), pages 478—
483, Edinburgh, Scotland, August 2005.

[Johnson, 1990D. S. Johnson. A catalog of complexity classes. In J. van Leeuweny,edito
Handbook of Theoretical Computer Science: Volume A: Algorithms amdpexity pages
67-161. Elsevier, Amsterdam, 1990.

[Karp and Lipton, 198D R. M. Karp and R. J. Lipton. Some connections between non-uniform
and uniform complexity classes. Proc. of the 12th ACM sym. on Theory of Computing
(STOC-80)pages 302—-309, 1980.

[Katsuno and Mendelzon, 1991&l. Katsuno and A. Mendelzon. On the difference between
updating a knowledge base and revising it. In J. F. Allen, R. Fikes, aBdiitdewall, editors,
KR'91: Principles of Knowledge Representation and Reasgrpages 387-394. Morgan
Kaufmann, San Mateo, California, 1991.

[Katsuno and Mendelzon, 1991 . Katsuno and A. O. Mendelzon. Propositional knowledge
base revision and minimal changetificial Intelligence 52(3):263-294, 1991.

[Katsuno and Satoh, 19pH. Katsuno and K. Satoh. A unified view of consequence relation,
belief revision and conditional logic. IRroceedings of the International Joint Conference
on Artificial Intelligence (IJCAl)pages 406-412, 1991.

[Keller and Winslett, 1985 A. M. Keller and M. Winslett. On the use of an extended rela-
tional model to handle changing incomplete informationlHEE Transactions on Software
EngineeringSE-11:7, pages 620—-633, July 1985.

[Konieczny and Brez, 1998 S. Konieczny and R. P.&ez. On the logic of merging. In
Sixth International Conference on Principles of Knowledge Representatid Reasoning
(KR'98), pages 488-498, 1998.

[Konieczny and Brez, 200D S. Konieczny and R. P. &ez. A framework for iterated revision.
Journal of Applied Non-Classical Logic$0(3-4), 2000.



Bibliography 171

[Konieczny and Brez, 2002 S. Konieczny and R. P.&ez. Dynamical revision operators with
memory. In S. Benferhat and E. Giunchiglia, editdi@th International Workshop on Non-
Monotonic Reasoning (NMR'02)ages 171-179, 2002.

[Kudoet al, 1999 Y. Kudo, T. Murai, and T. Da-te. lterated belief update based on drdina
conditional functions. IfProceedings of the Third International Conference on Knowledge-
Based Intelligent Information Engineering Systepeges 526529, 1999.

[Lehmann, 1996 D. J. Lehmann. Belief revision, revised. In C. S. Mellish, ediRygceedings
of the International Joint Conference on Artificial Intelligence (IJCAdages 1534-1540,
1995.

[Levesqueet al, 1997 H. J. Levesque, R. Reiter, Y. Lesmnce, F. Lin, and R. B. Scherl.
GOLOG: A logic programming language for dynamic domaidsurnal of Logic Program-
ming 31(1-3):59-83, 1997.

[Levi, 1977 . Levi. Subjunctives, dispositions and chanc8gnthese34(Issue 4):423 — 455,
April 1977.

[Levi, 1984 I. Levi. The Enterprise of Knowledg&he MIT Press, 1980.

[Liberatore and Schaerf, 19p®. Liberatore and M. Schaerf. Arbitration (or how to merge
knowledge bases)IEEE Transactions on Knowledge and Data Engineerib@(1):76—90,
1998.

[Liberatore, 199F P. Liberatore. The complexity of belief update. Rmoceedings of the Fif-
teenth International Joint Conference on Artificial Intelligence (IJCR),9pages 68-73,
1997.

[Lifschitz, 199Q V. Lifschitz. Frames in the space of situations (research nadjf. Intell.,
46(3):365—-376, 1990.

[Makinson and @rdenfors, 1980 D. Makinson and P. @denfors. Relations between the logic
of theory change and nonmonotonic logic. In Aagiuhrmann and Michael Morreau, editors,
The Logic of Theory Changpages 185-205, 1989.

[Makinson, 198F D. Makinson. On the status of the postulate of recovery in the logic of theory
change Journal of Philosophical Logic1987.



172 Bibliography

[McCain and Turner, 1995N. McCain and H. Turner. A causal theory of ramifications and
gualifications. In Chris Mellish, editoRroceedings of the Fourteenth International Joint
Conference on Artificial Intelligen¢@ages 1978-1984, San Francisco, 1995. Morgan Kauf-
mann.

[McCain, 1997 N. C. McCain. Causality in commonsense reasoning about actions. Tathnic
report, Austin, TX, USA, 1997.

[McCarthy and Hayes, 1969. McCarthy and P. J. Hayes. Some philosophical problems from
the standpoint of artificial intelligencdédachine Intelligence4:463-502, 1969.

[McCarthy, 1963 J. McCarthy. Situations and Actions and Causal LawStanford Artificial
Intelligence Project, Memo 2, Stanford University, CA, 1963.

[Nayaket al, 19963 A. Nayak, N. Foo, M. Pagnucco, and A. Sattar. Changing conditional
belief unconditionally. IrProceedings of the Sixth Conference on Theoretical Aspects of Ra-
tionality and Knowledgepages 119-135. Morgan Kaufmann Publishers Inc., San Francisco,
CA, USA, 1996.

[Nayaket al, 19961 A. Nayak, P. Nelson, and H. Polansky. Belief change as change in epis
temic entrenchmenSynthesel09:143-174, 1996.

[Nayaket al, 2003 A. Nayak, M. Pagnucco, and P. Peppas. Dynamic belief revision tpsra
Artificial Intelligence 146(2):193-228, 2003.

[Nayak, 1994h A. Nayak. Foundational belief changeJournal of Philosophical Logic
23:495-533, 1994.

[Nayak, 1994b A. Nayak. Iterated belief change based on epistemic entrenchErenntnis
4:353-390, 1994.

[Nebel, 1992 B Nebel. Syntax-based approaches to belief revision. Indrdéhfors, edi-
tor, Belief Revisionvolume 29, pages 52—-88. Cambridge University Press, Cambridge, UK,
1992.

[Nebel, 1994 B. Nebel. Base revision operations and schemes: Semantics, reptiesesal
complexity. INECAI, pages 341-345, 1994,



Bibliography 173

[Nebel, 1998 B. Nebel. How hard is it to revise a belief base? In Didier Dubois and Henri
Prade, editorsHandbook of Defeasible Reasoning and Uncertainty Management System
Volume 3: Belief Changgages 77-145. Kluwer Academic Publishers, Dordrecht, 1998.

[Newell, 1982 A. Newell. The knowledge leveRArtificial Intelligence 18:87-127, 1982.

[Niedege, 1991 R. Niedeée. Mutiple contraction: A further case againatadenfors’ principle
of recovery. In A. Fuhrmann and M. Morreau, editofae Logic of Theory Chang8pringer,
Berlin, 1991.

[Papadimitriou, 1994 C. PapadimitriouComputational ComplexityAddison-Wesley, 1994,

[Peppas and Williams, 199%. Peppas and M-A. Williams. Constructive modellings for theory
change.Notre Dame Journal of Formal Logi86(1), 1995.

[Peppast al, 1994 P. Peppas, A. Nayak, M. Pagnucco, N. Foo, R. Kwok, and M. Rrekko.
Revision vs. update: Taking a closer look.Rroceedings of the 12th European Conference
on Atrtificial Intelligence pages 95-99, Budapest, 1996. Wiley & Sons.

[Reiter, 1991 R. Reiter. The frame problem in the situation calculus: a simple solution (some-
times) and a completeness result for goal regression. In V. Lifschitpyefrtificial Intelli-
gence and Mathematical Theory of Computation: Papers in Honor af 8&d¢Carthy pages
359-380. Academic Press, 1991.

[Reiter, 2001h R. Reiter.Logic in Action MIT Press, 2001.

[Reiter, 2001b R. Reiter. On knowledge-based programming with sensing in the situation cal-
culus. ACM Transactions on Computational Logi(4):433-457, 2001.

[Revesz, 19977 P. Z. Revesz. On the Semantics of Arbitratidournal of Algebra and Compu-
tation, 7 (2):133-160, 1997.

[Rott, 1991 H. Rott. Two methods of constructing contractions and revisions of kngeled
systems.Journal of Philosophical Logic20:149-173, 1991.

[Rott, 1992 H. Rott. Preferential belief change using generalized epistemic entrenthme
Journal of Logic, Language and Informatioh(1):45-78, 1992.

[Rott, 1999 H. Rott. Coherence and conservatism in the dynamics of belief. part iinfgitige
right framework.Erkenntnis 50:387-412, 1999.



174 Bibliography

[Rott, 2000 H. Rott. Two dogmas of belief revisionlournal of Philosophy97(9):503-522,
2000.

[Rott, 2003 H. Rott. Coherence and conservatism in the dynamics of belief ii: Iterated be
lief change without dispositional coherendaurnal of Logic Computatigrii3(1):111-145,
2003.

[Scherl and Levesque, 200R. Scherl and H. Levesque. Knowledge, action, and the frame
problem. Artificial Intelligence 144(1):1-39, 2003.

[Shanahan, 1999M. Shanahan. The event calculus explainddecture Notes in Computer
Science1600:409-430, 1999.

[Shapiro and Pagnucco, 24J0&. Shapiro and M. Pagnucco. lterated belief change and ex-
ogenous actions in the situation calculus. In Rpkz de Mintaras and L. Saitta, editors,
Proceedings of the 16th European Conference on Atrtificial IntelligeB€2A(-04) pages
878-882, Amsterdam, 2004. I0S Press.

[Shapiroet al, 2004 S. Shapiro, M. Pagnucco, and H. J. Levesque. lterated belief eliang
the situation calculus. In Anthony G. Cohn, Fausto Giunchiglia, and Bam&e editors,
KR2000: Principles of Knowledge Representation and Reasppages 527-538, San Fran-
cisco, 2000. Morgan Kaufmann.

[Spohn, 198B W. Spohn. Ordinal conditional functions: A dynamic theory of epistemic state
In W. L. Harper and B. Skyrms, editorSausation in Decision: Belief, Change and Statistics:
Proceedings of the Irvine Conference on Probability and Causatiolume I, pages 105—
134, Dordrecht, 1988. Kluwer Academic Publisher.

[Spohn, 19911 W. Spohn. A reason for explanation: Explanations provide stable meada
W. Spohn et al., editoExistence and Explanatioppages 165-196. Kluwer Academic Pub-
lisher, 1991.

[Thielscher, 1996 M. Thielscher. Causality and the qualification problem. In L. C. Aiello, J.
Doyle, and S. C. Shapiro, editoRRroceedings of the International Conference on Principles
of Knowledge Representation and Reasoning (KRjes 51-62, Cambridge, MA, November
1996. Morgan Kaufmann.

[Thielscher, 19917 M. Thielscher. Ramification and causalitgrtificial Intelligence Journal
89(1-2):317-364, 1997.



Bibliography 175

[Thielscher, 199P M. Thielscher. From situation calculus to fluent calculus: State update ax-
ioms as a solution to the inferential frame problértificial Intelligence 111(1-2):277-299,
1999.

[Thielscher, 200D M. Thielscher. Representing the knowledge of a robot. In A. Cohn, F.
Giunchiglia, and B. Selman, edito8roc. of the International Conference on Principles of
Knowledge Representation and Reasoning (KRpes 109-120, Breckenridge, CO, April
2000. Morgan Kaufmann.

[Thielscher, 2004aM. Thielscher. FLUX: A logic programming method for reasoning
agents. Theory and Practice of Logic Programming004. Available for download at
www. f | uxagent . or g.

[Thielscher, 2004b M. Thielscher. Logic-based agents and the frame problem: A casedor pr
gression. In V. Hendricks, editdfjrst-Order Logic Revisited: Proceedings of the Conference
75 Years of First Order Logic (FOL75pages 323—-336, Berlin, Germany, 2004. Logos.

[van der Meyden, 94R. van der Meyden. Mutual belief revision (preliminary report) Pho-
ceedings of KRpages 595-606, 94.

[Wassermann, 1999R. WassermannResource-Bounded Belief Revisio®hD thesis, ILLC,
University of Amsterdam, 1999.

[Williams, 1992 M. Williams. Two operators for theory base change.Phoceedings of the
Fifth Australian Joint Conference on Artificial Intelligengeages 259-265, 1992.

[Williams, 19944 M.-A. Williams. On the logic of theory base change. In C. MacNish,
D. Pearce, and L.M. Pereira, editotsygics in Artificial Intelligence volume LNCS No
835, pages 86-105. Springer Verlag, 1994.

[Williams, 19940 M.-A. Williams. Transmutations of knowledge systems. In J. Doyle, E.
Sandewall, and P. Torasso, editdPsinciples of Knowledge Representation and Reasoning
(KR), pages 619-629, Bonn, Germany, 1994. Morgan Kaufmann.

[Williams, 1999 M.-A. Williams. Iterated theory base change: A computational model. In
C. S. Mellish, editorProceedings of the International Joint Conference on Artificial Intelli-
gence (IJCAl)pages 1541-1547, 1995.



176 Bibliography

[Winslett, 1988h M. Winslett. A model-based approach to updating databases with incomplete
information. ACM Trans. Database Sys1.3(2):167-196, 1988.

[Winslett, 1988b M. Winslett. Reasoning about action using a possible models approach. In
The Seventh National Conference on Artificial Intelligenmames 89-93, 1988.

[Winslett, 1999 M. Winslett. Updating logical databasesCambridge University Press, 1990.

[Wobck, 1992 W. R. Wobck. On the use of epistemic entrenchment in nonmonotonic rea-
soning. InProceedings of the Tenth European Conference on Atrtificial Intelliggreges
324-328, 1992.

[Zhang and Foo, 1996Y. Zhang and N. Foo. Updating knowledge bases with disjunctive in-
formation. InProceedings of the AAAI National Conference on Artificial Intelligepeges
563-568, 1996.

[Zhang and Foo, 2001D. Zhang and N. Foo. Infinitary belief revisiodournal of Philosophi-
cal Logig 30(6):525-570, 2001.

[Zhanget al,, 2004 D. Zhang, N. Foo, T. Meyer, and R. Kwok. Negotiation as mutual belief
revision. InProceedings of the AAAI National Conference on Artificial Intelligemasyes
317-322, 2004.

[Zhang, 1996 D. Zhang. Belief revision by sets of sentenc€amputer Science and Technol-
ogy 11(2):1191996.

[Zhang, 2004 D. Zhang. Properties of iterated multiple belief revision. In V. Lifschitz and
I. NiemeR, editorsProceedings of the International Conference on Logic Programmimg an
Nonmonotonic Reasoning (LPNMRpges 314-325. Springer, 2004.



	Introduction
	Belief Change
	Reasoning about Actions
	Motivations and Problems
	Structure of the Thesis

	The Classical Belief Change
	The AGM Theory
	System of Spheres
	The KM Theory
	Related Research Fields

	Iterated Belief Revision: General Frameworks
	Why is it Difficult to Iterate
	The DP Theory
	The Problem of Implicit Dependence
	A General Framework for Iterated Revision
	 Discussions and Related Work

	Iterated Belief Revision: Computational Approaches
	Cut Base Revision
	Reinforcement Base Revision
	 Discussions and Related Work

	Mutual Belief Revision: Semantics and Computation
	OCF Model of Mutual Belief Revision
	Computational Model
	 Discussions and Related Work

	Belief Update, Revisited
	The PMA
	The WSS, and Extensions
	Updating Possibilistic Beliefs
	 Discussions and Related Work

	Conclusions and Future Work
	Proofs of Results of Chapter 3
	Proofs of Results of Chapter 4
	Proofs of Results of Chapter 5
	Proofs of Results of Chapter 6
	Algorithms

