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## 1 Introduction

Solids are macroscopic objects of our sensuous reality; one can see, touch and taste them. However, their properties originate from the basic constituents, the electrons and nuclei. They form atoms which themselves form molecules that finally condense into solids [1,2]. Quantum mechanics is the fundamental physical theory which governs the microscopic world where the electrons and nuclei live in and has to be regarded to describe solids. This is one of the earliest theoretical insights gained by the failure of the classical Drude theory of metals which had to be replaced by the Sommerfeld theory [3].

The description of solids in terms of the electrostatic interaction among the constituents represents an example of physical systems which is not only complicated, i.e., composed of many interwoven subunits, but complex, i.e., inseparable into subunits [4]. This property can be traced back to the non-linear Coulomb interaction; the mutual influence of the movements of the electrons, of the nuclei and between electrons and nuclei leads to a correlated behavior which has to be accounted for appropriately in a meaningful description of solids. It has been very important to realize that, although electrostatic interactions are of infinite range, correlations are predominantly local and can be described with theories that account for them only in a finite fraction of a solid which encloses a volume of a few cubic-Ångstrom [1,2]. Within the fractions, correlations lead to inseparability and complex behavior. However, the particles in distinct fractions, i.e., subunits, of the solid exhibit vanishing spatial orbital overlaps and hence can be distinguished. However, there are also electron correlations in this regime, namely the long-range van der Waals dispersion interaction [Chapters 3, 4].

Crystals represent a special type of solids that is characterized by a small group of atoms which is repeated throughout space such that it forms a regular, translationally symmetric, three-dimensional structure [Chapter 2]. The most important characteristics of a crystal are its ground-state properties, predominantly binding energies, which immediately provide the crystal structure and various other energy derived quantities. Moreover, the ground-state expectation values of operators are also significant [Chapter 3]. Excited states of solids can be classified into excitonic states of $N$ electrons and electron attachment and electron removal states of $N \pm 1, N \pm 2, N \pm 3, \ldots$ electrons, respectively. Particularly $N \pm 1$ electron states are of great interest to the solid state physicist as they reveal fundamental properties of crystals [1-3,5-7]. Their determination on an ab initio level is therefore an important issue in solid state theory [Chapter 5]. States where initially more than a single electron is attached or removed are only rarely regarded.

Nowadays, solids are predominantly studied with two major approaches. On the one hand, model physics mostly heads for an a posteriori description of the main characteristics observed in experiments. Well established are the models of Hubbard, Anderson, Heisenberg and their derivatives. Devising models requires a profound expertise, experi-
ence and physical intuition and does not free one from a careful extraction of information from their solutions $[1,3]$. Models are typically chosen to be minimal which means that the model is the crudest approximation to the physical reality that shows the desired properties. There are also cases where several models are able to account for a certain experimental observation and it remains obscure which one is the most appropriate in the given situation without further information. This limits the usefulness of models to a purely explanatory device.

On the other hand, first principles approaches are meant to provide competitive accuracy with experimental investigations and to make reliable a priori predictions of observables. Density functional theory (DFT) $[8,9]$ is an ubiquitous candidate and particular attention has been paid to the time-independent DFT in local density approximation (LDA), due to its numerical simplicity. It focuses on the ground-state electron density and yields ground-state properties $[6,10]$.

DFT also provides Kohn-Sham orbital energies which are in several cases successfully interpreted to be energies of $N \pm 1$ excited states. These one-particle energies depend on the continuous crystal momentum quantum number which classifies them with respect to translational symmetry. Plotting the energies along certain paths through the Brillouin zone - which is the set of all unique crystal momenta - the energies arrange graphically into bands. Such a figure is typically referred to as a one-particle band structure.

It is well known that improvements on a general scale of the results of density functional theory computations are difficult to achieve because the underlying approximate density functionals need to be exchanged by other ones which have been devised under different model assumptions. As there is no systematic hierarchy of density functionals of increasing quality, such a replacement of the functional is not bound to yield improvements. It is the description of the $N \pm 1$ excited states where the insufficiencies of time-independent DFT become most apparent. In insulating materials, e.g., the LDA tends to significantly underestimate the band gap, e.g., Reference [11].

A number of ingenious methods have been devised to improve the description of $N \pm$ 1 excited states from time-independent density functional theory. For example, the calculations have been supplemented by a GW treatment, e.g., References $[1,12]$, or the so-called LDA $+U$ method [13]. Other improvements concern the use of optimized effective potentials [14] such as the exact exchange potential [15] instead of its local, simplified form. Furthermore, DFT has been coupled with various extensions of the coherent potential approximation (CPA) like the dynamical CPA $[16,17]$ or dynamical mean field theory (DMFT) [18-23]. Also Faddeev's method [24] of treating the three-particle $t$-matrix has been applied in conjunction with LDA band structure calculations [25]. The same holds true for different forms of the projection operator technique [1,2]. Within the conceptual framework of DFT, the time-dependent generalization is a route to treat excited states in a formally rigorous way. Yet, one must face the fact that the various approximations to time-independent and time-dependent DFT remain uncontrolled and therefore have to be reconsidered from case to case.

When one is aiming at controlled approximations, two different routes offer themselves which are wave-function-based, first-principles approaches, also referred to as $a b$ initio theories. The quantum Monte Carlo ( $Q M C$ ) method, e.g., Reference [26], is a simple and straight forward way of dealing with the many-particle problem. Yet, it suffers from one
serious shortcoming, the so-called sign problem when treating fermions. Alternatively, emerging from the studies of atoms and molecules, polymers and crystals come more and more into the focus of quantum chemists $[1,2,27,28]$. Bridging the gap between the study of molecules and the investigation of periodic systems is a fruitful endeavor to both quantum chemists and solid state physicists which will lead to a more profound understanding. Particularly, quantum chemical theories and methods are in a tradition of formal clarity and a great analytical and numerical care [29]. These are appealing benefits in comparison with the mostly trend oriented approaches of theoretical solid state physics [29]. I devote this thesis to a derivation of quantum chemical theories for periodic systems and their application to polymers and crystals. Part I considers the ground state of crystals and Part II treats their electron attachment and electron removal states.

I commence with the simplest $a b$ initio wave function model of solids, which is provided by the Hartree-Fock approximation, in Chapter 2. With respect to the true, interacting, many-particle system, it represents the best antisymmetrized, independent-particle model. For most semiconducting or insulating substances, this approximation already provides a satisfactory accuracy and represents a very good starting point to treat electron correlations in the ground state and in the excited states. Meanwhile, the Hartree-Fock approximation can be employed routinely, thereby taking advantage of program packages like Wannier which has been developed by Shukla et al. [30-32] in Dresden or CRYSTAL that originates from Torino $[5,7]$.

The Hartree-Fock wave function is invariant under unitary transformations of its constituting orbitals. I discuss two different views on these one-particle states, namely the completely delocalized plane-wave-like Bloch orbitals and the localized atomic-orbitallike Wannier orbitals which both provide a starting point for a subsequent treatment of electron correlations. For this purpose the whole range of quantum chemical correlation methods offers itself. Among those the coupled-cluster theory (CC) of Coester and Kümmel [33-35] is singled out. It is one of the most successful and manifold many-particle theories known [36]. CC naturally leads to a hierarchy of size-consistent methods which exhibit, in most cases, a strikingly rapid convergence to the full configuration interaction (FCI) limit [Chapter 3].

Molecular clusters [37] have been receiving a lot of attention because they can be seen as a bridge between the individual monomer and solids formed by many monomers. Consequently, a description of the infinite crystal using finite fractions of it, i.e., molecular clusters, should be possible. Indeed, the localized orbitals obtained for the center of the clusters can be shown in many cases to approximate well the Wannier orbitals of the infinite solid $[1,2,38]$. An ab initio correlated wave function model for molecules [39-42], e.g., the CC or FCI method, can now be used in conjunction with the incremental scheme $[1,2,38,43-45]$ to obtain a physically meaningful decomposition of the correlation energy of crystals in terms of non-additive many-body interactions, so-called energy increments, between groups of Wannier orbitals associated with individual fragments, e.g., atoms, in the unit cell of the crystal. The incremental scheme allows a detailed study of the origin and impact of electron correlations and, moreover, provides a convenient convergence criterion [1,2,38,43-45].

The two most significant errors that deteriorate the correlation energy obtained from
$a b$ initio calculations are given by the $N$-electron error and the basis set error. The $N$ electron error is caused by the truncation of the $N$-electron wave function model utilized while the basis set error refers to the incomplete one-particle basis set that is used. The N electron error is approximately determined from the basis set limit of a correlation method by comparison with experimental results, the so-called apparent error, or a higher order wave function model [46]. In order to address the first source of error, the $N$-electron error, coupled-cluster singles and doubles has been employed which provides good accuracy.

The main source of the basis set error can be identified by investigating the behavior of many-particle wave functions for a nearly vanishing distance between two electrons $r_{12}$ which remains regular. At $r_{12}=0$, the divergence of the Coulomb repulsion is cancelled by the first derivative of the wave function, the so-called Kato electron cusp condition [42, $46,47]$. It yields a behavior of the (unnormalized) wave function for small $r_{12}$ of the following type for the helium atom $[42,46]$

$$
\begin{equation*}
\Psi\left(r_{1}, r_{2}, r_{12}\right)=1+\frac{1}{2} r_{12}+O\left(r_{12}^{2}\right) \tag{1.1}
\end{equation*}
$$

where $r_{1}$ and $r_{2}$ denote the distance of electron one and two, respectively, to the nucleus of the atom. This wave function (1.1) exhibits the Coulomb cusp at $r_{12}=0$ where its shape for $r_{12}$ close to zero is referred to as the Coulomb hole. The accurate representation of the hole poses a difficult problem to the usual orbital basis sets and makes the largest contribution to the basis set error.

In order to achieve chemical accuracy in the theoretical binding energies of crystals, i.e., $1 \frac{\mathrm{kcal}}{\mathrm{mol}}=4.184 \frac{\mathrm{~kJ}}{\mathrm{~mol}}=0.0433641 \frac{\mathrm{eV}}{\text { unit }}=1.5936 \frac{\mathrm{mE}_{h}}{\text { unit }}$ where unit denotes the group of atoms with respect to which the energy is given, the basis set convergence of Hartree-Fock and correlation energies should be studied systematically in the first place for periodic systems [Chapter 4]. To this end, the hierarchical series of correlation consistent basis sets [48] cc$\mathrm{pV} X \mathrm{Z}[49,50]$, aug-cc-pV $X \mathrm{Z}$ [49-51] and d-aug-cc-pVXZ [49,51,52], $X=\mathrm{D}, \mathrm{T}, \mathrm{Q}, 5,6$ are especially well suited. The cardinal number $X$ of the members of such a series is related to both, the highest angular momentum in the basis sets, and the number of basis functions which jointly increase with growing $X$. Hartree-Fock energies are well known to converge exponentially, e.g., Reference [53], towards the basis set limit, whereas correlation energies turn out to converge only with the third power of the highest angular momentum employed in a series of hierarchical basis sets $[42,46,54]$. This implies a disastrously slow convergence of the correlation energies with the quality of the one-particle basis set [42,46]. The time required for the calculations scales with the fourth power of the number of basis functions in the basis set because the number of two-electron integrals grows with this rate, implying that substantial improvements of the accuracy of the results cannot be achieved with acceptable effort. However, the convergence properties of the Hartree-Fock energy [53] and the correlation energy [42,46,55-59] can be exploited to extrapolate them towards the basis set limit [Chapter 3]. As only standard methods of quantum chemistry are required, basis set extrapolation of correlation energies provides an interesting alternative over the specialized, explicitly correlated (R12) methods, which per construction regard (1.1), generalized to molecular many-electron systems, and directly yield near basis set limit wave functions and correlation energies but have a high computational demand [42,46,60].

The powerful theory developed for basis set extrapolation of molecular ground-state
energies is harnessed to explore hydrogen bonding in crystals. This type of bonding has been a research topic for many years due to considerable difficulties encountered. A thorough treatment requires both a very good electron correlation method and a large one-particle basis set due to the low binding energy associated with it [57,61]. In other words, a careful analysis of the sources of errors involved is required in the calculations. I need to come close to chemical accuracy in the binding energy. Hydrogen fluoride and hydrogen chloride crystals provide good initial candidates for an in depth analysis of hydrogen bonding because HF forms strong hydrogen bonds and HCl forms weak hydrogen bonds. Moreover, isolated infinite bent chains, $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$, already represent a realistic model of the corresponding crystals. An analysis has not been carried out so far using ab initio methods in conjunction with the incremental scheme. Therefore, the modeling of hydrogen-bonded crystals using oligomers has to be investigated carefully and the convergence of the incremental series needs to be studied [Chapter 4].

Excited states of solids, especially $N \pm 1$ excited states, are, by far, less well researched with $a b$ initio theories than the ground state, despite the fact that a considerable effort has been invested $[1,2,27,28]$. This has to be attributed mainly to the notably increased complexities of their description which require substantial theoretical advancements over theories to treat ground states $[1,2,27,28]$. A series of attempts with wave-functionbased methods has been undertaken $[1,2,27,28,62-72]$. They typically rely on the fact that the simple one-particle picture of $N \pm 1$ excited states does not change dramatically once electron correlations are fully considered for, typically, the outer valence states and the lowest virtual states. The symmetry classified $N \pm 1$ excited states, obtained from an accurate treatment of electron correlations, are already well-represented by the oneparticle approximation. They form a so-called quasiparticle band structure which differs only by relative shifts and changes in bandwidths from the band structure of the underlying one-particle theory. Despite of their inherent many-particle description, a strict correspondence to the one-particle bands holds [1,2]. However, particularly in the case of inner valence states of solids, a strong coupling to excited configurations leads to a break down of the quasiparticle picture [1,3,73-76]. One observes a multitude of so-called satellite peaks aside of the quasiparticle peak. Furthermore, on surfaces, core states and virtual states correspond to resonances which decay by electron emission. This leads to an abundance of states instead of a single one-particle peak [1,73-76]. In both cases, the notion of band structures becomes inappropriate and only translational symmetry classification of excited states with respect to the crystal momentum remains [Chapters 5 and 7].

Previous $a b$ initio theories for $N \pm 1$ excited states of crystals comprise a local Hamiltonian approach $[2,63-67,69,72]$ which has been shown to improve on the Hartree-Fock energy bands substantially but is presently only applicable to the valence bands of crystals. Moreover, based on Toyozawa's electronic polaron model [77], Suhai repartitions MP2 pair energies to estimate quasiparticle band structures [27,28, 78-81]. By inserting the orbital energies into the energy-dependent self-energy, this model was shown to be a special case of outer valence Green's functions (OVGF) [82-84] that were derived in terms of crystal orbitals by Liegener [27,28, 81, 85]. By applying the approximation to the self-energy of Igarashi et al. [62, 68], quasiparticle band structures were obtained by Albrecht et al. [68-70]. Many of these theories are only applicable under special, very
favorable, conditions and virtually all of them fail to describe strong correlations and electronic resonances appropriately. Hence a considerable theoretical and methodological advancement is required.

In the field of molecular physics, the algebraic diagrammatic construction (ADC) scheme $[86-88]$ has been devised to represent diagrammatic series for propagators in a closed form which are ubiquitous in quantum field theory. In order to obtain band structures, the ADC scheme of the self-energy is used in conjuction with Dyson's equation to approximate the Feynman-Dyson perturbation series of the one-particle Green's function. It contains sums of certain proper and improper diagrams to infinite order [87, 89, 90] and converges to full configuration interaction with increasing order of the diagrammatic expansion. The basic properties of the ADC scheme and their derivations, as applied to molecules, are found in References [91-93]. Among those properties size-extensivity is an important one since it is crucial when solids are considered. Furthermore, the ADC method is known to be robust and also facilitates to study strong electron correlations due to the efficient and stable evaluation of the one-particle Green's function in terms of a Hermitian eigenvalue problem to obtain its spectral representation. In molecules strong correlations, for instance, occur when inner valence electrons are treated [73-76]. ADC has been shown to be superior to the OVGF method [84] and numerous works have been carried out over the last two decades, e.g., References [73-76], including studies of oligomers and clusters chosen to model infinite chains or crystals [94-96].
I devise an ADC scheme [86-88] for the self-energy of crystals which I denote by crystal orbital $A D C(C O-A D C)$. A formulation in crystal momentum and Wannier representation is given where the latter one is also suited to exploit the local character of electron correlations particularly for crystals with a large unit cell [Chapters 6, 6.4]. I have realized the ADC and CO-ADC method in terms of a computer program [97]. In the first place, the ionization potentials of a HF and a LiF molecule are computed and analyzed to obtain an understanding of the building blocks of the $(\mathrm{HF})_{\infty}$ chain and the LiF crystal which I have chosen for a first application. The band structure of the (HF) $)_{\infty}$ chain is obtained and compared to results determined independently with the local Hamiltonian approach [98] and OVGF [99]. Similarly, the band structure of a LiF crystal is computed and compared to published results obtained by Albrecht [70] with the method of Igarashi et al. [62, 68] [Chapter 7].

Atomic units [39-42] are used throughout this dissertation: the reduced Planck constant $\hbar$, the electron charge magnitude and the electron mass are set to unity. The unit of length is the Bohr and the unit of energy is the Hartree. The conversion factors to SI units are $1 \mathrm{Bohr}=1 E_{\mathrm{b}}=52.91772108 \mathrm{pm}$ and 1 Hartree $=1 E_{\mathrm{h}}=27.2113845 \mathrm{eV}$ from the CODATA 2002 recommended values of Reference [100]. Additionally, the unit of length $1 \AA$ ngstrom $=1 \AA=0.1 \mathrm{pm}$ is used.

## Part I

## Ground state

## 2 Ab initio foundation

The quantum mechanical basis for a first principles description of crystals is introduced here with special emphasis on the translational and point group symmetries which make up their appealing esthetics [Section 2.1]. Fundamental to crystals, in contrast to atoms and molecules, is the translational symmetry that I always incorporate explicitly into equations whereas point group symmetry affords a further classification of their states. Exploiting symmetry also allows notable computational savings.

As a foundation of a wave function based treatment, the Hartree-Fock independent particle model is discussed which has been devised in its main characteristics by Hartree [101], Slater [102] and Fock [103]. It already facilitates a lot of insights into an interacting manyparticle system and provides the basis of more elaborate methods to describe the ground state and excited states [Section 2.2]. A one-particle basis set is introduced for practical applications and the basis set convergence rate of the Hartree-Fock method is discussed [Section 2.3 and 2.4].

Localized Hartree-Fock orbitals, i.e., Wannier orbitals, are determined, not only to provide an intuitive, chemical view on the crystal orbitals, in contrast to the abstract Bloch orbitals, but also because they are the ideal means to go beyond the one-particle model and head for greater accuracy and new effects. Rigorous proofs for an a priori determination of Wannier orbitals are given. The approach is shown to be computationally as efficient as the Bloch orbital based formulation [Sections 2.5 and 2.6].

### 2.1 Quantum mechanical description

Crystals are periodic systems which consist of a geometrical arrangement of atoms, the unit cell, that is repeated after certain distances, the lattice constants $a_{i}, i=1,2,3$ in the three directions of periodicity, denoted by the noncoplanar primitive lattice vectors $\vec{a}_{i} .{ }^{1}$ Mathematically, one defines a crystal lattice ${ }^{2}$ by a set of fictitious points, associated with the unit cells and being related to each other by the lattice vectors

$$
\begin{equation*}
\vec{R}=u_{1} \vec{a}_{1}+u_{2} \vec{a}_{2}+u_{3} \vec{a}_{3} \tag{2.1}
\end{equation*}
$$

with integer numbers $u_{i}$. Relative to $\vec{R}$, the $M$ atoms in a unit cell are given by the displacements $\vec{d}_{i}, i=1, \ldots, M$. By definition (2.1), the model of a crystal exhausts all space; a very appropriate assumption, if surface effects are not to be considered.

A convenient further simplification assumes a large parallelepiped with $N_{i}$ unit cells along the three primitive vectors $\vec{a}_{i}, i=1,2,3$ with a volume of $N_{0}=N_{1} N_{2} N_{3}$ unit

[^0]cells. The lattice indices which correspond to distinct unit cells in (2.1) are then given by $0 \leq u_{i} \leq N_{i}-1$ where all other integer numbers $\tilde{u}_{i}$, are cyclically mapped to this range by $\tilde{u}_{i} \bmod N_{i}$. These definitions are termed Born von Kármán or periodic boundary conditions. The parallelepiped is also referred to as Born von Kármán region. In onedimensional periodic systems, referred to as chains or less precise as polymers, Born von Kármán boundary conditions represent the topology of a ring, whereas the boundary conditions for systems with a periodicity in two dimensions, so-called slabs or colloquially surfaces, exhibit the topology of a torus. For three-dimensional crystals the topology of a toroid in four dimensional space is obtained. Meaningful results of bulk properties, which are derived by imposing periodic boundary conditions, are required to hold in the limit $N_{0} \rightarrow \infty$.

To each crystal lattice (2.1) there exists a reciprocal lattice whose primitive vectors are defined by the conditions $\vec{a}_{i} \vec{b}_{j}=2 \pi \delta_{i j}, i, j=1,2,3$. It consists of the vectors

$$
\begin{equation*}
\vec{K}=v_{1} \vec{b}_{1}+v_{2} \vec{b}_{2}+v_{3} \vec{b}_{3} \tag{2.2}
\end{equation*}
$$

with integer numbers $v_{i}$. Furthermore, $\vec{R} \vec{K}=2 \pi n_{\vec{R} \vec{K}}$ holds with an integer number $n_{\vec{R} \vec{K}}=u_{1} v_{1}+u_{2} v_{2}+u_{3} v_{3}[3,6]$.

Implicitly, fixed nuclei are assumed in (2.1). In many cases this is a very good approximation as the coupled movement of the electrons and the nuclei in a molecule, cluster or solid frequently can be neglected in a first approximation because the electrons are moving more rapidly than the nuclei due to the mass ratio of $10^{-4}-10^{-5}[6,39]$ between the former and the latter ones. Therefore, the electrons adjust almost instantly to the slow motion of the nuclei. This is utilized to separate the total Hamiltonian that depends on the combined electronic and nuclear coordinates into an electronic and a nuclear part which can thus be studied independently. The separation is called Born-Oppenheimer approximation $[39,104]$ and is assumed throughout. Only the electronic part is investigated here in the fixed-nuclei approximation. With the help of these so-called adiabatic solutions to the electronic problem, non-Born-Oppenheimer effects can, nevertheless, be studied.

Electronic structure theory is the branch of atomic, molecular and solid state physics that is concerned with the accurate description of the electronic states of many-particle systems: the ground state, the excited, electron attachment and electron removal states through which many further properties of the systems are accessible [39]. Since electrons are spin $\frac{1}{2}$ fermions, stationary states ${ }^{3}$ lie in the $N$-particle Hilbert space that is a tensorial product of $N$ one-particle Hilbert spaces [42,105] which themselves are tensorial products of a one-particle spatial Hilbert space and a spin $\frac{1}{2}$ Hilbert space. Corresponding wave functions $\Psi^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)$ depend on the spatial coordinates $\vec{r}_{1}, \ldots, \vec{r}_{N}$ and the spin coordinates $s_{1}, \ldots, s_{N}$, and are eigenfunctions of the non-relativistic, time-independent, many-particle Schrödinger equation ${ }^{4}$ with eigenenergies $E^{N}[27,28,39-42]$

$$
\begin{equation*}
\hat{H} \Psi^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)=E^{N} \Psi^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right) \tag{2.3}
\end{equation*}
$$

[^1]where the Hamiltonian [27, 28, 39-42] is given by
\[

$$
\begin{align*}
\hat{H} & =\sum_{n=1}^{N} \hat{h}_{n}+\frac{1}{2} \sum_{\substack{m, n=1 \\
m \neq n}}^{N} \frac{1}{\left|\vec{r}_{m}-\vec{r}_{n}\right|}+\hat{E}_{\mathrm{nucl}}  \tag{2.4a}\\
\hat{h}_{n} & =-\frac{1}{2} \Delta_{n}-\sum_{i=1}^{N_{0}} \sum_{A=1}^{M} \frac{Z_{\vec{R}_{i} A}}{\left|\vec{r}_{n}-\vec{r}_{\vec{R}_{i} A}\right|}  \tag{2.4b}\\
\hat{E}_{\mathrm{nucl}} & =\frac{1}{2} \sum_{\substack{i, j=1 \\
i \neq j \vee A \neq B=1}}^{N_{0}} \sum_{\substack{M}}^{M} \frac{Z_{\vec{R}_{i} A} Z_{\vec{R}_{j} B}}{\left|\vec{r}_{\vec{R}_{i} A}-\vec{r}_{\vec{R}_{j} B}\right|} . \tag{2.4c}
\end{align*}
$$
\]

Here $N$ is the number of electrons in the crystal which is represented by a Born von Kármán region of $N_{0}$ unit cells. Moreover, $M$ indicates the number of nuclei per unit cell, $Z_{\vec{R}_{i} A} \equiv Z_{A}$ stands for the charge of nucleus $A$ in unit cell $\vec{R}_{i}$ and $\left|\vec{r}_{n}-\vec{r}_{\vec{R}_{j} A}\right|$ is the distance between the $n$-th electron and the $A$-th nucleus in unit cell $\vec{R}_{j}$. Finally, $\left|\vec{r}_{m}-\vec{r}_{n}\right|$ represents the distance between the $m$-th and the $n$-th electron and $\left|\vec{r}_{\vec{R}_{i} A}-\vec{r}_{\vec{R}_{j} B}\right|$ denotes the distance between the nuclei $A$ and $B$ of charge $Z_{\vec{R}_{i} A} \equiv Z_{A}$ and $Z_{\vec{R}_{i} B} \equiv Z_{B}$ in unit cells $\vec{R}_{i}$ and $\vec{R}_{j}$. The core Hamilton operator $\hat{h}_{n}$ of (2.4b) is a one-particle operator as it involves only the coordinates of a single electron $n$. Consequently, $\left|\vec{r}_{m}-\vec{r}_{n}\right|^{-1}$ in (2.4a) is a two-particle operator. As the nuclei are fixed, they make a constant electrostatic energy contribution.

The symmetry properties of the Hamiltonian (2.4) are described by a set of operators which commute with each other and with $\hat{H}$ [105]. Its eigenfunctions are simultaneous eigenstates to all these operators, and thus the energy eigenstates can be characterized further according to the symmetry of the system under study. By introducing basis functions which transform according to a specific symmetry operation, the whole problem can be divided into smaller subproblems.

The Hamiltonian (2.4) does not depend on spin, therefore the spin operator $\hat{\vec{s}}_{i}^{2}$ of electron $i$, the total spin operator $\hat{\vec{S}}^{2}=\sum_{i=1}^{N} \hat{\vec{s}}_{i}^{2}$ and its $z$-component $\hat{S}_{z}$ which commute among each other, commute with $\hat{H}$. Furthermore, the Hamiltonian (2.4) is invariant under simultaneous translations of both electronic and nuclear coordinates by an arbitrary vector $\vec{r}$ which implies that the total momentum of the crystal is conserved $[3,6]$.

The underlying crystal lattice (2.1) imposes the most basic symmetry of crystals on $\hat{H}$, namely the invariance under arbitrary lattice translations $\vec{R}$ of the electrons alone, i.e., $\left[\hat{T}_{\vec{R}}, \hat{H}\right]=\hat{0}$. Thereby, the translation operator $\hat{T}_{\vec{R}}$ acts on the coordinates of all electrons $\vec{r}_{1}, \ldots, \vec{r}_{N}$. This observation has a fundamental consequence for the eigenstates of periodic systems - known as Bloch's theorem [3,6,108]-which obey ${ }^{5}$

$$
\begin{align*}
\Psi_{\vec{k} n}\left(\vec{r}_{1}+\vec{R} s_{1}, \ldots, \vec{r}_{N}+\vec{R} s_{N}\right) & =\hat{T}_{-\vec{R}} \Psi_{\vec{k} n}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)  \tag{2.5}\\
& =\mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} \Psi_{\vec{k} n}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)
\end{align*}
$$

[^2]Such functions are referred to as Bloch functions (BF). In Equation (2.5), different states are enumerated by $n$ to the crystal momentum (wave vector) quantum number which is denoted by $\vec{k}$. Crystal momenta are usually chosen to lie in the (first) Brillouin zone $[3,6]$ which represents the region of space that is closer to the origin than to any other point of the reciprocal lattice (2.2). The whole surface of the resulting solid figure is conventionally also included $[3,6]$. Imposing Born von Kármán boundary conditions, the number of distinct crystal momenta $\vec{k}$ becomes discrete. They are given by the points $[3,6]$

$$
\begin{equation*}
\vec{k}=\frac{h_{1}}{N_{1}} \vec{b}_{1}+\frac{h_{2}}{N_{2}} \vec{b}_{2}+\frac{h_{3}}{N_{3}} \vec{b}_{3}+\vec{K} \quad \text { for } \quad 0 \leq h_{i} \leq N_{i} \quad \text { with } \quad i=1,2,3 \tag{2.6}
\end{equation*}
$$

folded back into the Brillouin zone by a suitable reciprocal lattice vector $\vec{K}$. Therefore, integrations over the whole zone, that occur frequently throughout, are replaced by finite summations. ${ }^{6}$

The remaining symmetry operations, which transform the crystal lattice (2.1) into itself, are given by proper and improper rotations represented in terms of orthogonal $3 \times 3$ matrices $\boldsymbol{\alpha}$ in conjunction with a translation $\vec{t}$. They can jointly be written as an affine transformation of the vector $\vec{r}[6,110]$

$$
\begin{equation*}
\vec{r}^{\prime}=\boldsymbol{\alpha} \vec{r}+\vec{t} \tag{2.7}
\end{equation*}
$$

and are frequently referred to by the symbol $\{\boldsymbol{\alpha} \mid \vec{t}\}$. The set of such operations with an invariant subgroup of pure lattice translations constitute a space group. From the rotational part $\boldsymbol{\alpha}$ of a space group, one can construct the point group [6].

### 2.2 Hartree-Fock approximation

The simplest ansatz for the wave function of an $N$-particle system $\Phi_{0}^{\prime N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)$ is a so-called Hartree product [3,39-42,101] of $N^{\prime}$ independent normalized one-particle wave functions $\psi_{\vec{k} i}(\vec{r} s)$ to each crystal momentum $\vec{k}$

$$
\begin{equation*}
\Phi_{0}^{\prime N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)=\prod_{\vec{k}} \prod_{i=1}^{N^{\prime}} \psi_{\vec{k} i}\left(\vec{r}_{j} s_{j}\right) \tag{2.8}
\end{equation*}
$$

where $N^{\prime}=\frac{N}{N_{0}}$ represents the number of electrons per unit cell. The $\psi_{\vec{k} i}(\vec{r} s)$ depend on the spin, i.e., they are two-component spinors [3, 39-42, 105, 111]

$$
\begin{equation*}
\psi_{\vec{k} i}(\vec{r} s)=\binom{\psi_{\vec{k} i_{\uparrow}}^{\uparrow}(\vec{r})}{\psi_{\vec{k} i_{\downarrow}}^{\downarrow}(\vec{r})}_{s} \tag{2.9}
\end{equation*}
$$

where $\psi_{\vec{k} i}^{\uparrow}(\vec{r})=\psi_{\vec{k} i}\left(\vec{r}, \frac{1}{2}\right) \equiv \psi_{\vec{k} i}(\vec{r}, \uparrow)$ and $\psi_{\vec{k} i}^{\downarrow}(\vec{r})=\psi_{\vec{k} i}\left(\vec{r},-\frac{1}{2}\right) \equiv \psi_{\vec{k} i}(\vec{r}, \downarrow)$ represent spatial one-particle wave functions for the spin up and the spin down components, respectively.

[^3]The indices $i$ enumerate spinors whereas the indices $i_{\uparrow}$ and $i_{\downarrow}$ enumerate corresponding spatial components. Antisymmetrizing the product (2.8) to conform with the Pauli exclusion principle results in an expression which can be written in terms of the Slater determinant $[27,28,39-42,102,112-115]$

$$
\Phi_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)=\frac{1}{\sqrt{N!}} \operatorname{det}\left(\begin{array}{ccc}
\phi_{1,1} & \cdots & \boldsymbol{\phi}_{1, N_{0}}  \tag{2.10}\\
\vdots & \ddots & \vdots \\
\phi_{N_{0}, 1} & \cdots & \phi_{N_{0}, N_{0}}
\end{array}\right)
$$

I refer to the $N \times N$ matrix in (2.10) as Slater matrix $\mathcal{S}^{\mathrm{BF}}$. It is composed of the $N^{\prime} \times N^{\prime}$ matrices

$$
\phi_{l m}=\left(\begin{array}{ccc}
\psi_{\vec{k}_{m} 1}\left(\vec{r}_{1+(l-1) N^{\prime}} s_{1+(l-1) N^{\prime}}\right) & \cdots & \psi_{\vec{k}_{m} N^{\prime}}\left(\vec{r}_{1+(l-1) N^{\prime}} s_{1+(l-1) N^{\prime}}\right)  \tag{2.11}\\
\vdots & \ddots & \vdots \\
\psi_{\vec{k}_{m} 1}\left(\vec{r}_{N^{\prime}+(l-1) N^{\prime}} s_{N^{\prime}+(l-1) N^{\prime}}\right) & \cdots & \psi_{\vec{k}_{m} N^{\prime}}\left(\vec{r}_{N^{\prime}+(l-1) N^{\prime}} s_{N^{\prime}+(l-1) N^{\prime}}\right)
\end{array}\right)
$$

to one of the $N_{0}$ crystal momenta which label the irreducible representations of the translational group. ${ }^{7}$ The one-particle wave functions $\psi_{\vec{k} i}\left(\vec{r}_{j} s_{j}\right), i=1, \ldots, N^{\prime}, j=1, \ldots, N$ in the Hartree product are now termed spin orbitals ${ }^{8}$ and obey Bloch's theorem (2.5), individually. For this reason they are also frequently referred to as spin Bloch orbitals.

The energy expectation value with respect to the ansatz (2.10) for $\Phi_{0}^{N}$ always provides an upper bound to the exact ground state energy $E_{0}^{N}$

$$
\begin{equation*}
\mathcal{L}\left[\Phi_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)\right]=\left\langle\Phi_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)\right| \hat{H}\left|\Phi_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)\right\rangle \geq E_{0}^{N} \tag{2.12}
\end{equation*}
$$

Minimizing the energy functional $\mathcal{L}$ with respect to $\Phi_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)$, Equation (2.12), represents the Ritz variational principle [39,111]. In this case, it implies a minimization with respect to the spin orbitals that constitute the Slater determinant (2.10). Without loss of generality, the additional constraint of orthonormality is imposed on the spin orbitals. One arrives at a set of coupled integro-differential equations, the Hartree-Fock equations. In their canonical form, they can formally be written in terms of an eigenvalue problem [39-42] for the orbitals that are used to form the Slater determinant (2.10), the so-called occupied orbitals

$$
\begin{equation*}
\hat{f} \psi_{\vec{k} i}(\vec{r} s)=\varepsilon_{\vec{k} i} \psi_{\vec{k} i}(\vec{r} s) \tag{2.13}
\end{equation*}
$$

with the Fock operator [103]

$$
\begin{equation*}
\hat{f}=\hat{h}+\hat{v}^{(\mathrm{HF})} \tag{2.14}
\end{equation*}
$$

the core Hamilton operator (2.4b)

$$
\begin{equation*}
\hat{h} \psi_{\vec{k} i}(\vec{r} s)=\left[\sum_{\vec{k}^{\prime}} \sum_{j=1}^{N^{\prime}} \sum_{s^{\prime}=-\frac{1}{2}}^{\frac{1}{2}} \int \psi_{\vec{k}^{\prime} j}^{*}\left(\vec{r}^{\prime} s^{\prime}\right) \hat{h} \psi_{\vec{k}^{\prime} j}\left(\vec{r}^{\prime} s^{\prime}\right) \mathrm{d}^{3} r^{\prime}\right] \psi_{\vec{k} i}(\vec{r} s) \tag{2.15}
\end{equation*}
$$

[^4]and the Hartree-Fock potential
\[

$$
\begin{equation*}
\hat{v}^{(\mathrm{HF})}=\sum_{\vec{k}^{\prime}} \sum_{j=1}^{N^{\prime}}\left(\hat{J}_{\vec{k}^{\prime} j}-\hat{K}_{\vec{k}^{\prime} j}\right) \tag{2.16}
\end{equation*}
$$

\]

where the Coulomb operator is

$$
\begin{equation*}
\hat{J}_{\vec{k}^{\prime} j} \psi_{\vec{k} i}(\vec{r} s)=\left[\sum_{s^{\prime}=-\frac{1}{2}}^{\frac{1}{2}} \int \mathrm{~d}^{3} r^{\prime} \psi_{\vec{k}^{\prime} j}^{*}\left(\vec{r}^{\prime} s^{\prime}\right) \frac{1}{\left|\vec{r}-\vec{r}^{\prime}\right|} \psi_{\vec{k}^{\prime} j}\left(\vec{r}^{\prime} s^{\prime}\right)\right] \psi_{\vec{k} i}(\vec{r} s) \tag{2.17}
\end{equation*}
$$

and the exchange operator is

$$
\begin{equation*}
\hat{K}_{\vec{k}^{\prime} j} \psi_{\vec{k} i}(\vec{r} s)=\left[\sum_{s^{\prime}=-\frac{1}{2}}^{\frac{1}{2}} \int \mathrm{~d}^{3} r^{\prime} \psi_{\vec{k}^{\prime} j}^{*}\left(\vec{r}^{\prime} s^{\prime}\right) \frac{1}{\left|\vec{r}-\vec{r}^{\prime}\right|} \psi_{\vec{k} i}\left(\vec{r}^{\prime} s^{\prime}\right)\right] \psi_{\vec{k}^{\prime} j}(\vec{r} s) \tag{2.18}
\end{equation*}
$$

Here $\hat{v}^{(H F)}$ is the average one-particle potential experienced by an electron due to the presence of all the other electrons, a mean field, which replaces the two-particle operator $\left|\vec{r}_{m}-\vec{r}_{n}\right|^{-1}, m \neq n$, in the Hamiltonian (2.4). It represents a considerable approximation to the original interacting many-particle system. As $\hat{v}^{(\mathrm{HF})}$ depends on the coordinates of all electrons, one cannot solve (2.13) directly. Instead one has to start from an initial guess and then determine the wave function by iteratively solving the Hartree-Fock equations (2.13) until a self-consistent solution to arbitrary precision is found.

Once $\hat{v}^{(\mathrm{HF})}$ has been obtained, the functional dependence of the Fock operator (2.14) on the spin orbitals can be disregarded. Then $\hat{f}$ becomes an ordinary Hermitian one-particle operator with an infinite number of eigenfunctions. In this case, Equation (2.13) holds not only for occupied orbitals but also for orbitals which are not employed in the Slater determinant (2.10), the so-called virtual orbitals. For these reasons, the Hartree-Fock approximation is frequently referred to as a one-particle approximation or independent particle approximation. However, the ansatz of a Slater determinant (2.10) already accounts for the correlations among electrons with parallel spins. It prevents them to occupy the same region in space leading to the so-called Fermi hole or exchange hole [1,3,39,116].

In the previous paragraphs Hartree-Fock theory is derived in the Hilbert space which is a tensorial product of spin and spatial Hilbert spaces. As the Hamiltonian (2.4) does not depend on spin, spin-free equations can be obtained by considering the spatial parts of the spin orbitals (2.9) only which are denoted as spatial orbitals. For closed-shell ground states, i.e., crystals with an even number of electrons $N$ in a spin singlet state, one needs $N / 2$ spatial orbitals to construct the corresponding $N$ spin orbitals. If

$$
\begin{equation*}
\psi_{\vec{k} i}^{\uparrow, \downarrow}(\vec{r}):=\psi_{\vec{k} i}^{\uparrow}(\vec{r})=\psi_{\vec{k} i}^{\downarrow}(\vec{r}) \tag{2.19}
\end{equation*}
$$

is assumed for all $\vec{k} i$ and $\vec{r}$, then the resulting spin-free Hartree-Fock equations are formally identical to (2.13) where spin orbitals are replaced by spatial orbitals. This is called the restricted Hartree-Fock approximation [39-42, 117, 118]. The unrestricted HartreeFock approximation [39, 119] assumes two different spatial components in (2.9). In this
case, two equations of the type (2.13) have to be solved in terms of spatial orbitals, one for each component of the spinor.

In atomic physics, Equation (2.13) can be solved numerically to arbitrary precision. Yet, for molecules and crystals this is not feasible. Therefore, one recognizes that the spatial orbitals are members of the spatial one-particle Hilbert space and can thus be expanded in terms of the complete set of one-particle basis functions

$$
\begin{equation*}
\chi_{\vec{R} \mu}(\vec{r}) \equiv \hat{T}_{\vec{g}_{\mu}+\vec{R}} \chi_{\mu}(\vec{r})=\chi_{\mu}\left(\vec{r}-\vec{g}_{\mu}-\vec{R}\right) \tag{2.20}
\end{equation*}
$$

for all $\vec{R}$ and $\mu=1, \ldots, \infty$. Here $\vec{g}_{\mu}$ is an arbitrary displacement of the $\mu$-th basis function in a unit cell. The $\vec{g}_{\mu}$ accounts for the fact that a $\chi_{\mu}(\vec{r})$ is frequently centred on some atom $i$ which is displaced from the origin by some $\vec{d}_{i}$ inside the origin cell. Frequently the eigenfunctions of a Hermitian one-particle operator are taken as basis functions. Suitable basis sets are discussed in Section 2.3. Linear combinations of basis functions ${ }^{9}$ are formed to obtain translational symmetry adapted basis functions which obey Bloch's theorem (2.5)

$$
\begin{equation*}
\varphi_{\vec{k} \mu}(\vec{r})=\frac{1}{\sqrt{N_{0}}} \sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} \hat{T}_{\vec{g}_{\mu}+\vec{R}} \chi_{\mu}(\vec{r}) \tag{2.21}
\end{equation*}
$$

The operator $\frac{1}{\sqrt{N_{0}}} \sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} \hat{T}_{\vec{g}_{\mu}+\vec{R}}$ in (2.21) projects out the part of the basis function $\chi_{\mu}(\vec{r})$ which transforms according to the irreducible representation $\vec{k}$ where the basic orthogonality relations $[3,6]$

$$
\begin{align*}
& \sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}}=N_{0} \delta_{\vec{k}, \overrightarrow{0}}  \tag{2.22a}\\
& \sum_{\vec{k}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}}=N_{0} \delta_{\vec{R}, \overrightarrow{0}} \tag{2.22b}
\end{align*}
$$

that hold under Born von Kármán boundary conditions for the translational subgroup, are utilized. Using these translational symmetry adapted basis functions (2.21), one arrives at a representation of the spatial Bloch orbitals which reads for restricted Hartree-Fock theory

$$
\begin{equation*}
\psi_{\vec{k} i}^{\uparrow, \downarrow}(\vec{r})=\sum_{\mu=1}^{\infty} C_{\mu i}(\vec{k}) \varphi_{\vec{k} \mu}(\vec{r}), \quad i=1, \ldots, \infty \tag{2.23}
\end{equation*}
$$

[^5]where $C_{\mu i}(\vec{k})$ are denoted as orbital coefficients. Such an expansion is usually termed linear combination of atomic orbitals (LCAO). ${ }^{10}$ Expression (2.23) is inserted in the spinfree equivalent of (2.13) which transforms the Hartree-Fock equation into a generalized eigenvalue problem, the Roothaan-Hall equations [39-42, 117, 118]
\[

$$
\begin{equation*}
\sum_{\nu=1}^{K} F_{\mu \nu}(\vec{k}) C_{\nu i}(\vec{k})=\sum_{i, \nu=1}^{K} S_{\mu \nu}(\vec{k}) C_{\nu i}(\vec{k}) \varepsilon_{i}(\vec{k}) \tag{2.24}
\end{equation*}
$$

\]

for the spatial Bloch orbitals $\vec{k} i, i=1, \ldots, K$ with crystal momentum $\vec{k}$ which are written compactly as matrix equations

$$
\begin{equation*}
\boldsymbol{F}(\vec{k}) \boldsymbol{C}(\vec{k})=\boldsymbol{S}(\vec{k}) \boldsymbol{C}(\vec{k}) \boldsymbol{\varepsilon}(\vec{k}), \tag{2.25}
\end{equation*}
$$

where $\boldsymbol{F}(\vec{k})$ is the matrix representation of the Fock operator. Furthermore, $S_{\mu \nu}(\vec{k})=$ $\left\langle\varphi_{\vec{k} \mu}(\vec{r}) \mid \varphi_{\vec{k} \nu}(\vec{r})\right\rangle$ denotes the overlap matrix of the basis set (2.21). In the case of unrestricted Hartree-Fock theory, two equations of the type (2.23) and (2.25), one for each spinor component, result, which are then termed Pople-Nesbet equations [39, 119].

The self-consistent solution of (2.25) is interpreted as follows: $\boldsymbol{\varepsilon}(\vec{k})=\operatorname{diag}\left(\cdots \varepsilon_{\vec{k} i} \cdots\right)$, $i=1, \ldots, \infty$ is the matrix of orbital energies or energy bands and $\boldsymbol{C}(\vec{k})$ are the orbital coefficients in (2.23). Via Equations (2.9) and (2.23), twice as many spin orbitals than spatial orbitals result where the $N$ spin orbitals which are lowest in energy are usually occupied according to the aufbau principle. The remaining orbitals are denoted as unoccupied or virtual orbitals. The energies of occupied and virtual Bloch orbitals are frequently also referred to as valence and conduction bands, respectively. Generally, I use the band indices $i, j, m, n, \ldots$, to denote occupied Hartree-Fock bands, $a, b, c, d, \ldots$, for virtual bands and $p, q, r, s, \ldots$ for bands which may be both occupied or virtual. Finally, the Hartree-Fock energy of a crystal is given by the expectation value of the Hamiltonian Slater determinant (2.10)

$$
\begin{equation*}
E=\sum_{\vec{k}} \sum_{i=1}^{N^{\prime}}\left[\varepsilon_{\vec{k} i}-\frac{1}{2}\left\langle\psi_{\vec{k} i}\right| \hat{v}^{(\mathrm{HF})}\left|\psi_{\vec{k} i}\right\rangle\right]+E_{\mathrm{nucl}} . \tag{2.26}
\end{equation*}
$$

The energy expression is not only composed of a sum over independent particle energies $\varepsilon_{\vec{k} i}$ but also involves the expectation value of the Hartree-Fock potential (2.16) to avoid double counting of the two-electron interaction terms [27, 28, 39-42]. Therefore, this expression again clearly demonstrates that Hartree-Fock theory, strictly speaking, is not an independent particle approach. Moreover, the constant electrostatic energy of the nuclei $E_{\text {nucl }}$ has to be accounted for in formula (2.26) to obtain total energies.

[^6]
### 2.3 Basis sets

The choice of the basis set, used to expand the spatial orbitals in (2.23), is crucial for the rate of convergence with the number of basis functions. Only a few basis functions should be required to describe the many-particle system reasonably. In addition, the evaluation of the molecular integrals in (2.25) is required to be efficient.

The eigenfunctions of the one-particle operator

$$
\begin{equation*}
\hat{h}_{\mathrm{GTO}}=-\frac{1}{2} \Delta+2 \zeta^{2} r^{2}+\frac{n(n-1)-l(l+1)}{2 r^{2}} \tag{2.27}
\end{equation*}
$$

are the so-called Gaussian type orbitals (GTO) or Gaussian basis functions [39, 40, 48, 120] which have proven to be an efficient and accurate choice for basis sets. As the oneparticle Hamiltonian (2.27) contains a central field potential, $\hat{h}_{\text {GTO }}$ commutes both with the squared orbital angular momentum $\overrightarrow{\hat{L}}^{2}$ and its cartesian $z$-component $L_{z}$. Hence, the basis functions $\chi$ can be chosen to be simultaneous eigenfunctions of $\hat{h}_{\text {GTO }}, \overrightarrow{\hat{L}}^{2}$ and $\hat{L}_{z}$ having the form

$$
\begin{equation*}
\chi_{n l m}(r, \vartheta, \varphi)=R_{n l}(r) Y_{l m}(\vartheta, \varphi) \tag{2.28}
\end{equation*}
$$

with $n, l, m$ denoting integer quantum numbers and $r, \vartheta, \varphi$ representing polar coordinates. One refers to $n$ as the principal quantum number, to $l$ as the angular momentum quantum number and finally to $m$ as the magnetic quantum number. The eigenvalues are

$$
\begin{align*}
\hat{h}_{\mathrm{GTO}} \chi_{n l m} & =\varepsilon_{n l m} \chi_{n l m}  \tag{2.29a}\\
\overrightarrow{\hat{L}^{2}} \chi_{n l m} & =l(l+1) \chi_{n l m}  \tag{2.29b}\\
\hat{\hat{L}}_{z} \chi_{n l m} & =m \chi_{n l m} . \tag{2.29c}
\end{align*}
$$

with $n \geq 1, l \leq n-1$ and $m=-l,-l+1, \ldots, l-1, l$. Eigenfunctions $\chi_{n l m}$ with $l=$ $0,1,2,3,4, \ldots$ are designated by $s, p, d, f, g, \ldots$ and are energetically $2 l+1$ fold degenerate with respect to $m$. The radial parts of spherical Gaussian orbitals are of the form

$$
\begin{equation*}
R_{n l}(r)=C_{n} r^{n-1} \mathrm{e}^{-\zeta r^{2}}, \quad C_{n}=\sqrt{\frac{2^{2 n}(n-1)!}{2 n-1} \sqrt{\frac{(2 \zeta)^{2 n+1}}{\pi}}} \tag{2.30}
\end{equation*}
$$

and the spherical harmonics $Y_{l m}(\vartheta, \varphi)$ are defined as usual [40]. The functions $\chi_{n l m}$ with the same angular momentum quantum numbers are generally non-orthogonal.

Basis sets have been devised for essentially all elements of the periodic table and are tabulated in large collections [48] where fixed linear combinations of primitive Gaussians (2.28), so-called contractions, are used to represent the occupied orbitals of the free atom. Minimal basis sets provide only a single contraction for each occupied atomic orbital. The quality of larger basis sets is denoted by the attributes double- $\zeta$, triple- $\zeta, \ldots$ where the number of " $\zeta$ "s originally referred to the number of contractions assigned to each occupied atomic orbital. Nowadays, the number of " $\zeta$ "s indicates only the number of contractions utilized for the valence orbitals. Such basis sets also are referred to as split-valence basis sets. Finally, polarization functions are frequently added to the basis
sets which are diffuse Gaussian primitives of an angular momentum that is typically larger by one than the highest angular momentum in the remaining basis set. These functions allow for the change of the electronic structure of an atom caused by the anisotropic surrounding in a molecule or a crystal.

### 2.4 Convergence of Hartree-Fock energies

Hartree-Fock energies turn out to converge rapidly with increasing basis set quality towards the basis set limit. This fact can be attributed to the one-particle character of Hartree-Fock theory which hints at a good describability by a properly chosen one-particle basis set. The correlation consistent basis sets [48] cc-pVXZ [49,50], aug-cc-pVXZ [49-51] and d-aug-cc-pVXZ $[49,51,52]$-with the number of " $\zeta$ "s being given by their cardinal numbers $X=\mathrm{D}, \mathrm{T}, \mathrm{Q}, 5,6$, i.e., double, triple, quadruple, quintuple and hextuple -form hierarchical series of basis sets of increasing quality. They are especially well suited to study the basis set convergence of Hartree-Fock energies of molecules and crystals.

The actual convergence behavior of Hartree-Fock energies has only empirically been determined in Reference [53] (and References therein) and has been shown to depend both on the number of basis functions and on the highest angular momentum in the basis sets. The cardinal number $X$ of correlation consistent basis sets is related to both quantities. Hartree-Fock energies follow

$$
\begin{equation*}
E_{\mathrm{SCF}}(\infty)=E_{\mathrm{SCF}}(X)-A \mathrm{e}^{-B X} \tag{2.31}
\end{equation*}
$$

with the constants $A, B>0$ and $E_{\text {SCF }}(\infty)$ being the Hartree-Fock basis set limit while the Hartree-Fock energyobtained with a basis set $X$ is denoted by $E_{\text {SCF }}(X)$. The known functional dependence of $E_{\text {SCF }}(X)$ can now be exploited to extrapolate Hartree-Fock energies obtained with a series of basis sets towards the basis set limit. This procedure will be used in Section 4.2 where the Hartree-Fock binding energies of infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains are studied.

### 2.5 Wannier functions

In the previous Sections 2.1 and 2.2, I discuss translational symmetry adapted equations using Bloch functions. Such functions are completely delocalized over the whole crystal. In this section, I would like to introduce a local view on one-particle states of crystals that comes much closer to the intuitively accessible concepts of chemical bonding.

### 2.5.1 Properties

Given a set of functions $w_{\vec{R} \varrho}(\vec{r} s), \varrho=1, \ldots, K$ which is associated with each unit cell $\vec{R}$ of a crystal; they are translationally related, i.e., related to each other by lattice translations $\hat{T}_{\vec{R}^{\prime}}$, and are assumed to be orthonormal with respect to an integration over the entire crystal

$$
\begin{equation*}
w_{\vec{R}+\vec{R}^{\prime} \varrho}(\vec{r} s) \equiv\left\langle\vec{r} s \mid \vec{R}+\vec{R}^{\prime} \varrho\right\rangle=w_{\vec{R} \varrho}\left(\vec{r}-\vec{R}^{\prime} s\right)=\hat{T}_{\overrightarrow{\vec{R}^{\prime}}} w_{\vec{R} \varrho}(\vec{r} s) \tag{2.32a}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle w_{\vec{R} \sigma} \mid w_{\vec{R}^{\prime} \varrho}\right\rangle=\delta_{\vec{R} \sigma, \vec{R}^{\prime} \varrho} . \tag{2.32b}
\end{equation*}
$$

These two properties characterize the Wannier functions (WF).
The generalized or multi-band Wannier transformation [1-3,6,10,27,28,30-32,121-123] and its inverse mediate between Bloch and Wannier functions ${ }^{11}$

$$
\begin{align*}
& w_{\vec{R} \varrho}(\vec{r} s)=\frac{1}{\sqrt{N_{0}}} \sum_{\vec{k}} \sum_{p=1}^{K} \mathcal{U}_{p \varrho}(\vec{k}) \mathrm{e}^{-\mathrm{i} \vec{k} \vec{R}} \psi_{\vec{k} p}(\vec{r} s)=\sum_{\vec{k}} \sum_{p=1}^{K} \mathcal{W}_{\vec{k} p \vec{R} \varrho} \psi_{\vec{k} p}(\vec{r} s)  \tag{2.33a}\\
& \psi_{\vec{k} p}(\vec{r} s)=\frac{1}{\sqrt{N_{0}}} \sum_{\vec{R}} \sum_{\varrho=1}^{K} \mathcal{U}_{p \varrho}^{*}(\vec{k}) \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} w_{\vec{R} \varrho}(\vec{r} s)=\sum_{\vec{R}} \sum_{\varrho=1}^{K} \mathcal{W}_{\vec{k} p \vec{R} \varrho}^{*} w_{\vec{R} \varrho}(\vec{r} s) \tag{2.33b}
\end{align*}
$$

where $K$ denotes the number of functions involved in the transformations. I refer to the unitary matrix $\boldsymbol{\mathcal { U }}(\vec{k})$ as band mixing matrix.

The matrix representation (2.33) is compactly written in matrix notation [27, 28]

$$
\begin{align*}
\vec{w}(\vec{r} s) & =\vec{\psi}(\vec{r} s) \mathcal{W}  \tag{2.34a}\\
\vec{\psi}(\vec{r} s) & =\vec{w}(\vec{r} s) \mathcal{W}^{\dagger} \tag{2.34b}
\end{align*}
$$

with the unitary $K N_{0} \times K N_{0}$ matrix

$$
\mathcal{W}=\left(\begin{array}{ccc}
\mathcal{W}_{\vec{k}_{1} \vec{R}_{1}}^{\prime} & \cdots & \mathcal{W}_{\vec{k}_{1} \vec{R}_{N_{0}}}^{\prime}  \tag{2.35}\\
\vdots & \ddots & \vdots \\
\mathcal{W}_{\vec{k}_{N_{0}} \vec{R}_{1}}^{\prime} & \cdots & \mathcal{W}_{\vec{R}_{N_{0}} \vec{k}_{N_{0}}}^{\prime}
\end{array}\right)
$$

which is recast as $N_{0} \times N_{0}$ block matrix in terms of the $K \times K$ matrices $\mathcal{W}_{\vec{k} \vec{R}}^{\prime}$. The $K N_{0}$-row-vectors of Bloch and Wannier functions read

$$
\begin{align*}
\vec{\psi}(\vec{r} s) & =\left(\psi_{\vec{k}_{1} p_{1}}^{\mathrm{T}}(\vec{r} s) \cdots \psi_{\vec{k}_{1} p_{K}}^{\mathrm{T}}(\vec{r} s) \cdots \psi_{\overrightarrow{\vec{k}}_{N_{0}} p_{1}}^{\mathrm{T}}(\vec{r} s) \cdots \psi_{\vec{k}_{N_{0}} p_{K}}^{\mathrm{T}}(\vec{r} s)\right) \\
\vec{w}(\vec{r} s) & =\left(w_{\vec{R}_{1} \varrho_{1}}^{\mathrm{T}}(\vec{r} s) \cdots w_{\vec{R}_{1} \varrho_{K}}^{\mathrm{T}}(\vec{r} s) \cdots w_{\vec{R}_{N_{0}} \varrho_{1}}^{\mathrm{T}}(\vec{r} s) \cdots w_{\vec{R}_{N_{0}} \varrho_{K}}^{\mathrm{T}}(\vec{r} s)\right) . \tag{2.36}
\end{align*}
$$

They can be understood to be vectors composed of $N_{0}$ blocks where each block comprises $K$ components. The unitarity of the matrix (2.35), $\mathcal{W} \mathcal{W}^{\dagger}=\mathcal{W}^{\dagger} \mathcal{W}=\mathbb{1}$, can be shown as follows

$$
\begin{align*}
\sum_{\vec{R} \varrho} \mathcal{W}_{\vec{k} p \vec{R} \varrho} \mathcal{W}_{\vec{k}^{\prime} q \vec{R} \varrho}^{*} & =\sum_{\vec{R} \varrho}\left[\frac{1}{\sqrt{N_{0}}} \mathcal{U}_{p \varrho}(\vec{k}) \mathrm{e}^{-\mathrm{i} \vec{R} \vec{k}}\right]\left[\frac{1}{\sqrt{N_{0}}} \mathcal{U}_{q \varrho}^{*}\left(\overrightarrow{k^{\prime}}\right) \mathrm{e}^{\mathrm{i} \vec{R} \vec{k}^{\prime}}\right] \\
& =\left[\frac{1}{N_{0}} \sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{R}\left(\overrightarrow{k^{\prime}}-\vec{k}\right)}\right]\left[\sum_{\varrho} \mathcal{U}_{q \varrho}(\vec{k}) \mathcal{U}_{p \varrho}^{*}(\vec{k})\right]  \tag{2.37}\\
& =\delta_{\vec{k} \vec{k}^{\prime}} \delta_{p q}
\end{align*}
$$

[^7]with the orthogonality relation (2.22a) and the unitarity of the band mixing matrix at every $\vec{k}$-point. The other equality is proven similarly.

Equation (2.37) can be extended to arbitrary sets of translationally related functions, i.e., I can drop the orthonormality condition (2.32b). Let the $K \times K$ band mixing matrices be $\boldsymbol{U}(\vec{k})=\mathbb{1}$ for all $\vec{k}$; rewriting Equation (2.35) for spatial functions leads to the new transformation

$$
\begin{equation*}
\check{\mathcal{W}}_{\vec{k} p \vec{R} \varrho}=\frac{1}{\sqrt{N_{0}}} \delta_{p \varrho} \mathrm{e}^{-\mathrm{i} \vec{k} \vec{R}} \tag{2.38}
\end{equation*}
$$

for the vectors

$$
\begin{align*}
\vec{\varphi}(\vec{r}) & =\left(\varphi_{\vec{k}_{1} \mu_{1}}(\vec{r}) \cdots \varphi_{\vec{k}_{1} \mu_{K}}(\vec{r}) \cdots \varphi_{\vec{k}_{N_{0}} \mu_{1}}(\vec{r}) \cdots \varphi_{\vec{k}_{N_{0}} \mu_{K}}(\vec{r})\right)  \tag{2.39}\\
\vec{\chi}(\vec{r}) & =\left(\chi_{\vec{R}_{1} \mu_{1}}(\vec{r}) \cdots \chi_{\vec{R}_{1} \mu_{K}}(\vec{r}) \cdots \chi_{\vec{R}_{N_{0}} \mu_{1}}(\vec{r}) \cdots \chi_{\vec{R}_{N_{0}}} \mu_{K}(\vec{r})\right) .
\end{align*}
$$

which are the counterpart of $\vec{\psi}(\vec{r} s)$ and $\vec{w}(\vec{r} s)$ in (2.36) but with non-orthogonal spatial functions $\chi_{\vec{R}_{1} \mu_{1}}(\vec{r}), \ldots, \chi_{\vec{R}_{N_{0}} \mu_{K}}(\vec{r})$. The translational symmetry adaption of the basis set, as in (2.21), can be expressed immediately by $\vec{\varphi}(\vec{r})=\vec{\chi}(\vec{r}) \check{\mathcal{W}}^{\dagger}$.

In order to derive the Hartree-Fock equations in Section 2.2, I made a special choice of crystal orbitals. The Slater matrix $\mathcal{S}^{\mathrm{BF}}$ in (2.10) is formulated in terms of occupied Bloch orbitals which are eigenfunctions of the Fock operator (2.13). The Slater matrix $\mathcal{S}^{\mathrm{BF}}$ can also be expressed in terms of occupied Wannier orbitals $\mathcal{S}^{\mathrm{WF}}$ and the corresponding Slater determinant assumes the form

$$
\check{\Phi}_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)=\frac{1}{\sqrt{N!}} \operatorname{det}\left(\begin{array}{ccc}
\boldsymbol{w}_{1,1} & \cdots & \boldsymbol{w}_{1, N_{0}}  \tag{2.40}\\
\vdots & \ddots & \vdots \\
\boldsymbol{w}_{N_{0}, 1} & \cdots & \boldsymbol{w}_{N_{0}, N_{0}}
\end{array}\right)
$$

The $N \times N$ block matrix in (2.40) is composed of the $N^{\prime} \times N^{\prime}$ matrices

$$
\boldsymbol{w}_{l m}=\left(\begin{array}{ccc}
w_{\vec{R}_{m} 1}\left(\vec{r}_{1+(l-1) N^{\prime}} s_{1+(l-1) N^{\prime}}\right) & \cdots & w_{\vec{R}_{m} N^{\prime}}\left(\vec{r}_{1+(l-1) N^{\prime}} s_{1+(l-1) N^{\prime}}\right)  \tag{2.41}\\
\vdots & \ddots & \vdots \\
w_{\vec{R}_{m} 1}\left(\vec{r}_{N^{\prime}+(l-1) N^{\prime}} s_{N^{\prime}+(l-1) N^{\prime}}\right) & \cdots & w_{\vec{R}_{m} N^{\prime}}\left(\vec{r}_{N^{\prime}+(l-1) N^{\prime}} s_{N^{\prime}+(l-1) N^{\prime}}\right.
\end{array}\right)
$$

for the $N_{0}$ lattice vectors in the Born von Kármán region.
In order to connect the Slater determinants in Bloch and Wannier representation, (2.10) and (2.40), respectively, let $K$ in (2.35) become equal to the number of occupied Bloch orbitals for a certain crystal momentum which is given by $N^{\prime}$ and clearly is the same as the number of occupied Wannier orbitals per unit cell. Then, I observe, that the rows of $\boldsymbol{\mathcal { S }}^{\mathrm{BF}}$ in (2.10) are given by the vectors of Bloch functions $\vec{\psi}(\vec{r} s)$ in (2.34). Following Equation (2.34), the rows are transformed by $\mathcal{W}^{\dagger}$ to the corresponding vectors of Wannier functions $\vec{w}(\vec{r} s)$ which represent the rows of $\boldsymbol{\mathcal { S }}^{\mathrm{WF}}$ in (2.40). One obtains the relation $\mathcal{S}^{\mathrm{BF}}=\mathcal{S}^{\mathrm{WF}} \mathcal{W}^{\dagger}$. With this formula, I can prove an important theorem ${ }^{12}$ which

[^8]

Figure 2.1: (Color) One-dimensional crystal lattice. The numbers in red denote the indices of the lattice vectors (2.1) which point from the origin cell " 0 " to the unit cell that is labelled by the number. The vectors are simply given by the integer numbers times the lattice constant.
establishes the connection between $\Phi_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)$ and $\check{\Phi}_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)$ of (2.10) and (2.40), respectively, as follows

$$
\begin{align*}
\Phi_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right) & =\frac{1}{\sqrt{N!}} \operatorname{det} \boldsymbol{\mathcal { S }}^{\mathrm{BF}}=\frac{1}{\sqrt{N!}} \operatorname{det}\left(\boldsymbol{\mathcal { S }}^{\mathrm{WF}} \boldsymbol{\mathcal { W }}^{\dagger}\right) \\
& =\frac{1}{\sqrt{N!}}\left(\operatorname{det} \boldsymbol{\mathcal { S }}^{\mathrm{WF}}\right)\left(\operatorname{det} \mathcal{W}^{\dagger}\right)=\frac{1}{\sqrt{N!}} \mathrm{e}^{\mathrm{i} \theta} \operatorname{det} \boldsymbol{\mathcal { S }}^{\mathrm{WF}}  \tag{2.42}\\
& =\mathrm{e}^{\mathrm{i} \theta} \tilde{\Phi}_{0}^{N}\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)
\end{align*}
$$

where use is made of the rule for multiplying determinants and the unitarity property (2.37) of the inverse Wannier transformation (2.33b) which renders its determinant to be a complex number of modulus unity which can be written as $\mathrm{e}^{\mathrm{i} \theta}$ [6,39-42].

Wannier functions are frequently termed Wannier orbitals, if they are Hartree-Fock orbitals, e.g., they result from a Wannier transformation of Bloch orbitals. Generally, I denote the Wannier orbital indices that result from occupied bands with $\kappa, \lambda, \mu, \nu, \ldots$, while the Wannier orbital indices of virtual bands are denoted by $\alpha, \beta, \gamma, \delta, \ldots$ Indices of Wannier orbitals from occupied or virtual bands are referred to by $\rho, \sigma, \tau, v, \ldots$

### 2.5.2 A priori determination

### 2.5.2.1 Hartree-Fock equations in Wannier orbitals

In the previous Section 2.5.1, I showed that a Wannier transformation can be applied to the occupied orbitals which are used to construct the Slater determinant (2.42) without changing the wave function apart from a phase factor. In order to derive corresponding Hartree-Fock equations based on Wannier orbitals, ${ }^{13}$ I note that the core Hamilton operator (2.15), the Hartree-Fock potential (2.16) and thus the Fock operator (2.14) are invariant under unitary transformations of the occupied orbitals [39-42] (particularly Section 3.2.3 in Reference [39]). Hence, they are the same for Bloch and Wannier orbitals. The expressions for the Coulomb (2.17) and the exchange operators (2.18) are replaced by corresponding formulas where Bloch orbitals are replaced by Wannier orbitals. The matrix elements of the Fock operator (2.14) with respect to occupied and virtual Wannier

[^9]orbitals are given by
\[

$$
\begin{align*}
\left\langle w_{\vec{R} \varrho}\right| \hat{f}\left|w_{\vec{R}^{\prime} \sigma}\right\rangle & =\sum_{\vec{k} p, \vec{k}^{\prime} q}\left\langle w_{\vec{R} \varrho} \mid \psi_{\vec{k} p}\right\rangle\left\langle\psi_{\vec{k} p}\right| \hat{f}\left|\psi_{\vec{k}^{\prime} q}\right\rangle\left\langle\psi_{\vec{k}^{\prime} q} \mid w_{\vec{R}^{\prime} \sigma}\right\rangle \\
& =\sum_{\vec{k} p, \vec{k}^{\prime} q} \mathcal{W}_{\vec{k} p \vec{R} \varrho}^{*} \varepsilon_{\vec{k} p} \delta_{\vec{k} \vec{k}^{\prime}} \delta_{p q} \mathcal{W}_{\vec{k}^{\prime} q \vec{R}^{\prime} \sigma}  \tag{2.43}\\
& =\sum_{\vec{k} p} \mathcal{W}_{\vec{k} p \vec{R} \varrho}^{*} \varepsilon_{\vec{k} p} \mathcal{W}_{\vec{k} p \vec{R}^{\prime} \sigma}=\Lambda_{\vec{R} \varrho \vec{R}^{\prime} \sigma}
\end{align*}
$$
\]

and can be expressed compactly in matrix form by (2.35)

$$
\begin{equation*}
\mathcal{W}^{\dagger} \varepsilon \mathcal{W}=\boldsymbol{\Lambda} \tag{2.44}
\end{equation*}
$$

Multiplying Equation (2.43) with the operator $\sum_{\vec{R} \varrho}\left|w_{\vec{R} \varrho}\right\rangle$ and exploiting the completeness of the Wannier orbitals $\sum_{\vec{R} \varrho}\left|w_{\vec{R} \varrho}\right\rangle\left\langle w_{\vec{R} \varrho}\right|=\hat{\mathbb{1}}$, I arrive at the Hartree-Fock equations for Wannier orbitals

$$
\begin{equation*}
\hat{f}\left|w_{\vec{R}^{\prime} \sigma}\right\rangle=\sum_{\varrho=1}^{K} \Lambda_{\vec{R}^{\prime} \varrho \vec{R}^{\prime} \sigma}\left|w_{\vec{R}^{\prime} \varrho}\right\rangle+\sum_{\vec{R} \neq \vec{R}^{\prime} \varrho=1} \sum_{\vec{R} \varrho \vec{R}^{\prime} \sigma}\left|w_{\vec{R} \varrho}\right\rangle . \tag{2.45}
\end{equation*}
$$

They are no longer formally expressed in terms of a small eigenvalue problem (2.13) of the dimension of the number of bands $K$ because the Fock matrix $\boldsymbol{\Lambda}$ obviously does no longer block with respect to the crystal momentum. Instead, the expressions (2.45) form a set of $N$ equations which couple the Wannier orbitals in a unit cell to the Wannier orbitals in all other cells of a crystal.

Let me assume a restricted Hartree-Fock point of view to make the transition from spin orbitals to spatial orbitals. The spinors (2.9) and their components (2.19) are defined similarly for Wannier orbitals and the Hartree-Fock equations also formally retain the structure of (2.45). The spatial Wannier orbitals are expanded, similarly to (2.21), in terms of one-particle basis functions (2.28) and (2.30) [30,31, 123, 124]

$$
\begin{align*}
w_{\vec{R} \varrho}^{\uparrow \downarrow \downarrow}(\vec{r}) & =\hat{T}_{\vec{R}} \sum_{\vec{R}^{\prime}} \sum_{\mu=1}^{\infty} C_{\vec{R}^{\prime} \mu \overrightarrow{0} \varrho} \hat{T}_{R^{\prime}+\vec{g}_{\mu}} \chi_{\mu}(\vec{r}) \\
& =\sum_{\vec{R}^{\prime}} \sum_{\mu=1}^{\infty} C_{\vec{R}^{\prime}+\vec{R} \mu \vec{R} \varrho} \chi_{\mu}\left(\vec{r}-\vec{g}_{\mu}-\vec{R}^{\prime}-\vec{R}\right), \quad \varrho=1, \ldots, \infty \tag{2.46}
\end{align*}
$$

where I exploit the fact that both the spatial Wannier orbitals and the basis functions form sets of functions whose members are related by lattice translations (2.32a). The expansion coefficients, hence, are translationally symmetric $C_{\vec{R}^{\prime}+\vec{R} \mu \vec{R} \varrho}=C_{\vec{R}^{\prime} \mu \overrightarrow{0} \varrho} \equiv C_{\mu \varrho}\left(\overrightarrow{R^{\prime}}\right)$. The displacements $\vec{g}_{\mu}$ of the $\mu$-th basis function in a unit cell are defined as in Equation (2.21). Assuming a truncated set of $K$ basis functions (2.46), with the overlap matrix $S_{\vec{g} \mu \vec{g}^{\prime} \nu}=$ $\left\langle\chi_{\vec{g} \mu} \mid \chi_{\vec{g}^{\prime} \nu}\right\rangle$ and the Fock matrix $F_{\vec{g} \mu \vec{g}^{\prime} \nu}=\left\langle\chi_{\vec{g} \mu}\right| \hat{f}\left|\chi_{\vec{g}^{\prime} \nu}\right\rangle$, I arrive at Roothaan-Hall equations [39-42, 117, 118]

$$
\begin{equation*}
\sum_{\vec{g}^{\prime}} \sum_{\nu=1}^{K} F_{\vec{g} \mu \vec{g}^{\prime} \nu} C_{\vec{g}^{\prime} \nu \vec{R}^{\prime} \sigma}=\sum_{\overrightarrow{R^{\prime}}, \overrightarrow{g^{\prime}}} \sum_{\tau \nu=1}^{K} S_{\vec{g} \mu \vec{g}^{\prime} \nu} C_{\vec{g}^{\prime} \nu \vec{R}^{\prime \prime} \tau} \Lambda_{\overrightarrow{R^{\prime \prime}} \tau \overrightarrow{R^{\prime}} \sigma} \tag{2.47}
\end{equation*}
$$

for the spatial Wannier orbitals $w_{\vec{R} \varrho}^{\uparrow, \downarrow}(\vec{r}), \varrho=1, \ldots, K$ in the unit cell $\vec{R}$, similarly to (2.24).
Equation (2.47) couples all unit cells of a crystal. To obtain a finite set of equations, I consider a large parallelepiped [a long oligomer for one-dimensional lattices] of $N_{0}$ unit cells. The matrices $\boldsymbol{F}$ and $\boldsymbol{S}$ that correspond to a one-dimensional lattice [Figure 2.1] adopt the particular block structure $[27,28]$

$$
\left(\begin{array}{rccr}
0 & 1 & \cdots & N_{0}  \tag{2.48}\\
-1 & 0 & \cdots & \vdots \\
\vdots & & \ddots & 1 \\
-N_{0} & \cdots & -1 & 0
\end{array}\right)
$$

where the subblocks represent $K \times K$ matrices. For example, such a subblock of the Fock matrix is given by $F_{\vec{R} \sigma \vec{R}^{\prime} \varrho} \equiv F_{\sigma \varrho}\left(\vec{R}-\vec{R}^{\prime}\right)$ for $\sigma, \varrho=1, \ldots, K$. The matrix 0 refers to interactions within unit cells, i.e., $\vec{R}=\vec{R}^{\prime}$, whereas $-1=\mathbf{1}^{\dagger}$ designates interactions with a nearest-neighbor cell and so forth until all interaction terms in the oligomer have been accumulated in (2.48). I am now in the position to rewrite (2.47) compactly as Roothaan-Hall equations [39-42, 117, 118]

$$
\begin{equation*}
F C=S C \Lambda \tag{2.49}
\end{equation*}
$$

In contrast to (2.25), formula (2.49) is not a generalized eigenvalue problem but a complicated set of equations because $\boldsymbol{\Lambda}$ is a full matrix. As $\boldsymbol{\Lambda}$ is a Hermitian matrix, Equation (2.49) can be transformed into an eigenvalue problem by a similarity transformation with a unitary matrix $\boldsymbol{X}$. In analogy to formula (2.44) in terms of Wannier orbitals, it reads here in terms of the basis set $\boldsymbol{X}^{\dagger} \boldsymbol{\Lambda} \boldsymbol{X}=\boldsymbol{\varepsilon}$ where $\boldsymbol{X}$ is absorbed by the orbital coefficients $\boldsymbol{C} \boldsymbol{X}^{\dagger}=\overline{\boldsymbol{C}}$. The interactions are not translationally symmetric as the parallelepiped is isolated in vacuum. Hence, the crystal is modelled as a large molecular cluster and a self-consistent solution yields in this case canonical Hartree-Fock orbitals. The eigenvalues approximately discretize each of the energy bands of the perfect infinite crystal by $N_{0}$ values.

Affixing Born von Kármán boundary conditions to the parallelepiped [oligomer] restores translational symmetry of the interactions and the matrices $\boldsymbol{F}$ and $\boldsymbol{S}$ in (2.49) take following form for an oligomer

$$
\left(\begin{array}{rrrr}
0 & 1 & \cdots & N_{0}  \tag{2.50}\\
N_{0} & 0 & \cdots & \vdots \\
\vdots & & \ddots & 1 \\
1 & \cdots & N_{0} & 0
\end{array}\right) .
$$

I apply the similarity transformation (2.38) and (2.39) to (2.49) by multiplying from the right with the $\check{\mathcal{W}}^{\dagger}$ of (2.38); inserting $\check{\mathcal{W}} \check{\mathcal{W}}^{\dagger}=\mathbb{1}$ yields [27,28]

$$
\begin{equation*}
\check{\mathcal{W}}^{\dagger} \boldsymbol{F} \check{\mathcal{W}} \check{\mathcal{W}}^{\dagger} \bar{C}=\check{\mathcal{W}}^{\dagger} S \check{\mathcal{W}} \check{\mathcal{W}}^{\dagger} \bar{C} \check{\varepsilon} \tag{2.51}
\end{equation*}
$$

I define the new block-diagonal matrices $\check{\boldsymbol{F}}=\check{\mathcal{W}}^{\dagger} \boldsymbol{F} \check{\mathcal{W}}, \check{\boldsymbol{C}}=\check{\mathcal{W}}^{\dagger} \overline{\boldsymbol{C}}=\check{\mathcal{W}}^{\dagger} \boldsymbol{C} \boldsymbol{X}^{\dagger}$, $\check{\boldsymbol{S}}=\check{\mathcal{W}}^{\dagger} \boldsymbol{S} \check{\mathcal{W}}$ and $\check{\boldsymbol{\varepsilon}}=\boldsymbol{\varepsilon}=\boldsymbol{X}^{\dagger} \boldsymbol{\Lambda} \boldsymbol{X}$ where the unitary transformation $\boldsymbol{X}$ is, as before,
defined to diagonalize $\boldsymbol{\Lambda}$ but this time under Born von Kármán boundary conditions. The matrices are composed of $N_{0}$ independent $K \times K$ blocks and can be written compactly as direct sums such that Equation (2.51) becomes

$$
\begin{equation*}
\bigoplus_{\vec{k}} \check{\boldsymbol{F}}(\vec{k}) \bigoplus_{\vec{k}} \check{\boldsymbol{C}}(\vec{k})=\bigoplus_{\vec{k}} \check{\boldsymbol{S}}(\vec{k}) \bigoplus_{\vec{k}} \check{\boldsymbol{C}}(\vec{k}) \bigoplus_{\vec{k}} \check{\varepsilon}(\vec{k}) . \tag{2.52}
\end{equation*}
$$

I obtain the Roothaan-Hall equations [39-42, 117, 118] in terms of Bloch orbitals with the same equations for the $K \times K$ blocks as given by (2.25). The eigenvalues $\check{\varepsilon}$ in (2.52) now perfectly discretize the energy bands by $N_{0}$ values and are explicitly classified by the crystal momentum.

### 2.5.2.2 Orthogonalizing potential

Obviously, changing to Wannier representation in this direct way either complicates the equations and provides less information or represents an alternative derivation of the equations in terms of Bloch orbitals (2.25). The reason for this is simply given by (2.45) whose right hand side contains a coupling to all unit cells of the crystal. This is a consequence of the requirement to only consider orthonormal occupied orbitals imposed in course of the derivation of the Hartree-Fock equations by subtracting the Lagrangian multipliers [39-42]

$$
\begin{equation*}
\Lambda_{\vec{R} \kappa \vec{R}^{\prime} \lambda}\left(\left\langle w_{\vec{R} \kappa} \mid w_{\vec{R}^{\prime} \lambda}\right\rangle-\delta_{\vec{R} \vec{R}^{\prime}} \delta_{\kappa \lambda}\right) \tag{2.53}
\end{equation*}
$$

from the Hartree-Fock energy functional (2.12). The multipliers properly account for both intracell and intercell contributions, $\vec{R}=\vec{R}^{\prime}$ and $\vec{R} \neq \vec{R}^{\prime}$, respectively, yielding the occupied block of the Fock matrix in (2.45).

In order to make progress towards a more favorable form of the Hartree-Fock equations for Wannier orbitals, Shukla et al. $[30,31]$ omit the intercell Lagrangian multipliers in (2.53) and thus arrive at

$$
\begin{equation*}
\Lambda_{\kappa \lambda}\left(\left\langle\tilde{w}_{\vec{R} \kappa} \mid \tilde{w}_{\vec{R} \lambda}\right\rangle-\delta_{\kappa \lambda}\right) \delta_{\vec{R} \vec{R}^{\prime}} \tag{2.54}
\end{equation*}
$$

By this simplification, one does not pay attention to the mutual intercell orthogonality of the orbitals $\tilde{w}_{\vec{R} \lambda}(\vec{r} s), \lambda=1, \ldots, N^{\prime}$ which is indicated by affixing the tilde accent.

In order to achieve orthogonality of the occupied orbitals in the origin cell to all other orbitals, i.e., their translational copies in all the other unit cells, I modify the Hartree-Fock energy functional $\mathcal{L}$ in (2.12) by adding an orthogonalizing potential

$$
\begin{equation*}
\mathcal{L}^{\prime}\left[\Phi\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)\right]=\mathcal{L}\left[\Phi\left(\vec{r}_{1} s_{1}, \ldots, \vec{r}_{N} s_{N}\right)\right]+V_{\text {Orth }} \tag{2.55}
\end{equation*}
$$

which is given by

$$
\begin{equation*}
V_{\text {Orth }}=\frac{\bar{\lambda}}{2} \operatorname{Tr} \mathfrak{S}^{2}=\frac{\bar{\lambda}}{2} \sum_{\substack{\vec{R}, \vec{R}^{\prime} \\ \bar{R}^{\prime} \neq \vec{R}}} \sum_{\kappa, \xi=1}^{N^{\prime}}\left\langle\tilde{w}_{\vec{R} \kappa} \mid \tilde{w}_{\vec{R}^{\prime} \xi}\right\rangle\left\langle\tilde{w}_{\vec{R}^{\prime} \xi} \mid \tilde{w}_{\vec{R} \kappa}\right\rangle . \tag{2.56}
\end{equation*}
$$

where $\bar{\lambda}>0$ denotes the orthogonalizing potential strength or shift parameter. The potential (2.56) is formed in terms of the off-diagonal elements of the overlap matrix between
translationally related orbitals $\mathbb{S}_{\vec{R} \kappa \vec{R}^{\prime} \xi}=\left(1-\delta_{\vec{R} \vec{R}^{\prime}} \delta_{\kappa \xi}\right)\left\langle\tilde{w}_{\vec{R} \kappa} \mid \tilde{w}_{\vec{R}^{\prime} \xi}\right\rangle$. The equality between the two expressions for $V_{\text {Orth }}$ in (2.56) holds because the translationally related orbitals of a particular unit cell are orthonormal. I take the trace of $\boldsymbol{S}^{2}$ in (2.56) as all summands in this definition of an orthogonalizing potential (2.55) are real and nonnegative causing an increase of energy proportional to $\bar{\lambda}$. The concept of introducing an artificial potential (2.56) into $\mathcal{L}$ is inspired by the ideas of localizing potentials that have been used from time to time, see References [31,124-126].

Carrying out functional variation of $\mathcal{L}^{\prime}$ with respect to the occupied orbitals, to minimize the modified functional (2.55), I arrive at

$$
\begin{equation*}
\left(\hat{f}+\hat{\mathcal{P}}_{\vec{R}}\right)\left|\tilde{w}_{\vec{R} \lambda}\right\rangle=\sum_{\xi=1}^{N^{\prime}} \Lambda_{\vec{R} \kappa \vec{R} \xi}\left|\tilde{w}_{\vec{R} \xi}\right\rangle \tag{2.57}
\end{equation*}
$$

for the $N^{\prime}$ occupied Wannier orbitals in unit cell $\vec{R}$. The penalty projection operator is defined by

$$
\begin{equation*}
\hat{\mathcal{P}}_{\vec{R}}=\bar{\lambda} \sum_{\vec{R}^{\prime} \neq \vec{R}} \sum_{\xi=1}^{N^{\prime}}\left|\tilde{w}_{\vec{R}^{\prime} \xi}\right\rangle\left\langle\tilde{w}_{\vec{R}^{\prime} \xi}\right| . \tag{2.58}
\end{equation*}
$$

The penalty projector (2.60) is not translationally symmetric. Instead, it holds the relation $\hat{T}_{\vec{g}} \hat{\mathcal{P}}_{\vec{R}}=\hat{\mathcal{P}}_{\vec{R}-\vec{g}}$. This way the unit cell $\vec{R}$ is distinguished from all other unit cells in the crystal lattice.

The translational relation of the orbitals in (2.57) implies that it is sufficient to formulate and solve (2.57) for the origin cell. The multipliers $\tilde{\Lambda}_{\overrightarrow{0} \kappa \overrightarrow{0} \lambda}$ constitute a Hermitian matrix which is diagonalizable by a unitary transformation $\boldsymbol{X}^{\prime \dagger} \tilde{\boldsymbol{\Lambda}} \boldsymbol{X}^{\prime}=\boldsymbol{\varepsilon}^{\prime}$. Both $\hat{f}$ and $\hat{\mathcal{P}}_{\overrightarrow{0}}$ are invariant under orbital rotations within a unit cell. I formally get a Hermitian $N^{\prime} \times$ $N^{\prime}$ eigenvalue problem similarly to (2.13)

$$
\begin{equation*}
\left(\hat{f}+\hat{\mathcal{P}}_{\overrightarrow{0}}\right)\left|\tilde{w}_{\overrightarrow{0}_{\kappa}}\right\rangle=\varepsilon_{\overrightarrow{0} \kappa}^{\prime}\left|\tilde{w}_{\overrightarrow{0}_{\kappa}}\right\rangle . \tag{2.59}
\end{equation*}
$$

The resulting orbitals are referred to as pseudo-canonical Wannier orbitals. In particular, they diagonalize the occupied block of the Fock matrix in the origin cell. ${ }^{14}$ The functional dependence of $\hat{f}+\hat{\mathcal{P}}_{\overrightarrow{0}}$ on the occupied orbitals can now be disregarded. Consequently, the Fock operator becomes a conventional Hermitian operator. Then, the restriction of the penalty projection operator, to act only on occupied orbitals, can be released, i.e., $N^{\prime}$ in (2.58) is replaced by $K$. Now Equation (2.59) holds also for virtual Wannier orbitals.

I change to a closed-shell Slater determinant (2.40) to obtain spin free equations. A representation of the $\tilde{w}_{\vec{R} \varrho}^{\uparrow, \downarrow}(\vec{r})$ in terms of basis functions (2.46) is introduced. As the determination of the Wannier orbitals in the origin cell is decoupled with respect to the orbitals in all other unit cells of the crystal, clearly, only a basis set expansion of the orbitals in the origin cell is required. For sure this expansion also includes coefficients that refer, in principle, to all the other unit cells of the crystal (2.46) and describe the

[^10]tails of the Wannier orbitals. The basis set representation of the Fock operator $\boldsymbol{F}$ and the basis set overlap matrix $\boldsymbol{S}$ are the same as in (2.47). The basis set representation of the penalty projection operator (2.58), with $N^{\prime}$ replaced by $K$, is $[30,31,124]$
\[

$$
\begin{equation*}
\left(\mathcal{P}_{\overrightarrow{\boldsymbol{R}}}\right)_{\vec{g}_{1} \mu \vec{g}_{2} \nu}=\left\langle\chi_{\vec{g}_{1} \mu}\right| \hat{\mathcal{P}}_{\vec{R}}\left|\chi_{\vec{g}_{2} \nu}\right\rangle=\bar{\lambda} \sum_{\substack{\vec{R}^{\prime}, \vec{R}_{1} \vec{R}_{2} \\ \vec{R}^{\prime} \neq \vec{R}}} \sum_{\kappa, \lambda, \varrho=1}^{K} S_{\vec{g}_{1} \mu \vec{R}_{1} \kappa} C_{\vec{R}_{1} \kappa \vec{R}^{\prime} \varrho} C_{\vec{R}_{2} \lambda \vec{R}^{\prime} \varrho}^{*} S_{\vec{g}_{2} \nu \vec{R}_{2} \lambda}^{*} . \tag{2.60}
\end{equation*}
$$

\]

For sure the matrix elements of the penalty projector are also not translationally symmetric. Born von Kármán boundary conditions are typically not affixed [30, 31, 124] to the parallelepiped of unit cells which is used to derive the equations. The general structure of $\boldsymbol{F}, \boldsymbol{S}$ and $\boldsymbol{\mathcal { P }}_{\overrightarrow{\boldsymbol{R}}}$ is described by (2.48). The fact that the boundary conditions break the relation by lattice translations of the orbitals of the parallelepiped does not represent a constraint because it is sacrificed already with the definition of the penalty projector (2.58) and (2.60).

In analogy to (2.47), I obtain Roothaan-Hall equations [30, 31, 39-42, 117, 118, 124]

$$
\begin{equation*}
\left(\boldsymbol{F}+\boldsymbol{\mathcal { P }}_{\overrightarrow{\mathbf{0}}}\right) \vec{C}_{\varrho}=\varepsilon_{\varrho}^{\prime} \boldsymbol{S} \vec{C}_{\varrho} \tag{2.61}
\end{equation*}
$$

for the occupied and virtual Wannier orbitals in the origin cell $\tilde{w}_{\overrightarrow{0} \varrho}(\vec{r})$ with $\varrho=1, \ldots, K$ with expansion coefficients $\left(\vec{C}_{\varrho}\right)_{\vec{g} \mu}=C_{\vec{g} \mu \overrightarrow{0} \varrho}$ for all $K N_{0}$ indices $\vec{g} \mu$. Note that only a subset of $K$ eigenvectors out of the $K N_{0}$ eigenvectors of (2.61) is required. By means of the basis set representation, the coupling of the Wannier orbitals in the origin cell to the Wannier orbitals in neighboring unit cells reappears which could be avoided by omitting the Lagrangian multipliers in (2.54). The Wannier orbitals in other but the origin cell are simply given by lattice translations (2.32a), exploiting that the expansion coefficients (2.46) are translationally symmetric. Therewidth, all Wannier orbitals of the crystal are determined.

Equation (2.61), as used in References [30,31,68-70,124], exhibits an appreciable drawback. The conduct is highly inefficient due to the unfavorable cubic scaling with respect to the number of rows of a matrix of the algorithms for a full diagonalization of matrices $[74,127,128]$. The dimension of the matrices in (2.61) scales both with the number of basis functions in the origin cell and with the number of unit cells utilized to support the Wannier orbitals. The scaling of the eigenvalue problem represents a notable constraint over Bloch-orbital-based approaches described in Section 2.2 which scale only with the number of basis functions per unit cell. However, this constraint only is apparent but not immanent. Iterative eigenvalue solvers, particularly those of Davidson [129] or variants of filter diagonalization [130-132] can be employed to reduce the numerical effort. Thereby, the very favorable property of the spectrum of $\boldsymbol{F}+\boldsymbol{\mathcal { P }}_{\overrightarrow{0}}$ in (2.61) can be exploited. Namely, the lower $K$ eigenvalues correspond to the Wannier orbitals in the origin cell. The other eigenvalues belong to the Wannier orbitals in other unit cells and are shifted to high values by means of $\bar{\lambda}$. Consequently, the latter eigenvalues are well separated from the the former ones.

The connection of the above ideas to a Bloch orbital based formalism can readily be achieved. To this end, the orthogonalizing potential (2.56) is defined anew to comprise


Figure 2.2: A cluster of the unit cells $\mathcal{N}$ which is utilized to support the Wannier orbitals of a crystal. The central cell $\mathcal{C}$ of the cluster is surrounded by several shells of environment cells $\mathcal{E}$. In this figure, first and second nearest-neighbor cells are shown. The remaining unit cells beyond $\mathcal{N}=\mathcal{C} \cup \mathcal{E}$, which are neglect, are designated by $\mathcal{R}$.
now the full overlap matrix $\check{V}_{\text {Orth }}=\frac{\bar{\lambda}}{2} \operatorname{Tr} \boldsymbol{S}^{2}$. The modification virtually has no effect on the theory as the orthonormality of the Wannier functions in a unit cell is already put as a constraint to the minimization of the energy functional by means of the Lagrangian multipliers in (2.54). As the Wannier functions are normalized to unity, the additional contribution to the trace is simply $K N_{0}$. The changed definition of the orthogonalizing potential only amounts for a meaningless overall energetic shift of (2.55). Functional variation of $\mathcal{L}^{\prime}$ with the new $\check{V}_{\text {Orth }}$ yields that the summation in the penalty projector (2.58) and (2.60) no longer is restricted to the unit cells in the neighborhood, i.e., $\vec{R}^{\prime} \neq \vec{R}$, but also contains the origin cell. I indicate this change by modifying the symbols for the projector to $\hat{\mathcal{P}}$ and $\mathcal{P}$, respectively, because the previously utilized subscript which designated the unit cell to be dropped in the summations is now meaningless.

The minute alteration of $V_{\text {Orth }}$ has the profound consequence to restore translational symmetry of the Equations (2.58) and (2.60). Therefore, Born von Kármán boundary conditions become beneficial. The Roothaan-Hall equations [30, 31, 39-42, 117, 118, 124] in (2.61) are changed to

$$
\begin{equation*}
(\boldsymbol{F}+\mathcal{P}) \boldsymbol{C}=\boldsymbol{S} \boldsymbol{C} \varepsilon^{\prime} \tag{2.62}
\end{equation*}
$$

The $N_{0} K \times N_{0} K$ matrices $\boldsymbol{F}, \boldsymbol{S}$ and $\mathcal{P}$ in (2.62) have the structure indicated in (2.50). Employing the unitary transformation (2.38) and (2.39) as for (2.51), the matrices in formula (2.62) are transformed into block-diagonal matrices [27,28] in complete analogy to (2.52). They represent the $N_{0}$ independent $K \times K$ eigenvalue problems

$$
\begin{equation*}
(\check{\boldsymbol{F}}(\vec{k})+\check{\boldsymbol{\mathcal { P }}}(\vec{k})) \check{\boldsymbol{C}}(\vec{k})=\check{\boldsymbol{S}}(\vec{k}) \check{\boldsymbol{C}}(\vec{k}) \check{\boldsymbol{\varepsilon}}^{\prime}(\vec{k}) . \tag{2.63}
\end{equation*}
$$

Solving these equations yields Bloch orbitals which are orthonormal. Hence, apart from a constant shift of the Fock matrices $\check{\boldsymbol{F}}(\vec{k})$ by $\check{\mathcal{P}}(\vec{k})=\lambda \mathbb{1}$, Equation (2.63) becomes identical to (2.25).

A parallelepiped of $N_{0}$ unit cells which is cut out from an infinite crystal has been used so far as an intellectual device either with or without Born von Kármán boundary
conditions. In the end, the limit $N_{0} \rightarrow \infty$ can be taken safely in all equations. However, in practical computations, the support of the Wannier orbitals (2.46) has to be restricted, i.e., the coefficients $C_{\mu \varrho}\left(\vec{R}^{\prime}\right)$ are considered only for a restricted number of unit cells $\vec{R}^{\prime}$. To this end, a cluster $\mathcal{N}$ of unit cells is assumed for this purpose [Figure 2.2]. The Wannier orbitals in the central cell $\mathcal{C}$, thereby, are supported additionally by a certain number of environment cells $\mathcal{E}$, typically up to third nearest neighbors [30, 126].

Due to the orthogonalizing potential, the orbitals oscillate slightly in the environment which is referred to as orthogonalization tails. These tails reflect the Coulomb interaction of the electrons in the orbitals in the origin cell with the electrons in other unit cells. The physical impact of the tails is obvious, in contrast to overlapping orbitals whose extend is somewhat hidden in the overlap matrix.

A priori Wannier orbitals provide results for infinite solids as the Coulomb potential of the nuclei and electrons is evaluated not only on the cluster but is considered up to infinite distances by a summation due to Ewald [133,134]. Thereby, the Coulomb potential is split into a short-range contribution that converges rapidly in direct space and a long-range contribution that converges rapidly in reciprocal space. Therefore, the full crystalline potential is accounted for. Yet, Wannier orbitals are allowed to vary only on a finite support, the cluster, which is expected to be sufficiently large.

In each iteration of the self-consistent solution of (2.61), the intermediate Hartree-Fock orbitals $\tilde{w}_{\overrightarrow{0} \varrho}(\bar{\lambda}, \vec{r} s)$ and multipliers $\varepsilon_{\overrightarrow{0} \varrho}^{\prime}(\bar{\lambda})$ depend parametrically on $\bar{\lambda}$. One may take the limit $\bar{\lambda} \rightarrow \infty$ to determine solutions that do not involve any overlaps among orbitals in different unit cells. However, in practical computations, numerical stability requires a finite orthogonalization potential strength where the resulting Hartree-Fock energies do not show a noticeable dependence on $\bar{\lambda}$ in the range $10^{3}-10^{5} \mathrm{E}_{h}$ [135].

The Hartree-Fock energy is given by the energy expectation value of the Slater determinant in Wannier orbitals (2.10) as follows ${ }^{15}$ [30,31,124]

$$
\begin{equation*}
E=\sum_{\vec{R}} \sum_{\kappa=1}^{N^{\prime}}\left[F_{\vec{R} \kappa \vec{R} \kappa}-\frac{1}{2}\left\langle w_{\vec{R} \kappa}\right| \hat{v}^{(\mathrm{HF})}\left|w_{\vec{R} \kappa}\right\rangle\right]+E_{\text {nucl }} . \tag{2.64}
\end{equation*}
$$

A simplified version of the above presented theory has been implemented in the wanNIER computer program. The polymers polyiminoborane, polyaminoborane [136] and the ionic crystals $\mathrm{LiH}[30,32,68,69], \mathrm{LiF}[31,69,70], \mathrm{LiCl}[31], \mathrm{Li}_{2} \mathrm{O}, \mathrm{Na}_{2} \mathrm{O}$ [135] NaF [126], $\mathrm{NaCl}[126,137]$ have been studied on the Hartree-Fock level. The correlation energy for the ground-state of LiH crystals [32], infinite LiH chains and the $\mathrm{BeH}_{2}$ polymer [138] have been determined with full configuration interaction. The band structures of $\mathrm{LiH}[68,69]$ and $\operatorname{LiF}[69,70]$ have been investigated. Born effective charges have been studied for LiH , $\mathrm{LiF}, \mathrm{LiCl}, \mathrm{NaF}$ and NaCl [126].
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### 2.5.3 A posteriori determination

Wannier functions can also be determined a posteriori from the Bloch orbitals of a Hartree-Fock calculation utilizing (2.33) where the unitary matrix $\mathcal{U}_{\nu n}(\vec{k})$ can be chosen freely to determine a certain set of Wannier functions, e.g., those which are maximally localized with respect to the Foster-Boys functional $[139,140]$ as advocated by Marzari and Vanderbilt $[122,141]$ or by Zicovich et al. [123]. In one-dimensional models with noncrossing bands, these maximally localized Wannier functions were found to be real and to decay exponentially $[6,122]$ which is also conjectured to hold true in three-dimensional non-metallic crystals [122]. The semi-physical character of localized orbitals is reflected by the existence of various other orbital localization methods. There are, e.g., the method of Edmiston and Ruedenberg [125] or the recipe of Pipek and Mezey [142].

Most many-particle theories, like coupled-cluster discussed in the ensuing Chapter 3 or the one-particle Green's function of Chapters 5 and 6 , rely on the strict separation between occupied and virtual Wannier orbitals; otherwise, Wick's theorem is not applicable [112-115]. The a priori determination of Wannier orbitals resorts to the Hartree-Fock approximation which yields an orthonormal set of orbitals that is partitioned, according to the aufbau principle, into occupied and virtual orbitals [Section 2.2]. In order to fulfill this requirement for an a posteriori applied Wannier transformation (2.33a), one considers the occupied and the virtual Bloch orbitals separately. This yields two independent unitary matrices, one for the occupied bands and one for the virtual bands, respectively. Hence $\boldsymbol{\mathcal { U }}(\vec{k})$ in (2.33) is block-diagonal.

### 2.6 Crystal projected atomic orbitals

The Wannier transformation (2.33) introduced in Section 2.5.1 can also be applied to the virtual Bloch orbitals of a crystal. However, the typically large number of virtual Bloch orbitals makes the Wannier transformation computationally expensive and thus restricts its use to basis sets with only a few virtual functions. This computationally unfavorable situation is supplemented by conceptual considerations. Conduction bands of three-dimensional crystals are generally very sensitive to the basis set. In zero-, oneand two-dimensional systems they even represent a discretization of a continuum of scattering states, e.g., References $[74,128,131,132]$. Therefore, in most cases only a suitable discretization of the virtual space in terms of Wannier functions (2.32) is needed. ${ }^{16}$ They are not required to originate from eigenfunctions of the Fock operator. Finally, this does not impose any further constraints on the physical content of the virtual functions as Koopmans' theorem [39-42,143] is not applicable to localized orbitals, either. A construction of virtual functions has been devised by Saebø and Pulay [144, 145]. It sets

[^12]out directly from the one-particle basis set of a molecular system which is motivated by its property to be inherently localized and translationally related (2.32a). The precise procedure described in what follows derives from the one of Hampel and Werner [146]. It has been extended to crystals by Shukla and Albrecht [147] and has been utilized to examine various polymers and crystals [32,66-70,138]. The scheme starts by constructing a set of orthonormal virtual functions in the origin which is, thereafter, translated and orthogonalized to all other unit cells of the crystal.

The $N^{\prime}$ occupied Wannier orbitals per unit cell can be obtained by the methods of Sections 2.5.2 and 2.5.3. The projector on the occupied space and its complement, which projects on the virtual space, read [146, 148]

$$
\begin{equation*}
\hat{P}=\sum_{\vec{R}} \sum_{\xi=1}^{N^{\prime}}\left|w_{\vec{R} \xi}\right\rangle\left\langle w_{\vec{R} \xi}\right|, \quad \hat{Q}=\hat{\mathbb{1}}-\hat{P} . \tag{2.65}
\end{equation*}
$$

The crystal is described by $K$ basis functions (2.20), (2.28) and (2.30) in each unit cell. To construct a translationally related (2.32a) set of virtual functions which solely describes the virtual space, I set out from the basis functions in the origin cell $\chi_{\overrightarrow{0} \mu}(\vec{r})$ of (2.20), (2.28) and (2.30). I apply the projector $\hat{Q}$ of (2.65) to them which projects out the virtual part of the $\chi_{\overrightarrow{0} \mu}(\vec{r})$

$$
\begin{align*}
\tilde{\chi}_{\mu}(\vec{r}) & =\hat{Q} \chi_{\overrightarrow{0} \mu}(\vec{r})=(\hat{\mathbb{1}}-\hat{P}) \chi_{\overrightarrow{0} \mu}(\vec{r}) \\
& =\chi_{\overrightarrow{0} \mu}(\vec{r})-\sum_{\vec{R}} \sum_{\xi=1}^{N^{\prime}}\left\langle\vec{r} \mid w_{\vec{R} \xi}\right\rangle\left\langle w_{\vec{R} \xi} \mid \chi_{\overrightarrow{0} \mu}\right\rangle \\
& =\chi_{\overrightarrow{0} \mu}(\vec{r})-\sum_{\vec{g}} \sum_{\nu=1}^{K} P_{\vec{g} \nu, \mu} \chi_{\vec{g} \nu}(\vec{r})  \tag{2.66}\\
& =\sum_{\vec{g}} \sum_{\nu=1}^{K} Q_{\vec{g} \nu, \mu} \chi_{\vec{g} \nu}(\vec{r}), \quad \mu=1, \ldots, K .
\end{align*}
$$

I refer to these virtual functions $\tilde{\chi}_{\mu}(\vec{r})$ as crystal projected atomic orbitals (crystal PAO). The matrix representation of the projector $\hat{Q}$ in terms of the one-particle basis set is obtained by inserting the expansion of the occupied Wannier orbitals (2.46) into (2.66)

$$
\begin{equation*}
Q_{\vec{g} \nu, \mu}=\delta_{\overrightarrow{0} \mu \vec{g} \nu}-\sum_{\vec{R}, \vec{R}^{\prime}} \sum_{\xi=1}^{N^{\prime}} \sum_{\varrho=1}^{K} C_{\nu \xi}(\vec{g}-\vec{R}) C_{\varrho \xi}^{*}\left(\vec{R}^{\prime}\right) S_{\vec{R}+\vec{R}^{\prime} \varrho \overrightarrow{0} \mu} . \tag{2.67}
\end{equation*}
$$

Per construction the crystal PAOs $\tilde{\chi}_{\mu}(\vec{r})$ are strictly orthogonal to the occupied space [146, 148]. However, they are not orthogonal among themselves; the overlap matrix is

$$
\begin{equation*}
\tilde{S}_{\mu \nu}=\left\langle\tilde{\chi}_{\mu} \mid \tilde{\chi}_{\nu}\right\rangle=\sum_{\vec{g}_{1}, \vec{g}_{2}} \sum_{\mu^{\prime}, \nu^{\prime}=1}^{K} Q_{\vec{g}_{1} \mu^{\prime}, \mu}^{*} S_{\vec{g}_{1} \mu^{\prime} \vec{g}_{2} \nu^{\prime}} Q_{\vec{g}_{2} \nu^{\prime}, \nu}=\left(\boldsymbol{Q}^{\dagger} \boldsymbol{S} \boldsymbol{Q}\right)_{\mu \nu} \tag{2.68}
\end{equation*}
$$

for $\mu, \nu=1, \ldots, K$. It involves the overlap matrix of the basis set $S_{\vec{g}_{1} \mu^{\prime} \vec{g}_{2} \nu^{\prime}}=\left\langle\chi_{\vec{g}_{1} \mu^{\prime}} \mid \chi_{\vec{g}_{2} \nu^{\prime}}\right\rangle$. Unfortunately, (crystal) PAOs turn out to be somewhat less localized than the basis functions they originate from. Some of the functions $\tilde{\chi}_{\mu}(\vec{r})$ may even vanish, if the $\chi_{\overrightarrow{0} \mu}(\vec{r})$ do
not overlap with the virtual space. A pathological case immediately arises when $\hat{Q}$ is applied to $\hat{P} \chi_{\overrightarrow{0} \mu}(\vec{r})$ because $\hat{Q} \hat{P}=0$ holds. This conclusion already indicates the problem of overcompleteness.

There are $K$ basis functions per unit cell employed to represent occupied and virtual Wannier functions. Consequently, one expects $K-N^{\prime}$ crystal PAOs to be required to describe the virtual space. The remaining $N^{\prime}$ crystal PAOs that are automatically produced by the procedure (2.66) lead to an overcomplete representation [146] and need to be identified and removed before basis functions for the virtual space of the whole crystal are constructed by applying lattice translations.

Hampel and Werner [146] describe three recipes to resolve the redundant description of the virtual space which they all find to perform approximately in the same way. The most "physical" one, that is also taken for the computations in Reference [146], has been extended to crystals and implemented into the WANNIER program by Shukla and Albrecht [147]. The overlap matrix $\tilde{\boldsymbol{S}}$ of (2.68) between crystal PAOs is formed. Let me denote the unitary matrix of its eigenvectors by $\tilde{\boldsymbol{Z}}$ and the matrix of its eigenvalues by $\tilde{\boldsymbol{\zeta}}=\operatorname{diag}\left(\tilde{\zeta}_{1}, \ldots, \tilde{\zeta}_{K}\right)$ yielding $\tilde{\boldsymbol{Z}}^{\dagger} \tilde{\boldsymbol{S}} \tilde{\boldsymbol{Z}}=\tilde{\boldsymbol{\zeta}}$. I assume that the eigenvectors in $\tilde{\boldsymbol{Z}}$ are arranged such that the eigenvalues are sorted in descending order $\tilde{\zeta}_{1}>\ldots>\tilde{\zeta}_{K}$. The eigenvectors constitute an alternate set of basis functions for the virtual space

$$
\begin{equation*}
\chi_{\mu}^{\prime}(\vec{r})=\frac{1}{\sqrt{\tilde{\zeta}_{\mu}}} \sum_{\nu=1}^{K} Z_{\nu \mu} \tilde{\chi}_{\nu}(\vec{r}), \quad \mu=1, \ldots, K-N^{\prime} \tag{2.69}
\end{equation*}
$$

I construct only $K-N^{\prime}$ crystal PAOs, ignoring the eigenvectors of the matrix $\tilde{\boldsymbol{Z}}$ which correspond to the smallest $N^{\prime}$ eigenvalues that are arranged to occupy the positions $K-$ $N^{\prime}+1, \ldots, K$ in $\tilde{\boldsymbol{\zeta}}$. If they were not neglected, linear dependencies due to overcompleteness would arise when I derive, by means of lattice translations, the virtual functions of the entire crystal from those constructed in a single unit cell (2.66).

The new virtual space basis functions are orthonormal

$$
\begin{equation*}
S_{\mu \nu}^{\prime}=\left\langle\chi_{\mu}^{\prime} \mid \chi_{\nu}^{\prime}\right\rangle=\frac{1}{\sqrt{\tilde{\zeta}_{\mu} \tilde{\zeta}_{\nu}}} \sum_{\kappa, \lambda=1}^{K} Z_{\kappa \mu}^{*} \tilde{S}_{\kappa \lambda} Z_{\lambda \nu}=\delta_{\mu \nu} \tag{2.70}
\end{equation*}
$$

for $\mu, \nu=1, \ldots, K-N^{\prime}$. Translationally related (2.32a) virtual functions of the crystal are now constructed by applying all unique lattice translations to them which yields, similarly to (2.20), $\chi_{\vec{g} \mu}^{\prime}(\vec{r}) \equiv \hat{T}_{\vec{g}} \chi_{\mu}^{\prime}(\vec{r})=\chi_{\mu}^{\prime}(\vec{r}-\vec{g})$. The functions $\mu=1, \ldots, K-N^{\prime}$ to lattice vector $\vec{g}$ are orthonormal within the unit cell $\vec{g}$; they, are not orthogonal to virtual functions in other unit cells $\vec{g}^{\prime} \neq \vec{g}$. Symmetric orthogonalization is, therefore, applied to all translationally related (2.32a) virtual functions of the crystal by means of

$$
\begin{equation*}
\check{\chi}_{\vec{R} \mu}(\vec{r})=\sum_{\vec{g}} \sum_{\nu=1}^{K-N^{\prime}} S_{\vec{g} \nu \vec{R} \mu}^{\prime-\frac{1}{2}} \chi_{\vec{g} \nu}^{\prime}(\vec{r}) \tag{2.71}
\end{equation*}
$$

using the following series expansion for the reciprocal of the square root of the overlap matrix

$$
\begin{equation*}
\boldsymbol{S}^{\prime-\frac{1}{2}}=\left(\mathbb{1}+\left(\boldsymbol{S}^{\prime}-\mathbb{1}\right)\right)^{-\frac{1}{2}} \approx \mathbb{1}-\frac{1}{2}\left(\boldsymbol{S}^{\prime}-\mathbb{1}\right) \tag{2.72}
\end{equation*}
$$

## $2 A b$ initio foundation

despite of its poor convergence properties [116], as this form can be applied without diagonalizing $\boldsymbol{S}^{\boldsymbol{\prime}}$. The functions in (2.71) are now normalized. Several iterations of transforming the virtual functions for the origin cell with (2.71) and using the expansion (2.72) leads, in many cases, to an orthogonalized set of translationally related (2.32a) virtual functions $\check{\chi}_{\vec{R} \mu}(\vec{r})$. Thus excitations into the crystal PAOs do not violate the Pauli exclusion principle $[146,148]$.

## 3 Ground state

In the previous Chapter 2, crystals are discussed from the point of view of an independent particle approximation [1, 3,5-7,149,150] which is an appreciable simplification of the interacting many-particle system. It shall be overcome by a more elaborate treatment of correlation effects which is required for a reliable prediction of physical properties of crystals, like energies or structures. I have discussed two different views on one-particle states in Chapter 2, namely the completely delocalized plane-wave-like Bloch orbitals [Section 2.2] and the localized atomic-orbital-like Wannier orbitals [Section 2.5]. Both representations are suitable for a subsequent inclusion of correlation effects and are treated side by side.

Wave-function-based correlation treatments of the ground state of $N$ electron systems need to represent the wave function $\Psi_{0}^{N}$, which lives in the $N$ particle Hilbert space. To this end, an expansion in terms of antisymmetrized tensorial products of $N$ Hartree-Fock orbitals, i.e., determinants, is utilized. Thereby, the occupied orbitals in the ground-state determinant are successively replaced by virtual orbitals which leads to the so-called excited determinants [39-42]. They are elegantly expressed using the formalism of second quantization which is introduced in Section 3.1. With such an ansatz for the ground-state wave function, optimal expansion coefficients are determined by applying the variational principle (2.12). This conceptually simple method is referred to as configuration interaction (CI). If all possible excited determinants are included, the resulting scheme is referred to as full CI (FCI) otherwise as truncated CI. FCI exhibits a steep scaling of the computational effort with the number of electrons in the system and the one-particle basis set employed which rapidly makes its use prohibitively expensive. Truncated CI scales far less pronounced. The most common truncated CI method includes all singly and doubly excited determinants and is abbreviated as CISD. The hierarchy of truncated CI expansions shows a slow convergence with the order of excitations included raising the desire for an approximate FCI treatment with a more favorable truncation property [42]. To achieve this, one has to give up the variational determination of the wave function and resort to perturbative many-particle theories. Thereby, I introduce coupled-cluster theory in Section 3.2 which provides powerful correlation methods for the ground state of crystals with an $N$ electron error which decays rapidly with the order of the excitations explicitly taken into account in the scheme.

The difference between the exact nonrelativistic ground-state energy and the energy in the independent particle model for the limit of a complete basis set is termed correlation energy [39]. It is given by

$$
\begin{equation*}
E_{\text {corr }}=\left\langle\Psi_{0}^{N}\right| \hat{H}\left|\Psi_{0}^{N}\right\rangle-\left\langle\Phi_{0}^{N}\right| \hat{H}\left|\Phi_{0}^{N}\right\rangle . \tag{3.1}
\end{equation*}
$$

As $E_{\text {corr }}$ is an extensive quantity, $E_{\text {corr }}=N_{0} \mathcal{E}_{\text {corr }}$ holds for a crystal where $\mathcal{E}_{\text {corr }}$ is the correlation energy per unit cell and $N_{0}$ denotes the number of unit cells in the Born von

Kármán region [Section 2.1]. Although correlation energies are very small with respect to Hartree-Fock energies, they are very important for the properties of crystals which are in many cases given by energy differences where large absolute values nearly cancel, as for example in binding energies or analytical energy derivatives [39-42].

The localized occupied orbitals of molecular clusters, comprising a few monomers arranged in the geometry of the crystal, are found to be a good approximation to the occupied Wannier orbitals of the solid $[1,2,38,43-45,138,151,152]$. Introducing the incremental scheme $[1,2,38,43-45]$ in Sections 3.3 and 3.4, the correlation energy of crystals can be determined from clusters which renders the study of crystals amenable to a treatment with conventional quantum chemical methods and existing computer programs [1,2,38,43-45]. The basis set convergence of correlation energies is regarded in Section 3.5.

### 3.1 Many-particle foundation

Having solved the independent particle problem, one already has gained considerable insights into the physics of an interacting many-particle system. It is a favorable starting point for more involved investigations. Up to now, quantum mechanics has been expressed in first quantization. For my further studies, it is beneficial to represent the Hamiltonian (2.4) in second quantization [39, 40, 42, 112-115]. This means that all oneand two-electron operators in (2.4) are represented in terms of the Hartree-Fock oneparticle Bloch orbitals $\psi_{\vec{k} p}(\vec{r})$ thus incorporating the information already obtained by the Hartree-Fock treatment.

I introduce the operators $\hat{c}_{\vec{k} p}^{\dagger}\left(\hat{c}_{\vec{k} p}\right)$ which create (annihilate) electrons in $\psi_{\vec{k} p}(\vec{r})$ and, consequently, are referred to as creators (annihilators). As electrons are fermions, these operators obey the anticommutation relations

$$
\begin{equation*}
\left\{\hat{c}_{\vec{k}_{1} p}, \hat{c}_{\vec{k}_{2} q}\right\}=0, \quad\left\{\hat{c}_{\vec{k}_{1} p}^{\dagger}, \hat{c}_{\vec{k}_{2} q}^{\dagger}\right\}=0, \quad\left\{\hat{c}_{\vec{k}_{1} p}^{\dagger}, \hat{c}_{\vec{k}_{2} q}\right\}=\delta_{\vec{k}_{1} \vec{k}_{2}} \delta_{p q} \tag{3.2}
\end{equation*}
$$

which properly account for the antisymmetry of the wave function required by the Pauli exclusion principle. The Hartree-Fock ground-state wave function (2.10) becomes

$$
\begin{equation*}
\left|\Phi_{0}^{N}\right\rangle=\prod_{\substack{\vec{k} i \\ n_{\vec{k} i}=1}} \hat{c}_{\vec{k} i}^{\dagger}|0\rangle \tag{3.3}
\end{equation*}
$$

where the occupation numbers $n_{\vec{k} i}$ are unity for occupied and zero for virtual Bloch orbitals and $\bar{n}_{\vec{k} i}=1-n_{\vec{k} i}$. The vacuum state is represented by $|0\rangle$. Using second quantization, one obtains the so-called Bloch or crystal momentum representation (CMR) of
the Hamiltonian (2.4), introduced by Adams [6, 153, 154], which reads

$$
\begin{align*}
\hat{H}= & \hat{H}_{\mathrm{HF}}^{\mathrm{BF}}+\hat{H}_{\mathrm{res}}^{\mathrm{BF}} \\
\hat{H}_{\mathrm{HF}}^{\mathrm{BF}}= & \sum_{\vec{k} p} \varepsilon_{\vec{k} p} \hat{c}_{\vec{k} p}^{\dagger} \hat{c}_{\vec{k} p} \\
\hat{H}_{\mathrm{res}}^{\mathrm{BF}}= & \sum_{\vec{k}_{1} p, \vec{k}_{2} q} W_{\vec{k}_{1} p \vec{k}_{2} q} \hat{c}_{\vec{k}_{1} p}^{\dagger} \hat{c}_{\vec{k}_{2} q}  \tag{3.4}\\
& +\frac{1}{2} \sum_{\substack{\vec{k}_{1} p, k_{2} q, \vec{k}_{3} r, k_{4} s}} V_{\vec{k}_{1} p \vec{k}_{2} q \vec{k}_{3} r \vec{k}_{4} s} \hat{c}_{\vec{k}_{1} p}^{\dagger} \hat{c}_{\vec{k}_{2} q}^{\dagger} \hat{c}_{\vec{k}_{4} s} \hat{c}_{\vec{k}_{3} r} .
\end{align*}
$$

The decomposition according to Møller and Plesset [39-42] into the Hartree-Fock part $\hat{H}_{\mathrm{HF}}^{\mathrm{BF}}$ and the residual interaction $\hat{H}_{\text {res }}^{\mathrm{BF}}$, i.e., the difference between the Hamiltonian and the Fock operator, emphasizes the relation between the known Hartree-Fock solution and the remaining correlation effects and turns out to be a suitable form to apply perturbation theory later on. In Equation (3.4), the energy bands or Bloch orbital energies are denoted by $\varepsilon_{\vec{k} p}$. The negative of the Hartree-Fock potential (2.16) is given by

$$
\begin{equation*}
W_{\vec{k}_{1} p \vec{k}_{2} q}=-\sum_{\vec{k} i} V_{\vec{k}_{1} p \vec{k} i\left[\vec{k}_{2} q \vec{k} i\right]} n_{\vec{k} i} . \tag{3.5}
\end{equation*}
$$

The two-electron integrals in (3.4) are defined with respect to Bloch orbitals by [39-42]

$$
\begin{equation*}
V_{\vec{k}_{1} p \vec{k}_{2} q \vec{k}_{3} r \vec{k}_{4} s}=\iint \psi_{\vec{k}_{1} p}^{\dagger}\left(\vec{r}_{1}\right) \psi_{\vec{k}_{2} q}^{\dagger}\left(\vec{r}_{2}\right) \frac{1}{\left|\vec{r}_{1}-\vec{r}_{2}\right|} \psi_{\vec{k}_{3} r}\left(\vec{r}_{1}\right) \psi_{\vec{k}_{4} s}\left(\vec{r}_{2}\right) \mathrm{d}^{3} r_{1} \mathrm{~d}^{3} r_{2} \tag{3.6}
\end{equation*}
$$

The antisymmetrized two-electron integrals in (3.5) are

$$
\begin{equation*}
V_{\vec{k}_{1} p \vec{k}_{2} q\left[\vec{k}_{3} r \vec{k}_{4} s\right]}=V_{\vec{k}_{1} p \vec{k}_{2} q \vec{k}_{3} r \vec{k}_{4} s}-V_{\vec{k}_{1} p \vec{k}_{2} q \vec{k}_{4} s \vec{k}_{3} r} . \tag{3.7}
\end{equation*}
$$

They consist of a Coulomb term $V_{\vec{k}_{1} p \vec{k}_{2} q \vec{k}_{3} r \vec{k}_{4} s}$ and an exchange term $V_{\vec{k}_{1} p \vec{k}_{2} q \vec{k}_{4} s \vec{k}_{3} r}$. All crystal momentum vectors in (3.4), (3.6) and (3.7) are restricted to the Brillouin zone.

A different perspective on the one-particle states in a crystal is provided by Wannier orbitals [Section 2.5] which can be used equally well in the Hartree-Fock determinant (2.42). Consequently, Equations (3.2) and (3.3) remain formally the same with Bloch orbitals substituted by Wannier orbitals. Harnessing Wannier orbitals to express the Hamiltonian (2.4) yields its Wannier representation or local representation [6]. Frequently, it will turn out to be a more appropriate starting point in the ensuing sections. The inverse generalized Wannier transformation (2.33b) is applied to the Bloch orbitals of the creators and annihilators [115]; thereby it allows to recast (3.4). A creator transforms like the orbital it creates and the corresponding annihilator simply is the adjoint [115]. The transformation involves a mixing of bands via $\boldsymbol{\mathcal { U }}(\vec{k})$ and transforms the band energies into a block diagonal Fock matrix $\boldsymbol{F}$ with individual blocks for occupied and virtual bands.

The Hamiltonian in Wannier representation reads

$$
\begin{align*}
\hat{H}= & \hat{H}_{0}^{\mathrm{WF}}+\hat{H}_{1}^{\mathrm{WF}} \\
\hat{H}_{0}^{\mathrm{WF}}= & \sum_{\vec{R} \varrho} \varepsilon_{\vec{R} \varrho} \hat{c}_{\vec{R} \varrho}^{\dagger} \hat{c}_{\vec{R} \varrho} \\
\hat{H}_{1}^{\mathrm{WF}}= & \sum_{\vec{R}_{\varrho} \varrho, \vec{R}_{2} \sigma} W_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma} \hat{c}_{\vec{R}_{1} \varrho}^{\dagger} \hat{c}_{\vec{R}_{2} \sigma}  \tag{3.8}\\
& +\frac{1}{2} \sum_{\substack{\vec{R}_{1} \varrho, \vec{R}_{2} \sigma, \vec{R}_{3} \tau, R_{4} v}} V_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma \vec{R}_{3} \tau \vec{R}_{4} v} \hat{c}_{\vec{R}_{1} \varrho}^{\dagger} \hat{c}_{\vec{R}_{2} \sigma}^{\dagger} \hat{c}_{\vec{R}_{4} v} \hat{c}_{\vec{R}_{3} \tau} \tau
\end{align*}
$$

with $\varepsilon_{\vec{R} \varrho} \equiv F_{\vec{R} \varrho \vec{R} \varrho}=F_{\overrightarrow{0} \varrho \overrightarrow{0} \varrho}$ being the diagonal elements of the Fock matrix $\boldsymbol{F}$. In the Wannier representation, the matrix elements of the one-particle operator are changed compared to the ones in the Bloch representation (3.5)

$$
\begin{equation*}
W_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma}=-\sum_{\vec{R} \tau} V_{\vec{R}_{1} \varrho \vec{R} \tau\left[\vec{R}_{2} \sigma \vec{R} \tau\right]} n_{\vec{R} \tau}+F_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma} . \tag{3.9}
\end{equation*}
$$

It now comprises the negative of the Hartree-Fock potential and, additionally, the offdiagonal elements of the Fock matrix. The latter contribution denotes ${F_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma}}=(1-$ $\left.\delta_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma}\right) F_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma}$. Note that $\boldsymbol{F}$ in (3.9) is block-diagonal and thus the Wannier orbitals are separated into occupied and virtual Wannier orbitals. The two-electron integrals in (3.8) and (3.9) are defined analogously to (3.6) and (3.7) with Bloch orbitals replaced by Wannier orbitals.

Inspecting the partition (3.4) of the Hamiltonian, one observes that it has the same form and meaning as the Møller-Plesset partition for canonical molecular orbitals [39-42] which is used frequently in molecular physics. Therefore, all equations derived on the basis of the molecular Møller-Plesset partition are in complete analogy to the equations in the case of crystals. The only difference between molecules and crystals is the occurrence of composite indices in the Hamiltonian (3.4), consisting of a crystal momentum vector $\vec{k}$ and a band index $p$ which vary independently. Given an equation in terms of molecular orbitals, it can be written immediately in terms of Bloch orbitals by replacing all molecular orbital indices by composite indices. Afterwards one can exploit (translational) symmetry to simplify the equation.

Employing localized orbitals instead of canonical orbitals, complicates the derivation of molecular equations somewhat because the block-diagonal Fock matrix has always to be considered. However, replacing localized molecular orbitals by generalized Wannier orbitals remains trivial.

### 3.2 Coupled-cluster approximation

The family of coupled-cluster theories are a class of electron correlation methods which have proven to be very accurate and reliable. In what follows, I formulate the theory in terms of Wannier orbitals. Corresponding formulas employing Bloch orbitals are obtained simply by replacing lattice vectors by crystal momenta and Wannier orbital indices by
band indices. Coupled-cluster theories originate from the famous exponential ansatz for the exact ground-state wave function of an $N$ particle system

$$
\begin{equation*}
\Psi_{0}^{N}=\mathrm{e}^{\hat{T}} \Phi_{0}^{N}=\left[\sum_{\nu=0}^{\infty} \frac{1}{\nu!} \hat{T}^{\nu}\right] \Phi_{0}^{N} \tag{3.10}
\end{equation*}
$$

of Coester and Kümmel [33-35] which has been introduced to quantum chemistry by Čížek [36, 39, 41, 42, 155-157]. Expression (3.10) relates the Hartree-Fock ground-state wave function $\Phi_{0}^{N}$ to the intermediately normalized, exact ground-state wave function $\Psi_{0}^{N}$ employing the non-Hermitian cluster operator [39, 41, 42]

$$
\begin{equation*}
\hat{T}=\sum_{j=1}^{N} \hat{T}_{j}=\sum_{j=1}^{N} \sum_{\substack{\vec{R}_{1}^{\prime} \alpha_{1}<\ldots<\vec{R}_{j}^{\prime} \alpha_{j} \\ \vec{R}_{1} \kappa_{1}<\ldots<\vec{R}_{j} \kappa_{j}}} t_{\vec{R}_{1} \kappa_{1}, \ldots, \vec{R}_{j} \kappa_{j}}^{\vec{R}_{j}^{\prime} \alpha_{1}, \ldots, \vec{R}_{j}^{\prime} \alpha_{j}} \prod_{i=1}^{j} \hat{c}_{\vec{R}_{i}^{\prime} \alpha_{i}}^{\dagger} \hat{c}_{\vec{R}_{i} \kappa_{i}} . \tag{3.11}
\end{equation*}
$$

Here $N$ is the number of electrons in the system, so $N \rightarrow \infty$ for crystals, and $\begin{aligned} & \vec{R}_{1}^{\prime} \alpha_{1}, \ldots, \vec{R}_{j}^{\prime} \alpha_{j} \\ & \vec{R}_{1} \kappa_{1}, \ldots, \vec{R}_{j} \kappa_{j}\end{aligned}$ are referred to as coupled-cluster amplitudes or as excitation amplitudes. One series of indices runs over occupied Wannier orbitals $\vec{R}_{1} \kappa_{1}, \ldots, \vec{R}_{j} \kappa_{j}$ whereas the other series runs over virtual Wannier orbitals $\vec{R}_{1}^{\prime} \alpha_{1}, \ldots, \vec{R}_{j}^{\prime} \alpha_{j}$. The $\hat{T}_{j}, j=1, \ldots, N$ are called $j$ particle excitation operators which describe all unique $j$ fold excitations. Since there are $N$ electrons in the system, the cluster operator (3.11) terminates exactly after the summand $\hat{T}_{N}$.

The coupled-cluster amplitudes $t_{\vec{R}_{1} \kappa_{1}, \ldots, R_{j} \kappa_{j}}^{\vec{R}_{1}^{\prime} \alpha_{1}, \ldots, \vec{R}_{j}^{\prime}} \alpha_{j}$ in formula (3.11) are obtained from the Schrödinger equation (2.3) with energy $E_{0}^{N}$ and the exponential ansatz (3.10) for the exact ground-state wave function $\Psi_{0}^{N}$. To this end, I form the hierarchy of equations [39, 41, 42]

$$
\begin{equation*}
\langle |\left(\hat{H}-E_{0}^{N}\right) \mathrm{e}^{\hat{T}}\left|\Phi_{0}^{N}\right\rangle=0 \tag{3.12}
\end{equation*}
$$

with the general state vector 〈| for which, successively, the Hartree-Fock ground state and the excited Hartree-Fock states are inserted $\langle |=\left\langle\Phi_{0}^{N}\right|,\left\langle\Phi_{\vec{R}_{1} \kappa_{1}}^{\vec{R}_{1}^{\prime} \alpha_{1}}\right|, \ldots,\left\langle\Phi_{\vec{R}_{1} \kappa_{1} \ldots \vec{R}_{j} \kappa_{j}}^{\vec{R}_{1} \ldots \vec{R}_{j}^{\prime} \alpha_{j}}\right|$, $\ldots$ for all $\vec{R}_{1} \kappa_{1}<\vec{R}_{j} \kappa_{j}<\ldots$ and $\vec{R}_{1}^{\prime} \alpha_{1}<\ldots<\vec{R}_{j}^{\prime} \alpha_{j}<\ldots$ There are as many state vectors 〈| utilized in (3.12) as there are single, double, ... excitations in the cluster operator (3.11). The exponential in the matrix elements (3.12) is expanded into a series. The resulting sum of contributions to the quantities (3.12) terminates exactly because Equation (3.11) contains only excitations from occupied into virtual Hartree-Fock groundstate orbitals and the Hamiltonian (2.4) comprises only one- and two-particle operators. If the sum in the cluster operator (3.11) is not truncated, coupled-cluster finally becomes identical to full configuration interaction [39, 41, 42], i.e., the many-particle problem is solved exactly for the Hamiltonian (2.4).

Applying coupled-cluster theory in practice requires two further approximations. Firstly, the complete and thus infinite one-particle basis set is truncated to a finite one [Section 2.3]. Secondly, the sum of the excitation operators in $\hat{T}$ (3.11) is truncated after a few orders $n \ll N$ where a particularly rapid convergence with the order $n$ is found. Although only $n$ fold excitations are explicitly taken into account in the cluster operator (3.11), higher order excitations are accounted for implicitly by the series expansion
of $\mathrm{e}^{\hat{T}}$ in (3.10). The resulting amplitudes which correspond to the $m$ fold excitations, $m>n$, are thereby approximated by products of amplitudes from lower excitations. This turns out to be an excellent estimate and, furthermore, guarantees the size-consistency of the theory which remains under truncation to any order $n$.

A workable coupled-cluster model of molecular physics usually sums only single and double excitation operators in the cluster operator (3.11), i.e., $\hat{T} \approx \hat{T}_{1}+\hat{T}_{2}$, to approximate the exact energy $E_{0}^{N} \approx E_{\mathrm{CCSD}}^{N}$ of a $N$ particle system. The hierarchy of equations (3.12) now, successively, projects on the Hartree-Fock ground state, the singly and the doubly excited Hartree-Fock states $\langle |=\left\langle\Phi_{0}^{N}\right|,\left\langle\Phi_{\vec{R}_{1} \kappa_{1}}^{\vec{R}_{1}^{\prime} \alpha_{1}}\right|,\left\langle\Phi_{\vec{R}_{1} \kappa_{1} \vec{R}_{2} \kappa_{2}}^{\vec{R}_{1}^{\prime} \alpha_{1} \vec{R}_{2}^{\prime} \alpha_{2}}\right|$, for all $\vec{R}_{1}^{\prime} \alpha_{1}<\vec{R}_{2}^{\prime} \alpha_{2}, \vec{R}_{1} \kappa_{1}<\vec{R}_{2} \kappa_{2}$. The resulting scheme is termed coupled-cluster singles and doubles (CCSD) [42, 158, 159]. The CCSD energy expression is obtained from the projection (3.12) on the Hartree-Fock ground state [158] to be

$$
\begin{align*}
E_{\mathrm{CCSD}}^{N}= & \left\langle\Phi_{0}^{N}\right| \hat{H} \mathrm{e}^{\hat{T}_{1}+\hat{T}_{2}}\left|\Phi_{0}^{N}\right\rangle /\left\langle\Phi_{0}^{N}\right| \mathrm{e}^{\hat{T}_{1}+\hat{T}_{2}}\left|\Phi_{0}^{N}\right\rangle \\
= & \left\langle\Phi_{0}^{N}\right| \hat{H}\left|\Phi_{0}^{N}\right\rangle+\sum_{\vec{R} \kappa, \vec{R}^{\prime} \alpha} F_{\vec{R}^{\prime} \kappa \vec{R}^{\prime} \alpha} t_{\overrightarrow{R_{R}^{\prime}} \kappa}^{\vec{R}^{\prime}}  \tag{3.13}\\
& +\sum_{\substack{\vec{R}_{1} \kappa>\vec{R}_{2} \lambda \\
\vec{R}_{1}^{\prime} \alpha>\vec{R}_{2}^{\prime} \beta}} V_{\vec{R}_{1} \kappa \vec{R}_{2} \lambda\left[\vec{R}_{1}^{\prime} \alpha \vec{R}_{2}^{\prime} \beta\right]}\left(t_{\vec{R}_{1} \kappa \vec{R}_{2} \lambda}^{\vec{R}_{1}^{\prime} \vec{R}_{2}^{\prime}}+t_{\vec{R}_{1} \kappa}^{\vec{R}_{1}^{\prime} \alpha} t_{\vec{R}_{2} \lambda}^{\vec{R}_{2}^{\prime} \beta}-t_{\vec{R}_{1} \kappa}^{\vec{R}_{2}^{\prime} \beta} t_{\vec{R}_{2} \lambda}^{\vec{R}_{1}^{\prime} \alpha}\right) .
\end{align*}
$$

The remaining projections on single and double excitations in (3.12) provide a coupled set of nonlinear equations which have to be solved simultaneously to determine the coupledcluster amplitudes [42, 158, 159].

CCSD has been devised for molecules by Purvis and Bartlett [158]. It yields accurate energies (3.13) and the equations for the cluster amplitudes are computationally managable $[42,158,159]$. The scheme contains all terms that couple directly to $\Phi_{0}^{N}$. Frequently, the influence of the indirect coupling of triple excitations to the Hartree-Fock ground state is, additionally, accounted for perturbatively utilizing the cluster amplitudes of a converged CCSD calculation. This leads to the $\operatorname{CCSD}(\mathrm{T})$ method [160] which is known to deliver highly accurate correlation energies.

The last step to devise a practical coupled-cluster scheme for crystals is a translational symmetry adaption of the above equations by analyzing the individual terms therein. Several schemes have been derived and studied thoroughly. Fink and Staemmler [161,162] consider CEPA-0, CCD is regarded by Förner et al. [163,164] and Hirata et al. [165] deduce CCSD.

### 3.3 Configuration selection

The coupled-cluster energy expression (3.13) contains several lattice sums that run over the entire crystal. To obtain a meaningful approximation of coupled-cluster energies for crystals, the convergence of these lattice sums must be granted. Sun and Bartlett [166] have proven the convergence of Møller-Plesset perturbation theory, of the one-particle Green's functions and, in particular, of the coupled-cluster method. All of these methods are based on the Møller-Plesset partition of the Hamiltonian (3.4). Although the convergence of lattice sums is granted principally, I have to devise an algorithm for their proper
truncation [1]. The configuration space is the set of all single, double, ... excitations from occupied into virtual Wannier orbitals that are considered in the lattice sums for a specific crystal. It is built dynamically which means to meet a chosen accuracy in the lattice sums for a given crystal that transfers to a given accuracy in the coupled-cluster energy. In this section I discuss only equations for ground-state energies in terms of Wannier orbitals. Following the reasoning of Reference [166], the lattice sums in coupled-cluster theory in terms of Wannier orbitals also converge as they evolve from the equations in crystal momentum representation by means of the inverse Wannier transformation (2.33b).

The occupied Wannier orbitals in the unit cell $\vec{R}$ of a crystal are grouped in terms of $n_{\text {one }}$ pairwise disjunct one-body orbital sets which are defined by

$$
\begin{equation*}
\vec{R} I_{l} \equiv\left\{w_{\vec{R} \alpha}(\vec{r}) \mid \alpha \in I_{l}\right\} \tag{3.14}
\end{equation*}
$$

for $l=1, \ldots, n_{\text {one }}$. Such a set is understood to be translationally symmetric, i.e., applying the operator $\hat{T}_{\vec{R}^{\prime}}$ to $\vec{R} I_{l}$ yields $\left(\vec{R}-\vec{R}^{\prime}\right) I_{l}$. Hence, all Wannier orbitals of a crystals are partitioned.

The expression for the correlation energy (3.1) of a crystal is rearranged to decompose in terms of the correlation energies $\varepsilon_{\vec{R}_{1} I_{1} \cdots \vec{R}_{K} I_{K}}$ of the electrons out of the one-body orbital sets $\vec{R}_{1} I_{1} \cdots \vec{R}_{K} I_{K}$. The resulting formula reads for the correlation energy of the crystal per unit cell $\mathcal{E}_{\text {corr,U.C. }}$

$$
\begin{align*}
N_{0} \mathcal{E}_{\text {Corr,U.C. }}= & \frac{1}{1!} \sum_{\vec{R}_{1} I_{1}} \Delta \varepsilon_{\vec{R}_{1} I_{1}}+\frac{1}{2!} \sum_{\vec{R}_{1} I_{1} \neq \vec{R}_{2} I_{2}} \Delta \varepsilon_{\vec{R}_{1} I_{1} \vec{R}_{2} I_{2}} \\
& +\ldots+\frac{1}{K!} \sum_{\substack{\vec{R}_{1} I_{1} \ldots \vec{R}_{K} I_{K} \\
\text { pairwise disjunct }}} \Delta \varepsilon_{\vec{R}_{1} I_{1} \ldots \vec{R}_{K} I_{K}}+\ldots \tag{3.15}
\end{align*}
$$

where $N_{0}$ is the number of unit cells in the Born von Kármán region. The one-body, twobody, $\ldots, K$-body energy increments, $\ldots \Delta \varepsilon_{\vec{R}_{1} I_{1}}, \Delta \varepsilon_{\vec{R}_{1} I_{1} \vec{R}_{2} I_{2}}, \ldots, \Delta \varepsilon_{\vec{R}_{1} I_{1} \ldots \vec{R}_{K} I_{K}}, \ldots$ are defined recursively by $[1,2,38,43-45,138,151,152]$

$$
\begin{align*}
& \Delta \varepsilon_{\vec{R}_{1} I_{1}}=\varepsilon_{\vec{R}_{1} I_{1}}  \tag{3.16a}\\
& \Delta \varepsilon_{\vec{R}_{1} I_{1} \vec{R}_{2} I_{2}}=\varepsilon_{\vec{R}_{1} I_{1} \vec{R}_{2} I_{2}}-\Delta \varepsilon_{\vec{R}_{1} I_{1}}-\Delta \varepsilon_{\vec{R}_{2} I_{2}} \tag{3.16b}
\end{align*}
$$

The factors $\frac{1}{1!}, \frac{1}{2!}, \ldots, \frac{1}{K!}, \ldots$ in front of the sums on the right hand side of (3.15) account for permutations among the one-body orbital sets (3.14) of a certain $K$-body energy increment $(K \geq 2)$ which for sure does not alter its value. By introducing an ordering relation "<" among the one-body orbital sets, i.e., $\vec{R}_{1} I_{1}<\vec{R}_{2} I_{2}$, one eliminates all permutations that lead to the same values of an energy increment and thus the sums in (3.15)
only run over distinct ordered tuples of one-body orbital sets (3.14). $\mathcal{E}_{\text {corr,U.C. }}$ becomes the full correlation energy per unit cell of the crystals with respect to a certain basis set and a certain correlation method, if all energy increments in (3.15) are calculated in the limit $N_{0} \rightarrow \infty$.

There are three major advantages of the resummation of the correlation energy in terms of energy increments in (3.15):

1. Symmetry can be exploited to enormously reduce the number of distinct energy increments of significant magnitude to be calculated.
2. Correlation effects are partitioned in terms of non-additive one-body, two-body, three-body, ... contributions allowing for an analysis of the contributions to the correlation energy and their exact summation to infinite distances [Section 4.3.3].
3. A simple convergence check is given by monitoring the decay of the energy increments.

Point 1 is demonstrated best by considering that Wannier orbitals are translationally related (2.32a) which renders the energy increments translationally symmetric, i.e., they obey $\Delta \varepsilon_{\overrightarrow{0} I_{1} \cdots \vec{R}_{K}-\vec{R}_{1} I_{K}}=\Delta \varepsilon_{\vec{R}_{1} I_{1} \ldots \vec{R}_{K} I_{K}}$. This can be exploited to make the right hand side of (3.15) independent of the first lattice sum $\sum_{R_{1}}$ which, for this reason, is $N_{0}$ times the sum of the translational symmetry adapted energy increments. It allows to eliminate the factor $N_{0}$ in front of the left hand side of (3.15) which enormously reduces the number of energy increments to be calculated in order to describe a crystal with a given accuracy

$$
\begin{align*}
\mathcal{E}_{\text {Corr,U.C. }}= & \sum_{I_{1}} \Delta \varepsilon_{\overrightarrow{0} I_{1}}+\sum_{\overrightarrow{0} I_{1}<\vec{R}_{2} I_{2}} \Delta \varepsilon_{\overrightarrow{0} I_{1} \vec{R}_{2} I_{2}} \\
& +\ldots+\sum_{\overrightarrow{0} I_{1}<\vec{R}_{2} I_{2}<\cdots<\vec{R}_{K} I_{K}} \Delta \varepsilon_{\overrightarrow{0} I_{1} \vec{R}_{2} I_{2} \cdots \vec{R}_{K} I_{K}}+\ldots \tag{3.17}
\end{align*}
$$

Consider assigning an electron pair, i.e., two spin orbitals, to a one-body orbital set (3.14). In this case, coupled-cluster singles and doubles is equivalent to employing the correlation method full CI [39]; summing over all two-body energy increments or pair energies yields the independent electron pair approximation (IEPA) [39,167], an approximation which is known to provide a first glance on correlation energies [39]. Higher order energy increments substantially improve on the IEPA and, in the end, provide the full CCSD correlation energy of a crystal.

The coupled-cluster method of the Sec 3.2 is formulated both in crystal momentum representation and in Wannier representation. Localized Wannier orbitals are essential to apply cutoff criteria within unit cells $[1,2,27,28,43-45,168]$ in complete analogy to the calculation of correlation energies of large molecules [148]. In order to investigate the asymptotic scaling of the determination of ground-state energies by means of the incremental series (3.16) and (3.17), I assume a crystal with macroscopic lattice constants. All one- and two-electron integrals between different unit cells become vanishingly small and are set to exactly zero. This implies that only a finite range of the Coulomb interaction between the electrons is regarded. Consequently, energy increments that involve Wannier orbitals in different unit cells vanish. Now, I form a superlattice which is constituted of
supercells, i.e., unit cells that consist here of two of the original unit cells. Clearly, the number of energy increments which is required to describe the total energy per unit cell of the crystal only doubles upon going over to the superlattice. Upon doubling the system size, the computational effort thereby also only doubles. Invoking the incremental scheme renders the underlying correlation theory to become a linear scaling method [152,168] for ground-state energies of crystals. Once the incremental scheme is applied to study large molecules ${ }^{1}$ this conclusion is transferred. An extension of these ideas to a configuration selection scheme for band structures is given in Section 6.4.

### 3.4 Finite-cluster approximation

The Wannier orbitals of polymers, surfaces and crystals [1,2,38,43-45, 138, 151, 152] are found to be approximated well by the localized occupied molecular orbitals in the center of clusters that, e.g., result from the Foster-Boys method [139,140], which comprise a few properly chosen monomers, that are arranged in the geometry of the infinite systems. To show that the particular localized molecular orbitals of such a cluster really approximate the Wannier orbitals of the solid well, the localized occupied molecular orbitals have to be approximately translationally related (2.32a) within the cluster and should not differ substantially among clusters of varying size. These two properties of the localized occupied molecular orbitals are termed transferability. The virtual orbitals of the finite clusters which are utilized to calculate the individual energy increments are not altered and remain canonical molecular orbitals. The finite-cluster approximation thus corresponds to a sort of domain decomposition of the virtual space which is also applied in other local correlation methods [168]. They are a source of finite-size effects but extended diffuse virtual orbitals that are influenced most by the cluster approximation give only a small contribution to the correlation energy.

The so far discussed combination of a correlation method, here CCSD [Section 3.2], configuration selection (3.16), (3.17) and a finite-cluster approximation to determine groundstate correlation energies of crystals is frequently referred to as incremental scheme $[1,2$, 38,43-45]. As the underlying correlation method can be chosen from among the variety of wave-function-based quantum chemical methods, the incremental scheme classifies as a meta-method. A favorable property of suitable correlation methods is size-consistency as, e.g., the two-body increments describe some sort of a dissociation process within the crystal [Section 4.3.3] and do not vanish completely, if the two one-body orbital sets (3.14) are infinitely far apart (Reference [169], page 21). In practice, a lack of size-consistency of the underlying correlation method turns out to be less severe, the convergence properties of the incremental series (3.16) and (3.17) only is degraded (Reference [170], page 21).

A simple recipe for practical calculations using the incremental scheme with standard

[^13]quantum chemical program packages is given by Albrecht [66] on pages 28 and 29. If the correlation energy of a large molecule, like the Buckminsterfullerene [171] or closohydroborate dianions [172], is computed with the incremental scheme and no truncation of the series [the molecular version of Equations (3.16) and (3.17)] is applied, this way of calculating the total correlation energy of the molecule $E_{\text {corr,cluster }}$ is in fact significantly more expensive than a direct calculation, if only standard quantum chemical program packages are harnessed, because all possible energy increments are needed which means that, in particular, $E_{\text {corr,cluster }}$ is anyhow required for the energy increment that contains excitations from all occupied orbitals of the cluster. The enormous redundancies involved with the calculations, utilizing the incremental scheme, could in principle be reduced to a negligible amount by directly identifying and regrouping the terms of the correlation method such that they contribute to the various energy increments in the calculation of correlation energies of solids. In a study of poly(para-phenylene) [152], in fact, a transition from one-body orbital sets (3.14) that only comprise a single bond to larger sets containing the occupied orbitals of a whole phenylene ring led to managable and rapidly convergent incremental series (3.16) and (3.17).

All types of crystals [1-3,38,173], i.e., molecular, ionic, covalent and metallic solids have been investigated, and prerequisites for their proper approximation using finite clusters have been devised $[1,2,38]$. The prototype of "molecular" crystals are the van-der-Waalsbonded rare gas solids which have been studied by Rościszewski et al. [174, 175]. Bare clusters of a few atoms have been found to be sufficient, taking the full set of valence orbitals as one-body orbital sets (3.14) [174, 175].

Hydrogen-bonded crystals are another type of molecular crystals which are frequently considered somewhat separately due to their unique physicochemical properties. Such solids are studied in this thesis for the first time with the incremental scheme in the case of the infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains. Appropriate cluster approximations are discussed in detail in the ensuing Chapter 4.

For ionic crystals, it turned out to be essential to surround clusters with several shells of point charges chosen according to Evjen [3,176] to ensure that a proper Madelung field is created [169,177-180]. The cations are described well by basis sets of moderate, double- $\zeta$, quality but the anions in such crystals required a very accurate representation of their diffuse electron distribution $[169,177,178]$. The full set of valence orbitals are usually selected as one-body orbital sets (3.14) [169, 177, 178]. Many ionic compounds have been studied: the oxides MgO [177,178], CaO [178], rutile $\left(\mathrm{TiO}_{2}\right)$ [181] and NiO [182]. Light and heavy alkali halides $[179,180]$ up to AgCl and $\mathrm{AuCl}[183]$ have been regarded as well as GdN [184], hydroborates [172], bulk LiH [32], the infinite lithium hydride chain [138] and the beryllium hydride polymer [138].

Covalent crystals are usually partitioned in terms of individual bonds [167, 170, 185]. Bonds that would be connected to other atoms in the infinite crystal, so-called dangling bonds, are required to be saturated with hydrogen atoms to yield the proper electronic structure of the crystal in the molecular clusters $[66,167]$. This procedure is analyzed and criticized by Paulus [167], on pages 46-48, who finds a charge redistribution. The ground-state binding energies of diamond [43], group-IV semiconductors [44, 186, 187], III-V semiconductors [188, 189] and II-VI semiconductors [190] could be obtained. The trans-polyacetylene polymer [151] and a semiconducting polymer with an aromatic $\pi$ -
system, poly(para-phenylene) [152], have been studied.
Despite of the well-known slow decay of Wannier orbitals of metals that originate from partially-filled bands [3,6,10,122], attempts are made to treat metallic crystals with the incremental scheme. Breathtakingly accurate results have been published so far that highly encourage further investigations. The first studies are graphite [45], one-dimensional lithium rings [191] and mercury crystals [192].

In finite clusters, energy increments which are equivalent due to space group symmetry in the infinite crystal, should also be calculated and utilized where appropriate to allow the cancellation of errors which are introduced by the finite-cluster approximation, Paulus [167], pages 46-48 and Albrecht [66], page 28. Moreover, Paulus [167] noted that the impact of finite-size effects on one-body energy increments are predominantly responsible for errors in the correlation energy of crystals among a set of clusters. Inaccuracies of the cluster approximation on two-body (and higher-body) energy increments are found to be compensated to a large extent.

Moreover, as the Hamiltonian (2.4) contains only one- and two-particle interactions, three-body and higher increments are only described by an indirect coupling [66], page 19. In the above studies of crystals, it has been found that three-body energy increments frequently are larger than zero. They represent the correction due to electron repulsion by the Pauli exclusion principle. The three-body energy increments tend to compensate space group symmetry breaking observed for the localized molecular orbitals with respect to Wannier orbitals of the infinite crystals, Reference [170], page 20 and Reference [66], page 19 .

Let me conclude this section with the words of the originator of the incremental scheme, Hermann Stoll (with coworkers), taken from Reference [137]:"[...] The main drawback of the incremental scheme [...] is the derivation of the correlation increments from finitecluster instead of infinite-solid calculations. By consistently and rigorously taking into account the periodicity of the lattice, at all stages of the calculations, we now strive to provide an improved procedure." I engage with this program in Part II of this dissertation but stay with the finite-cluster approximation to study the ground-state of infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains in the following Chapter 4 which will turn out to be an adequate pursuit for these systems.

### 3.5 Convergence of correlation energies

The incomplete one-particle basis sets, which are used in practical computations, lead to the basis set truncation error, in addition to the $N$ electron error of the correlation method. The convergence of correlation energies with the quality of the underlying oneparticle basis set has been investigated carefully [42,46,54,193,194]. The analysis of the partial-wave expansion of the correlation energy of the helium atom due to Hill [42, 46, 54] establishes the dependence of the correlation energy on the highest angular momentum $\ell$ in the basis set

$$
\begin{equation*}
E_{\text {corr }}(\ell)-E_{\text {corr }}(\ell-1)=a_{4}\left(\ell+\frac{1}{2}\right)^{-4}+a_{5}\left(\ell+\frac{1}{2}\right)^{-5}+\ldots \tag{3.18}
\end{equation*}
$$

The basis set is assumed to be saturated with respect to basis functions of lower angular momenta than $\ell$. A similar convergence behavior has been found in the case of MP2 theory for many-electron atoms by Kutzelnigg and Morgan $[195,196]$.

Let $E_{\text {corr }}(\ell)$ be given for $\ell=L$, then the difference to $E_{\text {corr }}(\infty)$ can be derived by summing up the leading terms in (3.18) as follows

$$
\begin{equation*}
E_{\text {corr }}(\infty)=E_{\text {corr }}(L)+a_{4} \sum_{\ell=L+1}^{\infty}\left(\ell+\frac{1}{2}\right)^{-4}+\ldots \tag{3.19}
\end{equation*}
$$

This sum is approximated by replacing the summation by an integration [42,55]

$$
\begin{equation*}
\sum_{\ell=L+1}^{\infty}\left(\ell+\frac{1}{2}\right)^{-4}=\int_{L+\frac{1}{2}}^{\infty}\left(\ell+\frac{1}{2}\right)^{-4}=\frac{1}{3}(L+1)^{-3} \tag{3.20}
\end{equation*}
$$

and truncating the series (3.19) after the leading correction term. Let $X=L+1$ and $A^{\prime}=\frac{a_{4}}{3}$, the relation

$$
\begin{equation*}
E_{\text {corr }}(\infty)=E_{\text {corr }}(X)-A^{\prime} X^{-3} \tag{3.21}
\end{equation*}
$$

follows. Here $E_{\text {corr }}(\infty)$ is the basis set limit correlation energy of the respective correlation method and $E_{\text {corr }}(X)$ represents the correlation energy obtained with basis set $X$. Expression (3.21) is derived for the asymptotic behavior, i.e., large $X$, of the correlation energy of the helium atom, assuming that basis sets of highest angular momentum $X$ are centered on the nucleus. The basis sets are supposed to be complete for all angular momenta $\leq X$ and are required to be complete with respect to their radial part [54].

Writing Equation (3.21) for two different basis sets $X$ and $Y$, I obtain

$$
\begin{align*}
& E_{\text {corr }}(\infty)=E_{\text {corr }}(X)-A^{\prime} X^{-3} \\
& E_{\text {corr }}(\infty)=E_{\text {corr }}(Y)-A^{\prime} Y^{-3} . \tag{3.22}
\end{align*}
$$

This allows one to eleminate the unknown constant $A^{\prime}$ which yields a simple two-point fit $[42,46,56]$

$$
\begin{equation*}
E_{\mathrm{corr}}(\infty)=\frac{E_{\mathrm{corr}}(X) X^{3}-E_{\mathrm{corr}}(Y) Y^{3}}{X^{3}-Y^{3}} \tag{3.23}
\end{equation*}
$$

Equation (3.23) is derived under considerable constraints. However, the fit turns out to provide highly accurate molecular binding energies as I will demonstrate in the following Chapter 4 [42, 46, 55-57].

The extrapolation scheme for correlation energies of Park, Huh and Lee [58, 59] is a more flexible basis set extrapolation which has not been derived under the prerequisites of the $X^{-3}$ scheme (3.23) but sets out from the approximation

$$
\begin{equation*}
\frac{E_{\text {corr }}^{\text {crystal }}(X)-E_{\text {corr }}^{\text {crystal }}(\infty)}{E_{\text {corr }}^{\text {crstal }}(Y)-E_{\text {corr }}^{\text {cryal }}(\infty)} \approx \gamma_{X, Y}=\frac{E_{\text {conr }}^{\text {momer }}(X)-E_{\text {corr }}^{\text {momer }}(\infty)}{E_{\text {corr }}^{\text {momorer }}(Y)-E_{\text {corr }}^{\text {momer }}(\infty)} \tag{3.24}
\end{equation*}
$$

The basis set convergence rate $\gamma_{X, Y}$ is assumed to be the same for a monomer and a crystal formed by many monomers. $\gamma_{X, Y}$ is the ratio of the absolute error in the correlation
energy of the monomer described by two different basis sets $X$ and $Y$. If the electronic structure of a monomer does not change substantially upon crystallization, a given basis set represents both the monomer and the crystal equally well. Expression (3.24) is recast to yield

$$
\begin{align*}
E_{\text {corr }}^{\text {crystal }}(\infty) & =\frac{E_{\text {corr }}^{\text {crystal }}(X)-\gamma_{X, Y} E_{\text {corr }}^{\text {crystal }}(Y)}{1-\gamma_{X, Y}}  \tag{3.25a}\\
\gamma_{X, Y} & =\frac{E_{\text {corr }}^{\text {momer }}(X)-E_{\text {conr }}^{\text {momer }}(\infty)}{E_{\text {corr }}^{\text {monorer }}(Y)-E_{\text {corr }}^{\text {momer }}(\infty)} \tag{3.25b}
\end{align*}
$$

which is interpreted [58] to optimize not only the linear parameter $A^{\prime}$ in (3.21) but also to consider the exponent of $X$ as well, i.e.,

$$
\begin{equation*}
E_{\text {corr }}(\infty)=E_{\text {corr }}(X)-A^{\prime} X^{-p} \tag{3.26}
\end{equation*}
$$

I consider it to cope slightly better with the increasing radial and angular completeness of hierarchical basis set series.

## 4 Hydrogen fluoride and hydrogen chloride chains

Hydrogen fluoride [61, 197-202] and hydrogen chloride [203-205] are representatives of molecular crystals, i.e., the electronic structure of the monomers is essentially preserved upon crystallization [3]. The monomers in both crystals are hydrogen bonded [61, 173, 206-208]. Such bonds are formed between two electronegative units X and Y which act as donor and acceptor, respectively, of a hydrogen atom [173, 209]

$$
\begin{equation*}
\text { R-X-H } \cdots: Y-R^{\prime} . \tag{4.1}
\end{equation*}
$$

In this thesis, $\mathrm{X}, \mathrm{Y}$ stand for $\mathrm{F}, \mathrm{Cl}$ and $\mathrm{R}^{\prime}=\mathrm{H}$ whereas R is not needed here. Therefore, the hydrogen bond is formed between the separately identifiable monomers HF and HCl , respectively. Only a bare, tiny proton would remain, if a hydrogen atom was completely ionized. Therefore, a high electronegativity of the donor X is only able to withdraw charge partially from the hydrogen atom which leads to the additional formation of a directional and anisotropic bonding to the acceptor Y [61,173,206-209]. Hydrogen bonds are intermediates between purely ionic bonds and van der Waals bonds and are of great importance for the physical and chemical properties of many organic and inorganic crystals. Moreover, they turn out to be crucial for the structure of many biopolymers such as proteins or nucleic acids [61, 173, 206-209].

At low temperatures, HF and HCl are structurally very similar, with the differences between both crystals arising exclusively from the different halogenide atoms involved. While hydrogen fluoride forms very strong hydrogen bonds, hydrogen chloride forms only weak hydrogen bonds [173]. Therefore, HF and HCl represent good candidates for a thorough analysis of this special type of bonding in crystals. The monomers in both solids are found to be arranged in terms of parallel infinite zig-zag chains [Figure 4.1] with a large interchain distance and, hence, a weak interchain interaction [Section 4.1]. Frequently, a single infinite chain is considered as a simple but realistic model of these crystals. The isolated $(\mathrm{HF})_{\infty}$ chain has fascinated many theoreticians. Selected works are: model studies [210-212], the semiempirical [intermediate neglect of differential overlap (INDO)] examination of Zunger [213], DFT calculations (LDA) of Springborg [211, 212] and the $a b$ initio investigations in References [99, 214-226]. Infinite ( HCl$)_{\infty}$ chains, in contrast, have not been considered extensively. There are a model study [210] and a few ab initio examinations [216,217,227,228]. For both, isolated $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains, the zig-zag geometry of Figure 4.1 is the energetically favored arrangement in comparison to the linear geometry. For $(\mathrm{HF})_{\infty}$ this has been shown in early studies by Karpfen et al. [215,219] and Beyer and Karpfen [221]. The structure of isolated $(\mathrm{HCl})_{\infty}$ chains has been investigated in Reference [228].

The large number of $a b$ initio studies which have been carried out for the chains exhibits how challenging hydrogen bonded systems are. A thorough investigation requires


Figure 4.1: (Color) Geometry of infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ zig-zag chains. The numbers below the monomers indicate the relative position of a monomer in the chain with respect to an origin monomer " 0 ". The figure is based on a rendering of $(\mathrm{HF})_{10}$ created with the MOLDEN program [229].
both very good electron correlation methods and large one-particle basis sets [57, 61]. Therefore, a periodic Hartree-Fock treatment [Section 2.2] is accompanied by sophisticated correlation calculations [Section 4.3]. To this end, I use the correlation method coupled-cluster singles and doubles (CCSD) [Section 3.2] in conjunction with the incremental scheme [Section 3.4]. Moreover, I apply the basis set extrapolation schemes for Hartree-Fock energies of Section 2.4 in Section 4.2 and the scheme for correlation energies of Section 3.5 in Section 4.3.4 to finally arrive at accurate binding energies in Section 4.4.

### 4.1 Computational details

Hydrogen fluoride and hydrogen chloride crystallize in an orthorhombic low-temperature phase described by the space groups $B m 2_{1} b$ for HF [197-199] and $B b 2_{1} m$ for HCl [203205]. The unit cells of both crystals contain four monomers which are arranged in terms of two weakly interacting, parallel zig-zag chains [Figure 4.1] along the $b$-axis. They are described by a unit cell which comprises two monomers and are considered as an excellent one-dimensional model for HF and HCl crystals [99,210-228]. The geometry of the single chains is determined by three parameters, the $\mathrm{H}-\mathrm{X}$ distance $r$, the $\mathrm{X} \cdots \mathrm{X}$ distance $R$ and the angle $\alpha=\angle(\mathrm{HXH}), \mathrm{X}=\mathrm{F}, \mathrm{Cl}$. Experimental values for the parameters are $r=$ $0.92 \AA, R=2.50 \AA, \alpha=120^{\circ}$ for $(\mathrm{HF})_{\infty}[197,230]$ and $r=1.25 \AA, R=3.688 \AA, \alpha=$ $93.3^{\circ}$ for $(\mathrm{DCl})_{\infty}[203] . \mathrm{HCl}$ and DCl crystals have very similar lattice constants and are considered to be isomorphous [203]. Unfortunately, further structural information for HCl crystals is unavailable.

Periodic Hartree-Fock calculations for binding energies (4.2) of infinite (HF) $)_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains [Section 4.2] are carried out with the CRYSTAL program [5, 7, 231]. Short fractions of the chains, the oligomers $(\mathrm{HF})_{n}$ and $(\mathrm{HCl})_{n}, n=2,4,6,9,10$, are treated with the program package molpro [232]. Correlation calculations for the energy increments in (3.16), (3.17) are carried out for oligomers only, employing Foster-Boys localization [139, 140] of the molecular orbitals and the CCSD correlation method [158, 159, 232] [Section 3.2]. The chains are described by the hierarchical series of correlation consistent basis sets [48] cc-pVXZ [49, 50], aug-cc-pVXZ [49-51] and d-aug-cc-pVXZ [49, 51, 52], $X=\mathrm{D}, \mathrm{T}, \mathrm{Q}, 5,6$.

As Hartree-Fock energies converge rapidly towards the basis set limit (2.31) -in contrast


Figure 4.2: (Color) Basis set convergence of the Hartree-Fock binding energy per monomer $\Delta E_{S C F}$ in a $(\mathrm{HF})_{\infty}$ chain. Circles and squares represent $\triangle E_{\mathrm{SCF}}(X)$ of the cc-pVXZ and aug-cc-pVXZ basis sets, respectively, where open and closed symbols denote bare and CP corrected Hartree-Fock binding energies. The straight line results from two nearly coinciding lines which indicate the extrapolated Hartree-Fock binding energies $\triangle E_{S C F}(\infty)$, the upper and the lower line referring to the cc-pVXZ and the aug-cc-pVXZ basis sets, respectively. The crosses indicate the mean of the CP corrected and the corresponding bare Hartree-Fock binding energies.
to correlation energies (3.23) - these two contributions (4.2) and (4.6) to the total binding energy (4.7) can thus be treated separately and one may even use a smaller basis set for the Hartree-Fock than for the correlation calculations. In fact, I exploit the different rates of convergence by dropping $f, g, h, i$ basis functions in periodic Hartree-Fock calculations. This is required because CRYSTAL $[5,7,231]$ is unable to handle $f, g, h, i$ basis functions. However, the full basis sets are utilized in calculations for oligomers with molpro [232]. To estimate the influence of the neglected basis functions on the binding energy (4.7) of the chains, I examine the Hartree-Fock binding energy per monomer for ( HF$)_{9}$ and $(\mathrm{HCl})_{9}$ both with and without $f, g, h$ functions in a cc-pV5Z [48-50] basis set which is close to completeness with respect to basis functions with the angular momenta $s, p, d$. The binding energies with $f, g, h$ functions are smaller by $\approx 13 \mu \mathrm{E}_{\mathrm{h}}$ than those excluding $f, g, h$ functions for both chains which turns out to be sufficiently small to be neglected in the successive calculation of total binding energies in Section 4.4.

The behavior of the two-body energy increments for big separations of the two monomers is studied in Section 4.3.3 using the oligomers $(\mathrm{HF})_{10}$ and $(\mathrm{HCl})_{10}$. The aug-cc-pVDZ [4851] basis set is employed which yields somewhat less accurate total binding energies than larger basis sets. Yet, the long-range behavior of the energy increments in the hydrogenbonded chains is well described. In fact, the two-body energy increment for third nearest neighbors $\varepsilon_{03}$ [Section 4.3] as obtained with the aug-cc-pVDZ [48-51] basis set is smaller
by $2 \%$ for $(\mathrm{HF})_{\infty}$ and by $4 \%$ for $(\mathrm{HCl})_{\infty}$ than $\varepsilon_{03}$ in the larger aug-cc-pVTZ [48-51] basis set. Similarly, $K$-body energy increments for $K \geq 3$ agree well as soon as the spatial orbital overlap between the one-body orbital sets (3.14) become negligible.

The calculation of binding energies should always include a thorough investigation of the basis set superposition error (BSSE) [233-235] as they are defined with respect to the monomer energy [Equations (4.2) and (4.6)]. In weakly bound systems like (HF) $)_{\infty}$ and $(\mathrm{HCl})_{\infty}, \mathrm{BSSE}$ can not only lower the accuracy of the results but also may yield artefacts. The situation is severe, if poor basis sets are employed. Basis sets for three-dimensional crystals are frequently chosen considerably less diffuse with respect to a certain accuracy of the binding energy than those for molecular calculations [5, 7] as there is no need to describe any vacuum properly. However, the definition of the binding energy involves a calculation of the monomer energy which implies that a proper description of the vacuum is also required. A balanced representation of the atoms in the crystal and the atoms in the monomer is therefore imperative. In single chains, the vacuum for the two remaining directions vertically to the chain axis needs to be accounted for which requires more diffuse basis sets.

BSSE is removed using the counterpoise correction (CP) [42,234, 235], by surrounding a HF or a HCl monomer, respectively, with additional ghost basis functions, i.e., basis functions that are not centered on atoms but are freely placed in space, arranged to form short fractions (oligomers) of the infinite chains. By this procedure, I am able to include the effect of basis set extension ( $B S E$ ) [235], i.e., the improved description of the atoms in the origin cell due to the basis sets in neighboring unit cells, which leads to BSSE if unaccounted for. The impact of BSE is not as severe in the Hartree-Fock approximation as it is for the correlation methods, due to the exponential convergence of Hartree-Fock energies towards the basis set limit (2.31) with respect to the cardinal number $X$ of correlation consistent basis sets while correlation energies only converge with $X^{-3}$ (3.21) [Sections 2.4 and 3.5]. Hence, even the smaller correlation consistent basis sets yield reasonable Hartree-Fock binding energies per monomer even if the BSSE is not regarded.

### 4.2 Independent particles

Treating the electrons in the infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains in Hartree-Fock approximation, yields the following contribution to the binding energy per monomer

$$
\begin{equation*}
\Delta E_{\mathrm{SCF}}=\frac{1}{2} \mathcal{E}_{\text {chain }}^{\mathrm{SCF}}-\mathcal{E}_{\text {monomer }}^{\mathrm{SCF}} \tag{4.2}
\end{equation*}
$$

where $\mathcal{E}_{\text {chain }}^{S C F}$ is the Hartree-Fock energy of a chain per unit cell and $\mathcal{E}_{\text {monomer }}^{\text {SCF }}$ is the corresponding Hartree-Fock energy of the monomer. In Figures 4.2 and $4.3, \mathcal{E}_{\text {chain }}^{\mathrm{SCF}}$ of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ are plotted for series of correlation consistent basis sets. For each series, there is an upper curve for the CP corrected ${ }^{1}$ binding energies and a corresponding lower curve giving the bare binding energies without CP correction of the monomer energies. Both
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Figure 4.3: (Color) Basis set convergence of the Hartree-Fock binding energy per monomer $\Delta E_{\text {SCF }}$ of a $(\mathrm{HCl})_{\infty}$ chain. Symbols are chosen as in Figure 4.2. The upper and the lower straight lines now refer to the aug-cc-p $V X Z$ and the cc-pV$X Z$ basis sets limits $\Delta E_{\mathrm{SCF}}(\infty)$, in reverse order compared to Figure 4.2.
curves converge unsystematically towards the Hartree-Fock basis set limit; especially, they do not converge monotonically.

The deviation of the lower curve from the upper curve of the same basis set series yields an estimate of the error of the approximation introduced by the finite basis sets as this deviation is the size of the $\operatorname{BSSE}$ [235] and an estimate of the incompleteness of a one-particle basis set. It is very small, $0.27 \%$ for $(\mathrm{HF})_{\infty}$ and $2.7 \%$ for $(\mathrm{HCl})_{\infty}$, utilizing the cc-pV6Z basis set. Nevertheless, I would like to elucidate whether, in the case of an infinite chain, the Hartree-Fock energies follow (2.31) as well, i.e., whether the packing in infinite periodic systems has an unexpected impact on Hartree-Fock basis set convergence. The Table 4.1 gives Hartree-Fock binding energies (4.2) at the basis set limit for the infinite chains as obtained by a least squares fit using (2.31). It turns out that the fit describes the Hartree-Fock energies, underlying Figures 4.2 and 4.3, excellently. A three-point fit based on (2.31) to the Hartree-Fock energies, obtained with three basis sets $X, Y$ and $Z$, also yields convincing results that converge rapidly with the quality of the three basis sets used. For the basis set convergence of the Hartree-Fock binding energy of several hydrogen-bonded complexes, including $(\mathrm{HF})_{2}$ and $(\mathrm{HCl})_{2}$, Halkier et al. [57] found that the mean of the bare and the counterpoise corrected Hartree-Fock binding energies frequently provides a decent extrapolation to the basis set limit. This behavior of the mean Hartree-Fock binding energy is solely observed for the aug-cc-pVXZ series for $(\mathrm{HF})_{\infty}$.

In Table 4.6, I communicate the mean of the basis set extrapolated Hartree-Fock binding energies $\Delta E_{\mathrm{SCF}}(\infty)$ for the chains of Table 4.1. At the Hartree-Fock equilibrium geometry

| Compound | BSSE | $\Delta E_{\text {SCF }}(\infty)$ |  |
| ---: | :---: | :---: | :---: |
|  | correction | cc-pVXZ | aug-cc-pVXZ |
| $(\mathrm{HF})_{\infty}$ | Non | -10.199 | -10.194 |
| $(\mathrm{HCl})_{\infty}$ | CP | -10.194 | -10.222 |
|  | Non | -0.596 | -0.586 |
|  | CP | -0.584 | -0.577 |

Table 4.1: Basis set extrapolated Hartree-Fock binding energies per monomer $\Delta E_{\text {SCF }}(\infty)$ of $(H F)_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains as obtained by least squares fits to (2.31) of their Hartree-Fock energies for the $\mathrm{cc}-\mathrm{pV} X Z(X=\mathrm{D}, \ldots, 6)$ and aug-cc-pVXZ $\left(X=\mathrm{D}, \ldots, 5\right.$ for $(\mathrm{HF})_{\infty}$ and $X=\mathrm{D}, \ldots, 6$ for $\left.(\mathrm{HCl})_{\infty}\right)$ series of basis sets. All data are given in millihartree.
of $(\mathrm{HF})_{\infty}$, Bayer and Karpfen give $-10.360 \mathrm{mE}_{h}$ for basis set three in Reference [221] and Hirata and Iwata find $-10.855 \mathrm{mE}_{h}$ for the $6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set [225]. Both numbers are in good agreement with my result of $-10.202 \mathrm{mE}_{h}$. Yet, Berski and Latajka report $-9.696 \mathrm{mE}_{h}$ for $(\mathrm{HF})_{\infty}$, using the $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set [224], and $-2.073 \mathrm{mE}_{h}$ for $(\mathrm{HCl})_{\infty}$ employing the $\mathrm{DZ}(\mathrm{d}, \mathrm{p})$ basis set [228]. Especially the latter number deviates considerably from my result, $-0.586 \mathrm{mE}_{h}$. One reason for that is most likely the fact that Berski and Latajka did not remove the BSSE $[224,228]$.

### 4.3 Electron correlations

### 4.3.1 Transferability

In order to ensure that the localized occupied molecular orbitals of oligomers in the geometry of the infinite chains are a good approximation to the Wannier orbitals of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$, the orbitals obtained by the Foster-Boys procedure $[139,140]$ have to be approximately translationally related (2.32a) within a certain oligomer and must not differ substantially among oligomers of varying length. In other words, the localized occupied molecular orbitals are required to be transferable [Section 3.4]. In order to achieve transferability for moderately sized molecular clusters, one is frequently obliged to account for the omitted monomers in terms of an appropriate substitute. In the case of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$, two options offer themselves. On the one hand, both chains are cut out from a molecular crystal, implying no substitutes as in rare-gas crystals [174,175]. On the other hand, particularly $(\mathrm{HF})_{\infty}$, is rather ionic and a surrounding by point charges can be envisaged [176-180]. I explore both possibilities to elucidate what kind of procedure is adequate for hydrogen bonded solids.

In the case of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$, the outer and inner valence orbitals of a HF and a HCl monomer, i.e., eight electrons, are assigned to a one-body orbital set (3.14). To test the transferability prerequisite, I calculated all one-body energy increments and all two-body energy increments between two adjacent monomers, the so-called connected twobody energy increments, in isolated oligomers ( HF$)_{n}$ and $(\mathrm{HCl})_{n}, n=2,4,6,10$. They are compared to the energy increments in the oligomers which I surround by point charges $q$ up to twentieth nearest neighbors. The hydrogen atoms are represented by $q=+1$;


Figure 4.4: (Color) One-body energy increments $\Delta \varepsilon_{0}$ of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains as determined in oligomers of varying length reduced by the CP-corrected correlation energy $\mathcal{E}_{\text {mon }}^{\text {corr }}$ of the respective monomer. Circles stand for $(\mathrm{HF})_{\infty}$ and squares for $(\mathrm{HCl})_{\infty}$ data obtained with the aug-cc-pVDZ basis set [48-51]. Open symbols refer to oligomers surrounded by point charges whereas closed symbols denote isolated oligomers.
fluorine and chlorine atoms are described by $q=-1$ in the interior whereas the charge of the outermost left and right fluorine and chlorine atoms is set to $q=-\frac{1}{2}$ [176-180].

Comparing the mean of the innermost one-body and the innermost connected twobody energy increments among oligomers of varying length in Figures 4.4 and 4.5, I observe a rapid convergence towards the limit of the infinite chain where the values for the isolated oligomers and the values for the point-charge embedded oligomers also approach each other quickly. The energy increments taken from the isolated oligomers increase (decrease) in Figure 4.4 (Figure 4.5) monotonically while additional point charges cause an unsystematic but somewhat accelerated convergence. Obviously, the choice whether to employ point charges or not has only little impact. The one-body (two-body) energy increments differ by $67 \mu \mathrm{E}_{h}\left(14 \mu \mathrm{E}_{h}\right)$ in $(\mathrm{HF})_{\infty}$ and by $22 \mu \mathrm{E}_{h}\left(31 \mu \mathrm{E}_{h}\right)$ in $(\mathrm{HCl})_{\infty}$. In the following only energy increments taken from isolated oligomers are regarded. The observed convergence behavior of the individual curves in Figures 4.4 and 4.5 is explained by a small variation in the localized orbitals, and, predominantly, by the improvement of the electronic structure as it rapidly approaches the electronic structure of the infinite chains upon increasing length of the oligomers. This underlines the transferability of the underlying orbitals.

The error introduced on the binding energy due to the only approximate translational relation (2.32a) of the Wannier orbitals in the finite length oligomers can be estimated by investigating the numerical differences between energy increments which should be identical due to translational symmetry. The connected two-body increments, for exam-


Figure 4.5: (Color) Two-body energy increments $\Delta \varepsilon_{01}$ of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains as determined in oligomers of varying length. Symbols are chosen as in Figure 4.4.
ple, vary at most by $40 \mu \mathrm{E}_{\mathrm{h}}$ in $(\mathrm{HF})_{10}$ and at most by $11 \mu \mathrm{E}_{\mathrm{h}}$ in $(\mathrm{HCl})_{10} .^{2}$ I conclude that the transferability prerequisite of the energy increments is fulfilled in good accuracy. The agreement between the electronic structure of the chains obtained in the two different ways described, corroborates the applicability of oligomers to represent the electronic structure of infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains.

### 4.3.2 Short-range correlations

Let me discuss the short-range correlation contributions first. The most relevant energy increments of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ are summarized in Table 4.2. The one-body energy increments incorporate excitations of electrons out of the Wannier orbitals associated with a single monomer to all virtual orbitals in the oligomer and thus include, in addition to the short-range correlations close to the nuclei of the monomer, the energy lowering due to a delocalization of the valence electrons of a monomer over the whole chain. The electronic structure of the HF and HCl monomers is essentially preserved in $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ as can be seen from the CP corrected correlation energy of the HF monomer $\left(-227.3406 \mathrm{mE}_{h}\right)$ and the HCl monomer $\left(-176.2151 \mathrm{mE}_{h}\right)$ which are by $1.8 \%$ and $0.6 \%$ smaller, respectively, than the corresponding one-body energy increments $\Delta \varepsilon_{0}$ [Table 4.2]. The one-body energy increments are a bit larger than the correlation energies of the corresponding free monomers which reflects the Pauli repulsion that is exerted by the electrons of the neighboring monomers.

The $K$-body increments, $K \geq 2$, describe the mutual correlations of the valence elec-

[^15]| Increment | $(\mathrm{HF})_{\infty}$ | $(\mathrm{HCl})_{\infty}$ |
| :--- | ---: | ---: |
| $\Delta \varepsilon_{0}$ | -223.3632 | -175.0985 |
| $\Delta \varepsilon_{01}$ | -4.0879 | -2.8213 |
| $\Delta \varepsilon_{02}$ | -0.0861 | -0.1347 |
| $\Delta \varepsilon_{012}$ | -0.0163 | 0.0014 |
| $\Delta \varepsilon_{03}$ | -0.0063 | -0.0092 |
| $\Delta \varepsilon_{013}$ | -0.0015 | -0.0016 |
| $\Delta \varepsilon_{0123}$ | 0.0003 | 0.0006 |

Table 4.2: Exemplary energy increments of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains taken from $(\mathrm{HF})_{10}$ and $(\mathrm{HCl})_{10}$ oligomers. The energy increments are extracted from the innermost monomers in the oligomers employing the aug-cc-pVDZ basis set [48-51]. All data are given in millihartree.
trons of several monomers. They give rise to a pronounced non-linear increase of the binding energy of small clusters and short oligomers which is termed bond cooperativity (References [61,236] and references therein) and is a manifestation of electron correlations. The connected two-body energy increment of $(\mathrm{HCl})_{\infty} \varepsilon_{01}^{\mathrm{HCl}}$ is $31 \%$ smaller than the corresponding energy increment $\varepsilon_{01}^{\mathrm{HF}}$ in $(\mathrm{HF})_{\infty}$. The connected three-body energy increment $\varepsilon_{012}^{\mathrm{HCl}}$ even is repulsive, i.e., greater than zero, but $\varepsilon_{012}^{\mathrm{HF}}$ is attractive. The reverse trend is observed for the remaining energy increments. The energy increment $\varepsilon_{02}^{\mathrm{HCl}}$ is $57 \%$ larger than $\varepsilon_{02}^{\mathrm{HF}}$. The connected four-body increment $\varepsilon_{0123}^{\mathrm{HCl}}$ even is $100 \%$ larger than $\varepsilon_{0123}^{\mathrm{HF}}$ and both are repulsive. These two trends of the energy increments can be explained by two effects. Firstly, short-range correlations are effective for nearest neighbors which is apparently stronger in $(\mathrm{HF})_{\infty}$ than in $(\mathrm{HCl})_{\infty}$ due to the tighter packing of the monomers in $(\mathrm{HF})_{\infty}$ and the greater compactness of the HF monomer itself. Secondly, chlorine atoms have a higher polarizability than fluorine atoms. This causes the van der Waals interaction to be stronger in $(\mathrm{HCl})_{\infty}$ than in $(\mathrm{HF})_{\infty}$ leading the more distant energy increments to be larger in $(\mathrm{HCl})_{\infty}$ compared to $(\mathrm{HF})_{\infty}$ despite of the bigger intermonomer distances in $(\mathrm{HCl})_{\infty}$.

However, one should not interpret the energy increments of the incremental scheme too extensively and especially one should not associate too much physics with their individual values. The energy increments depend on the specific unitary transformation used to localize the occupied orbitals (here determined by the Foster-Boys method [139, 140]). Therefore, their values depend on this transformation. Only the binding energy, which is the sum of these energy increments, is a physical observable and thus invariant under unitary transformations of the orbitals. For an analysis of the individual energy increments to be meaningful and of semi-quantitative quality, the energy increments are required to be fairly independent of the underlying localization procedure. This is well-fulfilled for hydrogen-bonded systems.

### 4.3.3 Long-range correlations

At separations of two isolated monomers where the spatial orbital overlap between the orbitals in the one-body orbital sets of the monomers becomes negligible, only van der


Figure 4.6: (Color) Absolute values of two-body energy increments $\left|\Delta \varepsilon_{0 n}\right|$ (closed symbols) and van-der-Waals-reduced two-body energy increments $\left|\Delta \varepsilon_{0 n}^{v d W}\right|$ (open symbols) using (4.3) and the constants in Table 4.3 for both $(\mathrm{HF})_{\infty}$ (circles) and $(\mathrm{HCl})_{\infty}$ (squares) chains.

Waals dispersion interaction remains. This is also the case for the interaction between two separated monomers in the infinite chains which is correspondingly described by the two-body energy increments [177-180]. The two-body energy increments of (HF) $)_{\infty}$ and $(\mathrm{HCl})_{\infty}$ up to seventh nearest neighbors are displayed in Figure 4.6. The curves decay rapidly with the distance between the two contributing monomers.

The monomers in Figure 4.1 which are labelled by odd cardinal numbers are tilted with respect to monomer 0. Likewise, monomers with even cardinal numbers are arranged parallely to the origin monomer. I will refer to the two types of two-body energy increments that result from a parallel or tilted setting of monomers as odd or even energy increments, respectively. The long-range interaction between monomers is approximated by the leading term of two-body van der Waals dispersion interaction [237]

$$
\varepsilon_{0 n}^{\mathrm{vdW}}=\left\{\begin{array}{ll}
-\frac{C_{0}^{\text {odd }}}{\left(\frac{n}{2} a\right)^{6}} & ; n \text { odd }  \tag{4.3}\\
-\frac{C^{\text {ven }}}{\left(\frac{n}{2} a\right)^{6}} & ; n \text { even }
\end{array},\right.
$$

where individual van der Waals constants $C_{6}^{\text {odd }}$ and $C_{6}^{\text {even }}$ are affixed for odd and even energy increments with cardinal number $n$, respectively. Here $a$ represents the lattice constant of the $(\mathrm{HF})_{\infty}$ or the $(\mathrm{HCl})_{\infty}$ chain. The van der Waals constants are obtained by a weighted fit with the Levenberg-Marquardt algorithm [238] of the data in Figure 4.6 for either the odd or the even energy increments. The weights are chosen such that the fit reproduces the energy increments with large $n$ best as for them spatial orbital overlaps between the orbitals from the two one-body orbital sets (3.14) are negligible. The van der Waals constants for the fits of the two sets of translationally equivalent monomers are given in Table 4.3.

| Compound | $C_{6}^{\text {odd }}$ | $C_{6}^{\text {even }}$ |
| ---: | :--- | :--- |
| $(\mathrm{HF})_{\infty}$ | -23.354 | -20.225 |
| $(\mathrm{HCl})_{\infty}$ | -120.81 | -120.08 |

Table 4.3: Van der Waals constants $C_{6}^{\text {odd }}$ and $C_{6}^{\text {even }}$ of two-body dispersion interaction for (HF) $)_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains. They are obtained by fitting the two-body energy increments of Figure 4.6 with either odd or even cardinal numbers $n$, respectively, for the aug-cc-pVDZ basis set [48-51] to (4.3). All data are given in Hartree Bohr ${ }^{6}$.

Now the van der Waals contribution (4.3) can be subtracted from the two-body energy increments yielding van-der-Waals-reduced energy increments

$$
\begin{equation*}
\Delta \varepsilon_{0 n}^{\mathrm{vdW}}=\Delta \varepsilon_{0 n}-\varepsilon_{0 n}^{\mathrm{vdW}} \tag{4.4}
\end{equation*}
$$

Their absolute values $\left|\Delta \varepsilon_{0 n}^{\mathrm{vdW}}\right|$ are shown aside of the absolute values of the two-body energy increments $\left|\Delta \varepsilon_{0 n}\right|$ in Figure 4.6.

Two regions can be identified in Figure 4.6. Firstly, nearest to second-next-nearest neighbors, the local correlation zone, where, due to spatial orbital overlaps, short-range electron correlations are effective. There, the decay of two-body energy increments with the distance between the two monomers is slower than what would result from a pure van der Waals interaction (4.3). I observe that the contribution to $\left|\Delta \varepsilon_{01}^{\mathrm{vdW}}\right|$ of $(\mathrm{HCl})_{\infty}$ is appreciably larger than in $(\mathrm{HF})_{\infty}$ as the curves for $\left|\Delta \varepsilon_{01}\right|$ and $\left|\Delta \varepsilon_{01}^{\mathrm{vdW}}\right|$ are much closer for $(\mathrm{HCl})_{\infty}$ than for $(\mathrm{HF})_{\infty}$. Secondly, the van der Waals zone reaching from the third up to the seventh nearest neighbor. Here a typical $r^{-6}$-decay is observed, leading to van-der-Waals-reduced energy increments which are numerically zero. A slight deviation of the two-body energy increments from a perfect $r^{-6}$ behavior is perceived beyond fifth nearest neighbors which can most likely be attributed to inaccuracies caused by the oligomer approximation. The Wannier orbitals in $(\mathrm{HCl})_{\infty}$ are more precisely related by lattice translations (2.32a) compared with $(\mathrm{HF})_{\infty}$ [Section 4.3.1] which leads to a lower absolute value of the fourth to seventh van-der-Waals-reduced energy increment. The low magnitude of $\Delta \varepsilon_{06}^{\mathrm{vdW}}$ for both chains is an artefact of the fitting process. Figure 4.6 also reveals that the two-body energy increments are of satisfactory accuracy even beyond the estimates given in Section 4.3 .1 of $40 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HF})_{10}$ and $11 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HCl})_{10}$ due to a considerable error cancellation.

Given the van der Waals constants in Table 4.3, I can employ (4.3) to sum up the van der Waals contribution of the two-body energy increments to the binding energy to infinite distances between the two monomers $\sum_{n=3}^{\infty} \varepsilon_{0 n}^{\mathrm{vdW}}$ which yields $-8 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HF})_{\infty}$ and $-12 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HCl})_{\infty}$. The better polarizability of chlorine atoms compared to fluorine atoms leads to larger long-range correlations in $(\mathrm{HCl})_{\infty}$ than in $(\mathrm{HF})_{\infty}$ [Section 4.3.2]. The van der Waals contribution of two distant monomers is comparable in magnitude to the connected three-body energy increment $\Delta \varepsilon_{012}$ in Table 4.2. The contribution of two-body energy increments between monomers being separated beyond third-nearest neighbors is in both cases $\approx 30 \%$ of $\Delta \varepsilon_{03}$.

The decomposition of the energy increments into a short-range and a long-range van der Waals contribution allows to focus on the short-range part (4.4), if a good description


Figure 4.7: (Color) Basis set convergence of the correlation contribution to the binding energy per monomer $\Delta E_{\text {corr }}$ of a (HF) $)_{\infty}$ chain. Symbols are chosen as in Figure 4.2, with diamonds showing data for the d-aug-cc-pVXZ basis sets.
of the long-range part, i.e., the dispersive interaction, is amenable via (4.3). This reduces considerably the number of energy increments to be calculated by the correlation method and hence allows to reduce the computational demand. As spatial orbital overlaps are negligible between monomers being further apart than third-nearest neighbors, the correlation contribution to their interaction energy does not require supporting monomers beyond this separation. Leaving out all unnecessary monomers in the infinite chain, ${ }^{3}$ one arrives at the setting of a molecular dissociation process which can be described with moderate computational effort. This observation opens a perspective for accelerated calculations of correlation energies of crystals with the incremental scheme.

### 4.3.4 Basis set convergence

To determine the correlation energy per monomer of the infinite chains $\mathcal{E}_{\text {corr }}$, I inspect the energy increments in Table 4.2 which converge rapidly both with the distance among the monomers involved and with the order of the many-body expansion, i.e., with the number of monomers taken into account for a specific energy increment. To obtain an accuracy of $\approx 50 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HF})_{\infty}$ and an accuracy of $\approx 11 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HCl})_{\infty}$, respectively, in $\mathcal{E}_{\text {corr }}$ from Table 4.2, I see that it is enough to include the following energy increments

$$
\begin{equation*}
\mathcal{E}_{\text {corr }} \approx \Delta \varepsilon_{0}+\Delta \varepsilon_{01}+\Delta \varepsilon_{02} \tag{4.5}
\end{equation*}
$$

[^16]

Figure 4.8: (Color) Basis set convergence of the correlation contribution to the binding energy per monomer $\Delta E_{\text {corr }}$ of a $(\mathrm{HCl})_{\infty}$ chain. Symbols are chosen as in Figure 4.2.

Hence, it is sufficient to correlate the electrons in the Wannier orbitals of only two monomers at a time for $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ where more distant two-body energy increments contribute only $-8 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HF})_{\infty}$ and $-12 \mu \mathrm{E}_{\mathrm{h}}$ for $(\mathrm{HCl})_{\infty}$ as shown in Section 4.3.3. In three-dimensional crystals, three-body terms become more important according to the thorough analyses in References $[162,175,239]$ and the much larger number of three-body energy increments compared to the number of two-body energy increments in this case. Rościszewski et al. [175] stress in their ab initio study of rare-gas solids that it is required to sum up van der Waals contributions of two- and three-body terms to large distances.

Having determined $\mathcal{E}_{\text {chain }}^{\text {corr }}$, I can give the contribution of electron correlations to the binding energy per monomer in $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$

$$
\begin{equation*}
\Delta E_{\text {corr }}=\frac{1}{2} \mathcal{E}_{\text {chain }}^{\mathrm{corr}}-\mathcal{E}_{\text {monomer }}^{\mathrm{corr}} \tag{4.6}
\end{equation*}
$$

where the correlation energy of a chain per unit cell is $\mathcal{E}_{\text {chain }}^{\text {corr }}$ and the correlation energy for the monomer is $\mathcal{E}_{\text {monomer }}^{\text {corr }}$.

I obtain $\Delta E_{\text {corr }}$ of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ for series of correlation consistent basis sets, shown in Figures 4.7 and 4.8. For each series, there is an upper curve for the CP corrected binding energies and an lower curve giving the bare binding energies without CP correction of the monomer energies. One notes that the CP corrected energies drop monotonically with improving basis set quality but the corresponding bare energies behave unsystematically. The binding energy curves of $(\mathrm{HF})_{\infty}$ in Figure 4.7 for the aug-cc-pVXZ and d-aug-cc-pVXZ basis sets are essentially parallel, if CP correction is applied, but the associated curves for the bare binding energies differ considerably, an effect which is exclusively caused by the behavior of the monomer energies employed for the bare and

| $\mathrm{X}-\mathrm{Y}$ | $\Delta E_{\text {corr }}(\infty)$ <br> $\mathrm{cc}-\mathrm{pV} X \mathrm{Z}$ | $\Delta E_{\text {corr }}(\infty)$ <br> $\mathrm{aug}-\mathrm{cc}-\mathrm{pV} \mathrm{ZZ}$ |
| ---: | :---: | :---: |
| $X^{-3} \mathrm{D}-\mathrm{T}$ | -1.037 | -1.337 |
| $\mathrm{D}-\mathrm{Q}$ | -1.433 | -1.547 |
| $\mathrm{~T}-\mathrm{Q}$ | -1.637 | -1.655 |
| $\mathrm{Q}-5$ | -1.606 |  |
| Park et al. D-T | -1.215 | -1.475 |
| $\mathrm{D}-\mathrm{Q}$ | -1.496 | -1.593 |
| $\mathrm{~T}-\mathrm{Q}$ | -1.620 | -1.646 |
| $\mathrm{Q}-5$ | -1.585 |  |

Table 4.4: Basis set extrapolation of the CP corrected correlation contribution to the binding energy per monomer $\Delta E_{\text {corr }}$ of a $(\mathrm{HF})_{\infty}$ chain by means of (3.21) and (3.25). All data are given in millihartree.

CP corrected curves. The small difference between the two CP corrected curves indicates the small improvement of the description of the ground state of a HF monomer and $(\mathrm{HF})_{\infty}$ by the second set of diffuse functions in d-aug-cc-pVXZ basis sets.

The error of the correlation contribution to the binding energy (4.6), introduced by the finite basis sets, can be estimated as the differences of the bare and the CP corrected values corresponding to the same basis set series in Figures 4.7 and 4.8. Using the ccpV 5 Z binding energies, the deviation of the bare binding energy from the CP corrected binding energy is $\approx 20 \%$ for $(\mathrm{HF})_{\infty}$ and $\approx 5 \%$ for $(\mathrm{HCl})_{\infty}$, the error being considerably larger for $(\mathrm{HF})_{\infty}$ compared to $(\mathrm{HCl})_{\infty}$. The basis set error is far too large for a definitive value of the correlation contribution to the binding energy of the infinite chains.

To get the basis set limit correlation contribution to the binding energies (4.6), firstly, I apply a two-point fit based on (3.21), involving the correlation energies for the infinite chains and the CP corrected ones for the respective monomers [56]. Secondly, Equation (3.25) is employed, where the correlation energy of the monomer is required in a very good approximation. As there are no suitable R12 data for HF and HCl , I determine the correlation energy of the monomers by $X^{-3}$ extrapolation (3.23). For HF, I extrapolate the correlation energies of calculations with a cc-pV5Z and a cc-pV6Z basis set, where basis set extension [235], [Section 4.1], is accounted for by surrounding the HF monomer by the basis sets of four additional monomers which yields $E_{\text {corr, } \mathrm{HF}}=-314.530 \mathrm{mE}_{h}$. For the HCl monomer, the basis sets of only two neighboring HCl monomers is utilized in the extrapolation of aug-cc-pV5Z and aug-cc-pV6Z correlation energies, yielding $E_{\text {corr, } \mathrm{HCl}}=-254.373 \mathrm{mE}_{h}$.

Two-point extrapolations for $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ are displayed in Tables 4.4 and 4.5, and are found to converge rapidly towards a limit with increasing quality of the involved basis sets. The most reliable extrapolations to the limit are obtained, if basis sets of largest $X$ and $X+1$ are employed. For several molecules, this fit was shown to yield the best approximation to the basis set limit, with respect to accurate R12 data [46], for the correlation contribution to the binding energy [56]. The extrapolations obtained with cc-pV $X \mathrm{Z}$ and aug-cc-pV $X \mathrm{Z}$ series are found to approach each other as they should. Inspecting Figures 4.7 and 4.8, I observe that the extrapolations involving the best basis

| $\mathrm{X}-\mathrm{Y}$ | $\Delta E_{\text {corr }}(\infty)$ <br> $\mathrm{cc-pV} X Z$ | $\Delta E_{\text {corr }}(\infty)$ <br> aug-cc-pVXZ |
| ---: | :---: | :---: |
| $X^{-3} \mathrm{D}-\mathrm{T}$ | -2.300 | -2.681 |
| $\mathrm{D}-\mathrm{Q}$ | -2.604 | -2.742 |
| $\mathrm{~T}-\mathrm{Q}$ | -2.760 | -2.773 |
| $\mathrm{Q}-5$ | -2.747 |  |
| Park et al. D-T | -2.409 | -2.742 |
| $\mathrm{D}-\mathrm{Q}$ | -2.642 | -2.764 |
| $\mathrm{~T}-\mathrm{Q}$ | -2.750 | -2.774 |
| $\mathrm{Q}-5$ | -2.762 |  |

Table 4.5: Basis set extrapolation of the CP corrected correlation contribution to the binding energy per monomer $\Delta E_{\text {corr }}$ of a $(\mathrm{HCl})_{\infty}$ chain by means of (3.21) and (3.25). All data are given in millihartree.
sets, i.e., with largest $X$ and $X+1$, lie well in the range where they are expected to be, leading to the conclusion that the basis set limit is nearly reached. The very good agreement of the best extrapolated values [Q-5 for cc-pVXZ and T-Q for aug-cc-pVXZ] indicates reliability for the correlation contribution to the binding energies of both chains. Especially $X^{-3}$ extrapolations involving double- $\zeta$ quality basis sets in Tables 4.4 and 4.5 are found to be less accurate than corresponding extrapolations by Park et al. with respect to the values of $\mathrm{Q}-5$ extrapolation [cc-pVXZ] or the ones of $\mathrm{T}-\mathrm{Q}$ extrapolation [aug-cc$\mathrm{pV} X \mathrm{Z}]$, as the latter extrapolation method is independent of the convergence properties of the series [54,55] underlying $X^{-3}$ extrapolation (3.23). The mean of corresponding bare and CP corrected energies [57] does only provide a decent approximation to the basis set limit binding energies for $(\mathrm{HF})_{\infty}$ [Figure 4.7], the results for $(\mathrm{HCl})_{\infty}$ are contradictory [Figure 4.8].

The accuracy of the resulting correlation contribution to the binding energies in Table 4.6 is estimated by the deviation of the extrapolated binding energies for the aug-cc$\mathrm{pV} X \mathrm{Z}$ series from the ones for the cc- $\mathrm{pV} X \mathrm{Z}$ series, where the largest basis sets of the respective series $[\mathrm{T}-\mathrm{Q}$ for aug-cc-pVXZ and $\mathrm{Q}-5$ for cc-pVXZ] are utilized. The deviation is $\approx 3 \%$ or $\approx 4 \%$ for $(\mathrm{HF})_{\infty}$ and $\approx 1 \%$ or $\approx 0.4 \%$ for $(\mathrm{HCl})_{\infty}$ depending on the extrapolation method employed, i.e., $X^{-3}$ (3.23) or the method of Park et al. (3.25).

I would like to point out further, that Equations (3.23) and (3.25) facilitate to extrapolate the individual energy increments occurring in the decomposition of the correlation energy in terms of the incremental scheme, separately. Thus, energy increments with close nearby one-body orbital sets can be treated with larger basis sets than energy increments with a large distance among the one-body orbital sets. The latter energy increments can be described with basis sets of moderate quality as mentioned in Section 4.1. This is advantageous for treating, e.g., hydrogen bonds in larger molecules and facilitates a more accurate treatment of different atoms or fragments in crystals.

|  | $(\mathrm{HF})_{\infty}$ | $(\mathrm{HCl})_{\infty}$ |
| ---: | :---: | :---: |
| $\Delta E_{\text {SCF }}(\infty)$ | -10.202 | -0.586 |
| $\Delta E_{\text {corr }}(\infty)$ | -1.623 | -2.764 |
| $\Delta E(\infty)$ | -11.826 | -3.350 |

Table 4.6: Basis set extrapolated binding energies per monomer $\Delta E(\infty)$ of $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains and their decomposition into basis set extrapolated Hartree-Fock $\Delta E_{S C F}(\infty)$ and electron correlation $\Delta E_{\text {corr }}(\infty)$ contributions. $\Delta E_{\text {SCF }}(\infty)$ is the mean of the four extrapolated energies for each infinite chain, respectively, in Table 4.1 and $\Delta E_{\text {corr }}(\infty)$ is the mean of the two Q-5 (cc$\mathrm{p} V X Z$ ) and the two $T-Q$ (aug-cc-pVXZ) extrapolated energies for each infinite chain, respectively, in Tables 4.4 and 4.5. All data are given in millihartree.

### 4.4 Binding energy

Having understood the impact of electron correlations in the infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains, I am in the position to examine the total binding energy per monomer $\Delta E$ of the chains which is given by

$$
\begin{equation*}
\Delta E=\Delta E_{\mathrm{SCF}}+\Delta E_{\mathrm{corr}} \tag{4.7}
\end{equation*}
$$

It consists of the Hartree-Fock contribution $\Delta E_{\mathrm{SCF}}$ and a contribution due to electron correlations $\Delta E_{\text {corr }}$ which have already been discussed in (4.2) and (4.6), respectively.

I report $\Delta E_{\text {corr }}$ in Table 4.6 as obtained by basis set extrapolation [Sections 4.2 and 4.3.4]. Using density functional theory, Hirata and Iwata find, at optimized geometries, for the total binding energies $\Delta E$ of $(\mathrm{HF})_{\infty}-13.521 \mathrm{mE}_{h}(\mathrm{BLYP})$ and $-13.864 \mathrm{mE}_{h}$ (B3LYP) [utilizing the $6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set] [225] which is larger by $14 \%$ and $17 \%$ than my results for the experimental geometry.

## Part II

## Excited states

## 5 Band structures

The accurate $a b$ initio description of the ground state of crystalline solids has been discussed in the first part of this dissertation. This second part is devoted to treat excited states of crystals where I focus on electron removal and electron attachment states of crystals. In course of this, especially, the difference of the energies associated with such states in relation to the ground-state energy are regarded and the resulting relative energies are translational symmetry classified with respect to crystal momentum.

Excited states of solids can be calculated by means of a configuration interaction expansion similarly to the one mentioned in the introduction of Chapter 3 for a correlated description of ground state wave functions. However, such an expansion is extremely sensitive to the truncation employed, e.g., References [131,132], because electron correlations have to be treated in a consistent manner both in the ground state and the excited states. In contrast, the one-particle Green's function enables the direct calculation of energy differences without a need for inaccurate subtractions between particle removal (addition) states and the ground state, harnessing quantum field theoretical techniques [112-115].

I assume a quasiparticle point of view for the discussion of the states in the outer valence region and the lowest virtual states of crystals. This means that the symmetry classified energy differences which are obtained from an accurate treatment of electron correlations by means of Green's functions in this and the ensuing Chapter 6 are predominantly characterized by the independent particle approximation. They still arrange in a band structure, which is referred to as quasiparticle band structure, despite of their inherent many-particle description $[1,2,27,28]$ and a strict correspondence to HartreeFock bands holds [1]. For core-hole states, inner valence states and high lying conduction bands of solids, a strong coupling to excited configurations leads to a break down of the quasiparticle picture. Then band structures are no longer a meaningful concept and only the translational symmetry classification of the excited states with respect to the crystal momentum remains [73-76].

### 5.1 Green's functions

The exact ground state of the $N$ particle system $\left|\Psi_{\mathrm{H}, 0}^{N}\right\rangle$ and the creation and annihilation operators $\hat{c}_{\mathrm{H}, \vec{k} p}(t)$ and $\hat{c}_{\mathrm{H}, \vec{k}^{\prime} q}^{\dagger}\left(t^{\prime}\right)$ are be expressed in the Heisenberg picture [112-115] instead of the more familiar Schrödinger picture, which is utilized in the crystal momentum representation of the Hamiltonian (3.4). State vectors in Heisenberg picture $\left|\Psi_{\mathrm{H}}^{N}\right\rangle$ are related to the state vectors in the Schrödinger picture $\left|\Psi^{N}\right\rangle$ by the transformation $\left|\Psi_{\mathrm{H}}^{N}\right\rangle=$ $\mathrm{e}^{\mathrm{i} \hat{H} t}\left|\Psi^{N}\right\rangle$ whereas corresponding operators transform like $\hat{O}_{\mathrm{H}}(t)=\mathrm{e}^{\mathrm{i} \hat{H} t} \hat{O} \mathrm{e}^{-\mathrm{i} \hat{H} t}$.

The one-particle Green's function (or particle propagator) in terms of Bloch orbitals [6,

87,112-115] reads

$$
\begin{equation*}
G_{\vec{k} p \vec{k}^{\prime} q}\left(t, t^{\prime}\right)=(-\mathrm{i})\left\langle\Psi_{\mathrm{H}, 0}^{N}\right| \hat{T}\left[\hat{c}_{\mathrm{H}, \vec{k} p}(t) \hat{c}_{\mathrm{H}, \vec{k}^{\prime} q}^{\dagger}\left(t^{\prime}\right)\right]\left|\Psi_{\mathrm{H}, 0}^{N}\right\rangle \tag{5.1}
\end{equation*}
$$

Wick's time-ordering operator $\hat{T}$ reorders a product of time-dependent operators, e.g., Heisenberg-picture operators, chronologically such that the operator at largest time comes first. Applying $\hat{T}$ to $\hat{c}_{\mathrm{H}, \vec{k} p}(t) \hat{c}_{\mathrm{H}, \vec{k}^{\prime} q}^{\dagger}\left(t^{\prime}\right)$ yields

$$
\begin{equation*}
\hat{T}\left[\hat{c}_{\mathrm{H}, \vec{k} p}(t) \hat{c}_{\mathrm{H}, \vec{k}^{\prime} q}^{\dagger}\left(t^{\prime}\right)\right]=\hat{c}_{\mathrm{H}, \vec{k} p}(t) \hat{c}_{\mathrm{H}, \vec{k}^{\prime} q}^{\dagger}\left(t^{\prime}\right) \Theta\left(t-t^{\prime}\right)-\hat{c}_{\mathrm{H}, \vec{k}^{\prime} q}^{\dagger}\left(t^{\prime}\right) \hat{c}_{\mathrm{H}, \vec{k} p}(t) \Theta\left(t^{\prime}-t\right) \tag{5.2}
\end{equation*}
$$

with the Heavyside step function

$$
\Theta\left(t-t^{\prime}\right)= \begin{cases}0 & ; t<t^{\prime}  \tag{5.3}\\ 1 & ; t>t^{\prime}\end{cases}
$$

Both $\Theta\left(t-t^{\prime}\right)$ and the time-ordered product (5.2) are undefined for equal times. Special care is required, if composite time-dependent operators, e.g., the Heisenberg-picture operator $\hat{H}_{\mathrm{H}, \text { res }}^{\mathrm{BF}}=\mathrm{e}^{\mathrm{i} \hat{H} t} \hat{H}_{\text {res }}^{\mathrm{BF}} \mathrm{e}^{-\mathrm{i} \hat{H} t}$ of (3.4), are replaced by their definition in terms of Heisenberg-picture creation and annihilation operators in time-ordered products. The proper ordering of the constituting creators and annihilators at equal times has to be maintained by infinitesimally changing time variables appropriately. The decomposition of the time-ordered product (5.2) into two parts transfers immediately to the Green's function (5.1)

$$
\begin{equation*}
G_{\vec{k} p \vec{k}^{\prime} q}\left(t, t^{\prime}\right)=G_{\vec{k} p \vec{k}^{\prime} q}^{+}\left(t, t^{\prime}\right)+G_{\vec{k} p \vec{k}^{\prime} q}^{-}\left(t, t^{\prime}\right) . \tag{5.4}
\end{equation*}
$$

The summands are known as retarded and advanced one-particle Green's functions, $G_{\vec{k} p \vec{k}^{\prime} q}^{+}\left(t, t^{\prime}\right)$ and $G_{\vec{k} p \vec{k}^{\prime} q}^{-}\left(t, t^{\prime}\right)$, respectively.

Due to translational symmetry of the Hamiltonian (2.4), the one-particle Green's function only depends on one crystal momentum [6], i.e., $G_{\vec{k} p \vec{k}^{\prime} q}\left(t, t^{\prime}\right)=\delta_{\vec{k}, \vec{k}^{\prime}} G_{p q}\left(\vec{k}, t, t^{\prime}\right)$. Similarly, as the Hamiltonian (2.4) does not depend on time and thus is invariant under temporal translations, the Green's function only depends on the difference between $t$ and $t^{\prime}$. Fourier transforming $G_{p q}\left(\vec{k}, t, t^{\prime}\right)$ with respect to $t-t^{\prime}$ yields the one-particle Green's function in energy space

$$
\begin{equation*}
G_{p q}(\vec{k}, \omega)=\int_{-\infty}^{\infty} G_{p q}\left(\vec{k}, t, t^{\prime}\right) \mathrm{e}^{\mathrm{i} \omega\left(t-t^{\prime}\right)} \mathrm{d}\left(t-t^{\prime}\right) \tag{5.5}
\end{equation*}
$$

which can be recast in terms of the spectral or Lehmann representation [112-115] as

$$
\begin{align*}
G_{p q}(\vec{k}, \omega) & =\sum_{n \in\{N+1\}} \frac{y_{p}^{(n)}(\vec{k}) y_{q}^{(n) *}(\vec{k})}{\omega+A_{n}(\vec{k})+\mathrm{i} \eta}+\sum_{n \in\{N-1\}} \frac{x_{p}^{(n)}(\vec{k}) x_{q}^{(n) *}(\vec{k})}{\omega+I_{n}(\vec{k})-\mathrm{i} \eta}  \tag{5.6a}\\
& =G_{p q}^{+}(\vec{k}, \omega)+G_{p q}^{-}(\vec{k}, \omega) \tag{5.6b}
\end{align*}
$$

The negative of the pole positions in (5.6a) is given by either the electron affinities (EA) $A_{n}(\vec{k})=E_{0}^{N}-E_{n}^{N+1}(\vec{k})$ or the ionization potentials (IP) $I_{n}(\vec{k})=E_{n}^{N-1}(-\vec{k})-E_{0}^{N}$. Here
$E_{n}^{N \pm 1}( \pm \vec{k})$ is the energy of the $n$-th excited state of the $N \pm 1$ particle system. ${ }^{1}$ The imaginary parts $\pm \mathrm{i} \eta$ in (5.6a) are necessary to ensure the convergence of the integral in (5.5). The pole strengths in (5.6a) are given in terms of the transition amplitudes

$$
\begin{equation*}
x_{p}^{(n)}(\vec{k})=\left\langle\Psi_{\mathrm{H}, n}^{N-1}(-\vec{k})\right| \hat{c}_{\vec{k} p}\left|\Psi_{\mathrm{H}, 0}^{N}\right\rangle \quad \text { and } \quad y_{p}^{(n)}(\vec{k})=\left\langle\Psi_{\mathrm{H}, 0}^{N}\right| \hat{c}_{\vec{k} p}\left|\Psi_{\mathrm{H}, n}^{N+1}(\vec{k})\right\rangle \tag{5.7}
\end{equation*}
$$

where $\left|\Psi_{\mathrm{H}, n}^{N \pm 1}( \pm \vec{k})\right\rangle$ denote excited states of the $N \pm 1$ particle system with crystal momenta $\pm \vec{k}$. The pole strengths can be interpreted in terms of the spectral intensities observed in photoelectron spectroscopy experiments, similarly to the molecular case discussed in Reference [83]. Moreover, $G_{p q}^{ \pm}(\vec{k}, \omega)$ designate the Fourier transforms of the retarded (advanced) Green's functions (5.4).

To obtain electron affinities and ionization potentials from the energies of electron attachment and electron removal states of three-dimensional crystals, one has to specify the energy of the added (removed) electron at the Fermi level of the neutral crystal [240, 241]. This is usually done by introducing chemical potentials $\mu^{ \pm}$which are added to the pole positions of the one-particle Green's function, i.e., $A_{n}(\vec{k})+\mu^{+}$and $I_{n}(\vec{k})+\mu^{-}$.

The (fundamental) band gap is the smallest difference between the energies for removing an electron from and attaching an electron to an $N$ particle system:

$$
\begin{equation*}
E_{\text {gap }}=I-A+\mu^{+}-\mu^{-}=\left(E^{N-1}-E_{0}^{N}\right)-\left(E_{0}^{N}-E^{N+1}\right) . \tag{5.8}
\end{equation*}
$$

Here $A$ stands for the largest electron affinity and $I$ designates the smallest ionization potential. Correspondingly, $E^{N \pm 1}$ denote the energies of the electron attachment (removal) state with the lowest (highest) energy and $E_{0}^{N}$ represents the ground-state energy.

### 5.2 Feynman-Dyson perturbation series

The one-particle Green's function (5.1) cannot be determined exactly in most cases but has to be approximated. This can be achieved by relating the eigenstates of the noninteracting system, which are known and are here the solution of the Hartree-Fock equations [Section 2.2], to the eigenstates of the interacting system. In the first place, one introduces an artificial time dependence into the time-independent Hamiltonian (3.4) such that the many-particle system becomes non-interacting at $t \rightarrow-\infty$. Evolving from the ultimate past, the interaction is gradually switched on and acquires its full strength at the present $t=0$. Afterwards, it is gradually switched off until the non-interacting many-particle system is rereached in the ultimate future $t \rightarrow \infty$.

The mathematical formulation of the process of adiabatic switching on and off of the interaction starts with the following modification of the Hamiltonian (3.4) in the Schrödinger picture [112-115]

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}+\mathrm{e}^{-\varepsilon|t|} \hat{H}_{1}, \tag{5.9}
\end{equation*}
$$

where $\varepsilon>0$ is a constant characterizing the speed of this process. In the end, the thus determined eigenstates of the interacting many-particle system must be independent of

[^17]this parameter to be meaningful. To proceed one changes from the Heisenberg picture into the interaction picture. The state vectors in the latter picture $\left|\Psi^{N}\right\rangle_{\mathrm{I}}$ are related to the state vectors in the Schrödinger picture $\left|\Psi^{N}\right\rangle$ by $\left|\Psi_{\mathrm{I}}^{N}\right\rangle \equiv \mathrm{e}^{\mathrm{i} \hat{H}_{0} t}\left|\Psi^{N}\right\rangle$ and operators transform like $\hat{O}_{\mathrm{I}}(t) \equiv \mathrm{e}^{\mathrm{i} \hat{H}_{0} t} \hat{O} \mathrm{e}^{-\mathrm{i} \hat{H}_{0} t}$. The unitary time-evolution operator $\hat{U}_{\mathrm{I}, \varepsilon}\left(t, t^{\prime}\right)$ takes a wave function in the interaction picture from time $t^{\prime}$ to time $t$. With the HartreeFock ground state $\left|\Phi_{I, 0}^{N}\right\rangle \equiv\left|\Phi_{0}^{N}\right\rangle$ representing the non-interacting system in the ultimate past or future, it adiabatically transforms eigenstates of the non-interacting many-particle system into eigenstates of the interacting many-particle system upon going from $t^{\prime}= \pm \infty$ to $t=0$, i.e.,
\[

$$
\begin{equation*}
\left|\Psi_{\mathrm{H}, 0}^{N}(0)\right\rangle=\left|\Psi_{\mathrm{I}, 0}^{N}(0)\right\rangle=\hat{U}_{\mathrm{I}, \varepsilon}(0,-\infty)\left|\Phi_{0}^{N}\right\rangle \quad \text { and } \quad\left|\Phi_{0}^{N}\right\rangle=\hat{U}_{\mathrm{I}, \varepsilon}(\infty, 0)\left|\Psi_{\mathrm{I}, 0}^{N}(0)\right\rangle \tag{5.10}
\end{equation*}
$$

\]

Until now, the problem has been reformulated without introducing any approximations. The time-evolution operator can be expanded into a perturbation series [112-115]

$$
\begin{equation*}
\hat{U}_{\mathrm{I}, \varepsilon}\left(t, t^{\prime}\right)=\sum_{n=0}^{\infty} \frac{(-\mathrm{i})^{n}}{n!} \int_{t}^{t^{\prime}} \cdots \int_{t}^{t^{\prime}} \mathrm{e}^{-\varepsilon\left(\left|t_{1}\right|+\ldots+\left|t_{n}\right|\right)} \hat{T}\left[\hat{H}_{\mathrm{I}, 1}\left(t_{1}\right) \cdots \hat{H}_{\mathrm{I}, 1}\left(t_{n}\right)\right] \mathrm{d} t_{1} \cdots \mathrm{~d} t_{n} \tag{5.11}
\end{equation*}
$$

with closed-form expressions for any order $n$ in the perturbation $\hat{H}_{\mathrm{I}, 1}(t)$.
Relating the eigenstates of the non-interacting many-particle system to those of the interacting system via adiabatic switching on and off of the interaction (5.10), Gell-Mann and Low $[112-115,242]$ found that the limit $\varepsilon \rightarrow 0$ only is meaningful for the quantity

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{\hat{U}_{\mathrm{I}, \varepsilon}(0,-\infty)\left|\Phi_{0}^{N}\right\rangle}{\left\langle\Phi_{0}^{N}\right| \hat{U}_{\mathrm{I}, \varepsilon}(0,-\infty)\left|\Phi_{0}^{N}\right\rangle} \tag{5.12}
\end{equation*}
$$

if it exists to all orders in perturbation theory, i.e., truncations of the series (5.11) after arbitrary orders; then expression (5.12) represents an eigenstate of $\hat{H}$. However, this eigenstate needs not necessarily to be the ground state of the interacting system. The numerator and denominator of (5.12) do not exist separately in the limit $\varepsilon \rightarrow 0^{+}$.

A basic theorem [112-115], e.g., Reference [113], pages 83-85, relates the matrix elements of products of Heisenberg-picture operators to the corresponding matrix elements of products of operators in the interaction picture in terms of a closed-form series expansion via formulas (5.11) and (5.12). Application to the one-particle Green's function (5.1) yields

$$
\begin{equation*}
G_{p q}\left(t, t^{\prime}\right)=-\mathrm{i} \sum_{n=0}^{\infty} \frac{(-\mathrm{i})^{n}}{n!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \frac{\left\langle\Phi_{0}^{N}\right| \hat{T}\left[\hat{H}_{\mathrm{I}, 1}\left(t_{1}\right) \cdots \hat{H}_{\mathrm{I}, 1}\left(t_{n}\right)\right] \hat{c}_{\mathrm{I}, p}(t) \hat{c}_{1, q}^{\dagger}(t)\left|\Phi_{0}^{N}\right\rangle}{\left\langle\Phi_{0}^{N}\right| \hat{U}_{\varepsilon}(\infty,-\infty)\left|\Phi_{0}^{N}\right\rangle} \mathrm{d} t_{1} \cdots \mathrm{~d} t_{n} \tag{5.13}
\end{equation*}
$$

Replacing the interacting ground state $\left|\Psi_{\mathrm{H}, 0}^{N}\right\rangle$ in (5.1) by the Hartree-Fock ground state $\left|\Phi_{0}^{N}\right\rangle$ corresponds to the zeroth order approximation of the one-particle Green's function by (5.13)

$$
\begin{align*}
G_{p q}^{0}(\vec{k}, \omega) & =(-\mathrm{i})\left\langle\Phi_{0}^{N}\right| \hat{T}\left[\hat{c}_{\mathrm{H}, \vec{k} p}(t) \hat{c}_{\mathrm{H}, \vec{k}^{\prime} q}^{\dagger}\left(t^{\prime}\right)\right]\left|\Phi_{0}^{N}\right\rangle \\
& =\delta_{\vec{k} p, \vec{k} q}\left[\frac{\vec{n}_{\vec{k} p}}{\omega-\varepsilon_{\vec{k} p}+\mathrm{i} \eta}+\frac{n_{\vec{k} p}}{\omega-\varepsilon_{\vec{k} p}-\mathrm{i} \eta}\right] \tag{5.14}
\end{align*}
$$



Figure 5.1: Decomposition of a second order Feynman diagram of the self-energy in Abrikosov notation (middle) in terms of two Feynman diagrams in Feynman notation (left) and its two time orderings in terms of two Goldstone diagrams in Abrikosov notation (right).


Figure 5.2: Dyson equation (5.15) depicted diagrammatically in terms of the second order self-energy diagram from the middle of Figure 5.1.

This formula is referred to as free Green's function or free propagator. A Møller-Plesset partition of the Hamiltonian (3.4) is assumed in (5.14). For crystals with a band gap, the occupation numbers in (5.14) are independent of $\vec{k}$, i.e., $n_{\vec{k} p}=n_{p}$ and $\bar{n}_{\vec{k} p}=\bar{n}_{p}$.

The evaluation of the time-ordered products of creation and annihilation operators in (5.13) can be simplified by Wick's theorem [112-115,243]. A diagrammatic representation of the resulting terms is provided by the so-called Feynman diagrams [112-115, 244, 245]. The route to, first, draw all diagrams of a certain order and afterwards to translate them into analytic expressions is, in general, an easier approach than to apply Wick's theorem directly. Moreover, Feynman diagrams provide a pictorial representation of the individual terms of the perturbation series that facilitates an understanding of the dominant physical contributions in a many-particle system. Examples of Feynman diagrams are given in the figures of the ensuing Section 5.3. A dictionary of diagram elements is provided in Table 5.1 in conjunction with rules how to translate a Feynman diagram into its corresponding analytic expression. The diagrams consist of interaction vertices, depicted by points, blobs or wiggly lines, that represent the one- and two-electron interaction and interconnecting lines that depict the free Green's functions (5.14).

Looking thoroughly at the diagrammatic expansion of the numerator in (5.13), one observes that it can be decomposed into two factors. One factor reproduces the diagrammatic expansion of the denominator $\left\langle\Phi_{0}^{N}\right| \hat{U}_{\varepsilon}(\infty,-\infty)\left|\Phi_{0}^{N}\right\rangle$ leading to its cancellation. The other factor is a sum of so-called connected diagrams, i.e., diagrams that cannot be composed by two independent diagrams which are neither connected by an interaction line nor by a propagator line. This cancellation of the denominator with a factor of the numerator constitutes the famous linked cluster theorem [112-115, 246, 247] which was conjectured by Brueckner $[113,246]$ from an analysis of the first few orders of the
perturbation series (5.13) and has been proven to hold in general by Goldstone [113,247].
Let me recast the infinite number of terms in the diagrammatic series for the Green's function (5.13) in a compact manner. Consider, for example, all Feynman diagrams which involve the diagrammatic element in the middle of Figure 5.1 and are connected by free propagator lines. They are shown in the middle of Figure 5.2. Taking off the two outmost free propagator lines from the left, middle and right diagrams in the middle of Figure 5.2 produce none, a single and two stacked diagram elements, respectively, of the type depicted in the middle of Figure 5.1. This diagram element is denoted proper self-energy insertion whereas the stack of two such elements is referred to as improper self-energy insertion because the latter one can be decomposed into twice the former one by cutting a single free propagator line (5.14). In what follows, the term self-energy diagram always denotes proper self-energy insertions.

The analytic expression, which represents the sum of the analytic expressions of a number of self-energy diagrams, is termed self-energy $\boldsymbol{\Sigma}(\vec{k}, \omega)$. It is introduced by the Dyson equation $[6,87,112-115,248,249]$

$$
\begin{align*}
\boldsymbol{G}(\vec{k}, \omega) & =\boldsymbol{G}^{0}(\vec{k}, \omega)+\boldsymbol{G}^{0}(\vec{k}, \omega) \boldsymbol{\Sigma}(\vec{k}, \omega) \boldsymbol{G}(\vec{k}, \omega)  \tag{5.15a}\\
& =\boldsymbol{G}^{0}(\vec{k}, \omega)+\boldsymbol{G}^{0}(\vec{k}, \omega) \boldsymbol{\Sigma}(\vec{k}, \omega) \boldsymbol{G}^{0}(\vec{k}, \omega)+\ldots, \tag{5.15b}
\end{align*}
$$

which can be solved formally by

$$
\begin{equation*}
\boldsymbol{G}(\vec{k}, \omega)=\left[\boldsymbol{G}^{0}(\vec{k}, \omega)^{-1}-\boldsymbol{\Sigma}(\vec{k}, \omega)\right]^{-1} . \tag{5.16}
\end{equation*}
$$

Equation (5.15) sums all improper self-energy insertions to infinite order in the perturbation that derive from the proper self-energy insertions used to approximate $\boldsymbol{\Sigma}(\vec{k}, \omega)$ [Figure 5.2].

The self-energy in (5.15) can be decomposed into an $\omega$ independent part, the static selfenergy $\boldsymbol{\Sigma}^{\infty}(\vec{k})$, and an $\omega$ dependent part, the dynamic self-energy $\boldsymbol{M}(\vec{k}, \omega)$ [83,87,250,251]

$$
\begin{equation*}
\boldsymbol{\Sigma}(\vec{k}, \omega)=\boldsymbol{\Sigma}^{\infty}(\vec{k})+\boldsymbol{M}(\vec{k}, \omega) \tag{5.17}
\end{equation*}
$$

where $\lim _{\omega \rightarrow \pm \infty} \boldsymbol{M}(\vec{k}, \omega)=\mathbf{0}$ holds.

### 5.3 Diagrammatic evaluation

Because of the Dyson equation (5.15), the diagrammatic expansion of the one-particle Green's function (5.13) is generated by only considering all proper, connected Feynman diagrams of the self-energy. The order of the individual interaction vertices in a diagram is meaningless. Only the way the vertices are connected to each other by free propagators, i.e., the topology of the diagram, is relevant.

Diagrams drawn with respect to the form of the two-electron interaction used in the Bloch Hamiltonian (3.4) are denoted to be in Feynman notation. However, the interaction can be rewritten in terms of the antisymmetrized two-electron matrix elements (3.7)

$$
\begin{equation*}
\frac{1}{2} \sum_{\substack{\vec{k}_{1} p, \vec{k}_{2} q, \vec{k}_{3} r, \vec{k}_{4} s}} V_{\vec{k}_{1} q \vec{k}_{2} q \vec{k}_{3} r \vec{k}_{4} s} \hat{c}_{\vec{k}_{1} p}^{\dagger} \hat{c}_{\vec{k}_{2} q}^{\dagger} \hat{c}_{\vec{k}_{4} s} \hat{c}_{\vec{k}_{3} r}=\frac{1}{4} \sum_{\substack{\vec{k}_{1} p, \vec{k}_{2} q \\ \vec{k}_{3} r, \vec{k}_{4} s}} V_{\vec{k}_{1} p \vec{k}_{2} q\left[\vec{k}_{3} r \vec{k}_{4} s\right]} \hat{c}_{\vec{k}_{1} p}^{\dagger} \hat{c}_{\vec{k}_{2} q}^{\dagger} \hat{c}_{\vec{k}_{4} s} \hat{c}_{\vec{k}_{3} r} \tag{5.18}
\end{equation*}
$$










Table 5.1: Dictionary of diagram elements for Feynman diagrams and the corresponding analytic expressions. Two distinct one-particle vertices, the one in terms of Bloch orbitals -i $W_{\vec{k} p} \vec{k} q$ from (3.5) and the other in terms of Wannier orbitals -i $\vec{F}_{\vec{R}_{1} \varrho \vec{R}_{2} \sigma}$ from (3.9) are assumed. Crystal momentum is also conserved at the two different two-particle vertices, i.e., $\vec{k}_{1}+\vec{k}_{2}=\vec{k}_{3}+\vec{k}_{4}$. The prefactors -i of the one- and two-particle vertices accumulate to the factor $(-i)^{n}$ in (5.13) for an $n$-th order diagram. It is precisely cancelled by the prefactor $i$ of the propagators. An example for a fermion loop is shown as the last diagram element in the right column. From the diagram elements and analytic expression for Bloch orbitals, I obtain corresponding terms for Wannier orbitals by simply replacing all crystal momenta by lattice vectors and all band indices by Wannier orbital indices. Note that the crystal momentum quantum number is no longer conserved at the vertices such that, for a one-particle vertex, two distinct lattice vectors are require whereas four distinct lattice vectors are needed in the case of a two-particle vertex.


Figure 5.3: First order Feynman diagrams of the self-energy. The contribution of one-particle interactions is split into the two diagrams I and II, respectively, whereas the contribution of twoparticle interactions is represented by diagram III. Diagram I is chosen to correspond to the negative of the Hartree-Fock potential, e.g., in (3.5) and (3.9). Then diagram II represents an additional contribution by one-particle operators as, e.g., in (3.9). The Feynman diagrams of this figure are pictorially identical to the corresponding Goldstone diagrams.
as the annihilators $\hat{c}_{\vec{k}_{3} r}$ and $\hat{c}_{\vec{k}_{4} s}$ anticommute (3.2). Diagrams for this form of the twoelectron interaction are referred to as being depicted in Abrikosov notation $[112,114]$ or Hugenholtz notation [114, 252, 253]. In this notation, the interaction wiggles in the Feynman notation, e.g., Figures 5.1 (left) and 5.5 (left), are replaced by interaction points, e.g., Figures 5.1 (middle)-5.5 (right). Thereby, several diagrams in Feynman notation are combined in terms of a single diagram in Abrikosov notation, e.g., the two second order Feynman diagrams in Feynman notation yield a single Feynman diagram in Abrikosov notation in Figure 5.1. Therefore, less diagrams have to be drawn and evaluated in Abrikosov notation which saves a lot of work.

The evaluation of Feynman diagrams involves integrations over intermediate time variables in (5.13) which extend from $-\infty$ to $\infty$ thus requiring a careful handling of the time ordered products. This is inconvenient for the explicit evaluation of Feynman diagrams. It can be circumvented by explicitly expanding the time-ordered products in (5.13). For a Feynman diagram this means defining a time coordinate that runs from the past at the bottom of the diagram to the future at its top [Figure 5.1]. The vertical arrangement of the interaction points now becomes relevant and indicates a specific time-ordering. Diagrams with all possible arrangements of the wiggly interaction lines are drawn and one arrives at time-ordered Feynman diagrams which are also termed Goldstone diagrams. To a $n$-th order Feynman diagram, there are $n$ ! possibilities to arrange the $n$ interaction vertices vertically and thus $n$ ! not necessarily different $n$-th order Goldstone diagrams which correspond to a single $n$-th order Feynman diagram.

Each permutation of the $n$ interaction vertices of a Feynman diagram either exchanges the chronology of the external indices of the self-energy or leaves it unchanged. Therefore, the diagrams fall into two classes with $t_{1}<t_{2}$ or $t_{1}>t_{2}$ which are referred to as retarded and advanced dynamic self-energy diagrams, respectively. The first diagram on the left hand side of Figure 5.1 is advanced and the second diagram is retarded. The diagrams of the two classes can be transformed into each other by turning them upside down. The special case $t_{1}=t_{2}$ holds for the diagrams of the static self-energy which do not depend on energy as the difference $t_{1}-t_{2}$ vanishes and thus no dependence on $\omega$ is introduced by


Figure 5.4: Second order Feynman diagrams of the self-energy. Inserting a two-particle and a one-particle vertex into diagram III of Figure 5.3 yields diagram I and II, respectively, of this figure.
a Fourier transformation with respect to this time difference.
Evaluating the diagrammatic series leads to a sum of time-dependent diagrams. Yet, at the very end one is only interested in energy dependent quantities because of the timeindependence of the physical problem. Therefore, one carries out a Fourier transformation to energy space with respect to the times affixed to the external indices of the self-energy similarly to (5.5). This conduct can be incorporated directly into the rules for evaluating the self-energy diagrams. Note that the factor $\mathrm{e}^{\mathrm{i} \omega\left(t-t^{\prime}\right)}$ in the Fourier transformation (5.5) is the same as the time-dependent exponential factor in the advanced part $G_{p q}^{0,-}\left(\vec{k}, t, t^{\prime}\right)$ of the free propagator (5.14) in terms of time variables

$$
\begin{align*}
G_{p q}^{0}\left(\vec{k}, t, t^{\prime}\right) & =\delta_{\vec{k} p, \vec{k} q}\left[n_{\vec{k} p} \theta\left(t-t^{\prime}\right)-\bar{n}_{\vec{k} p} \theta\left(t^{\prime}-t\right)\right] \mathrm{e}^{-\mathrm{i} \varepsilon_{\vec{k} p}\left(t-t^{\prime}\right)}  \tag{5.19}\\
& =G_{p q}^{0,+}\left(\vec{k}, t, t^{\prime}\right)+G_{p q}^{0,-}\left(\vec{k}, t, t^{\prime}\right)
\end{align*}
$$

where $\theta\left(t-t^{\prime}\right)$ denotes the Heavyside step function (5.3). Thus by adding an additional auxiliary line which contributes the factor $\mathrm{e}^{-\mathrm{i} \omega\left(t^{\prime}-t\right)}$ to a Goldstone diagram, one obtains a ground-state-like diagram that can be evaluated in complete analogy to the rules for ground-state Goldstone diagrams discussed in References [112-115].

The diagrammatic rules to evaluate Goldstone self-energy diagrams in Abrikosov notation for crystals are easily derived from those given explicitly for molecules in Reference [83]. In Section 3.1, two choices of one-particle orbitals are discussed to represent the Hamiltonian (2.4). Diagrams can be drawn in either case. The dictionary of diagram elements is given in Table 5.1. It is employed in conjunction with following rules for $n$-th order diagrams utilizing the Bloch representation (3.4) which are:

1. Draw $n$ interaction vertices on a vertical line. Among these points, distinguish two external points ${ }^{2}$ by labeling them with $\vec{k} p$ and $\vec{k} q$. The points correspond to the times $t$ and $t^{\prime}$, respectively. ${ }^{3}$
2. Among the $n=m_{1}+m_{2}$ interaction vertices, choose $m_{1}$ blobs to correspond to one-particle vertices and let $m_{2}$ points represent two-particle vertices.
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Figure 5.5: (Color) Second order Goldstone diagram of the retarded dynamic self-energy. The dashed black line depicts the $\mathrm{e}^{-\mathrm{i} \omega\left(t^{\prime}-t\right)}$ auxiliary line. The dashed red line represents a horizontal line of rule 6.
3. Join the external points $\vec{k} p$ and $\vec{k} q$ with a $\mathrm{e}^{-\mathrm{i} \omega\left(t^{\prime}-t\right)}$ auxiliary line. Connect all vertices by free propagator lines such that one (two) line(s) goes (go) in and one (two) line(s) comes out of a one-particle (two-particle) vertex.
4. Lines pointing downwards are called hole lines; otherwise they are termed particle lines. A hole line corresponds to an occupied Bloch orbital, a particle line to a virtual Bloch orbital. Label internal lines with intermediate crystal momenta in conjunction with particle (hole) band indices depending whether the line points upwards (downwards).
5. Conserve the crystal momentum quantum number at each vertex, i.e., for a oneparticle interaction $W_{\vec{k}_{1} r_{1} \vec{k}_{2} r_{2}}$, the rule $\vec{k}_{1}=\vec{k}_{2}$ holds; for a two-particle interac-

6. Draw a (dashed) horizontal line between every two consecutive interaction vertices. The horizontal line $l(l=1, \ldots, n-1)$ intersects several free propagator lines and frequently also intersects the $\mathrm{e}^{-\mathrm{i} \omega\left(t^{\prime}-t\right)}$ auxiliary line. It represents the denominators $A_{l}$ in the analytic expression of the diagram, i.e., the factors $\frac{1}{A_{l}}$. Each intersection of the horizontal line with a free propagator or auxiliary line supplies a summand to $A_{l}$, specifically ${ }^{4} \omega(-\omega)$ when the $\mathrm{e}^{-\mathrm{i} \omega\left(t^{\prime}-t\right)}$ auxiliary line points downward (upward) and $\varepsilon_{\vec{k} r}\left(-\varepsilon_{\vec{k} r}\right)$, if the $G_{\vec{k} r}^{0}$ 解r line points downward (upward).
7. Multiply the contributions of the horizontal lines of rule 6 with the interaction matrix elements $W_{\vec{k}_{1} r_{1} \vec{k}_{2} r_{2}}$ for one-particle vertices and $V_{\vec{k}_{1} r_{1} \vec{k}_{2} r_{2}\left[\vec{k}_{3} r_{3} \vec{k}_{4} r_{4}\right]}$ for twoparticle vertices; multiply with a factor of $(-1)^{n_{h}+n_{1}}$ where $n_{\mathrm{h}}$ is the number of hole lines and $n_{1}$ is the number of Fermion loops, ${ }^{5}$ see also rule 10; sum over the internal indices.
8. Multiply the above contribution by $2^{-n_{\mathrm{P}}}$ where $n_{\mathrm{P}}$ is the number of permutations of two free propagators which leave the diagram unchanged.
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Figure 5.6: Third order Feynman diagrams of the self-energy which include a one-particle vertex. Diagrams I and II derive from diagram II in Figure 5.4 by inserting a one-particle vertex or a twoparticle vertex, respectively. The diagrams III and IV derive from diagram I in Figure 5.4 by inserting a one-particle vertex.
9. The above rules 1 to 8 are also valid for Goldstone diagrams in Feynman notation; just replace the $V_{\vec{k}_{1} r_{1} \vec{k}_{2} r_{2}\left[\vec{k}_{3} r_{3} \vec{k}_{4} r_{4}\right]}$ interaction points by $V_{\vec{k}_{1} r_{1}} \vec{k}_{2} r_{2} \vec{k}_{3} r_{3} \vec{k}_{4} r_{4}$ interaction wiggles.
10. The sign of the $V_{\vec{k}_{1} r_{1} \vec{k}_{2} r_{2}\left[\vec{k}_{3} r_{3} \vec{k}_{4} r_{4}\right] \text { interaction points and the number of loops is }}^{\text {n }}$ not uniquely determined in Abrikosov notation. To obtain the proper sign of the diagram compare with one of the diagrams in Feynman notation contained in it.

The evaluation of Goldstone diagrams with the above given rules shall now be illustrated. The three Feynman diagrams of the self-energy in first order are shown in Figure 5.3. There is only a single time-ordering of each of these Feynman diagrams. Therefore, they are pictorially identical with the corresponding Goldstone diagrams. Assuming the Møller-Plesset partition of the Hamiltonian in crystal momentum representation (3.4), diagram I corresponds to the negative of the Hartree-Fock potential $W_{\vec{k} p \vec{k} q}$ in (3.5). Diagram III originates from the two-particle interaction. Evaluating this diagram, with the help of the diagram rules given above, I obtain precisely the positive of the Hartree-Fock potential $-W_{\vec{k} p \vec{k}_{q}}$. As the higher order diagrams can be constructed by inserting additional vertices into those of lower orders, there always arise two different diagrams from a single self-energy diagram; the one is produced by an insertion of diagram I and the other results from an insertion of diagram III. In other words, I obtain two diagrams with an equal contribution of opposite sign which consequently cancel. Therefore, insertions of diagrams I and III need not to be considered, leading to a significant reduction of the number of diagrams to be drawn in Hartree-Fock approximation. Yet, diagram II represents the matrix elements of an additional non-vanishing one-particle operator that has to be regarded. In the Bloch representation of the Hamiltonian (3.4), diagram II vanishes.

Let me consider the second order Feynman diagrams shown in Figure 5.4. Diagram I consists of two external points which can be time-ordered in two distinct ways displayed in Figure 5.1. I obtain the single second order Goldstone diagram of the advanced and the retarded self-energy, respectively. Diagram II vanishes because diagram II in Figure 5.3 is zero in crystal momentum representation (3.4). The second order Goldstone diagram for the retarded self-energy is shown in Figure 5.5. Firstly, I consider one of the diagrams in Feynman notation which is contained in the diagram in Abrikosov notation. Following


Figure 5.7: (Color) Second order Goldstone diagram of the retarded dynamic self-energy. One assumes that there is no particle-hole coupling in the one-particle interaction. Auxiliary lines are dashed where the $\mathrm{e}^{-\mathrm{i} \omega\left(t^{\prime}-t\right)}$ auxiliary line is in black and the red line represents a horizontal line of rule 6.
rule 6, the horizontal line contributes $\frac{1}{\omega+\varepsilon_{\vec{k}_{1}+\vec{k}_{2}-\vec{k} i}-\varepsilon_{\vec{k}_{2} a}-\varepsilon_{\vec{k}_{3} b}}$. The interaction wiggles of the diagram in Feynman notation contribute $V_{\vec{k} p} \vec{k}_{1}+\vec{k}_{2}-\vec{k} i \vec{k}_{1} a \vec{k}_{2} b$ and $V_{\vec{k}_{1} a \vec{k}_{2} b \vec{k}_{q} q \vec{k}_{1}+\vec{k}_{2}-\vec{k} i}$. There are $n_{\mathrm{h}}=1$ hole lines and $n_{1}=1$ loops in the diagram and one can permute the two particle lines without changing it, so $n_{\mathrm{P}}=1$; the proper sign and prefactor thus is $\frac{1}{2}(-1)^{2}$. The corresponding analytic expression for the diagram reads

$$
\begin{equation*}
\frac{1}{2}(-1)^{2} \sum_{\substack{\vec{k}_{1}, \vec{k}_{2}}} \frac{V_{\vec{k} p \vec{k}_{1}+\vec{k}_{2}-\vec{k} i \vec{k}_{1} a \vec{k}_{2} b} V_{\vec{k}_{1} a \vec{k}_{2} b \vec{k} q \vec{k}_{1}+\vec{k}_{2}-\vec{k} i}}{\omega+\varepsilon_{\vec{k}_{1}+\vec{k}_{2}-\vec{k} i}-\varepsilon_{\vec{k}_{2} a}-\varepsilon_{\vec{k}_{3} b}} \tag{5.20}
\end{equation*}
$$

Secondly, transfering these information, one immediately obtains the analytic expression of the second order Goldstone diagram in Figure 5.5 in Abrikosov notation by replacing the simple two electron integrals (3.6) by their antisymmetrized counterparts (3.7).

$$
\begin{equation*}
\frac{1}{2}(-1)^{2} \sum_{\substack{\vec{k}_{1}, \vec{k}_{2} \\ a, b, i}} \frac{V_{\vec{k}^{2} p \vec{k}_{1}+\vec{k}_{2}-\vec{k} i\left[\vec{k}_{1} a \vec{k}_{2} b\right]} V_{\vec{k}_{1} a \vec{k}_{2} b\left[\vec{k} q \vec{k}_{1}+\vec{k}_{2}-\vec{k} i\right]}}{\omega+\varepsilon_{\vec{k}_{1}+\vec{k}_{2}-\vec{k} i}-\varepsilon_{\vec{k}_{2} a}-\varepsilon_{\vec{k}_{3} b}} \tag{5.21}
\end{equation*}
$$

By this conduct, one has in fact evaluated two diagrams in Feynman notation simultaneously [Figure 5.5], due to the compact Abrikosov notation. The sum over $\vec{k}_{1} a$ and $\vec{k}_{2} b$ in (5.21) is simplified by exploiting $V_{\vec{k}_{1} a \vec{k}_{2} b\left[\vec{k}^{\prime} q \vec{k}_{1}+\vec{k}_{2}-\vec{k} i\right]}=V_{\vec{k} q}^{*} \vec{k}_{1}+\vec{k}_{2}-\vec{k} i\left[\vec{k}_{1} a \vec{k}_{2} b\right]=$ $-V_{\vec{k} q}^{*} q \vec{k}_{1}+\vec{k}_{2}-\vec{k} i\left[\vec{k}_{2} b \vec{k}_{1} a\right]$. The numerator is obviously invariant under interchanges of $\vec{k}_{1} a$ and $\vec{k}_{2} b$. The contributions to the sum in (5.21) of Bloch orbitals with $\vec{k}_{1} a<\vec{k}_{2} b$ is equal to contributions from those with $\vec{k}_{1} a>\vec{k}_{2} b$ whereas terms involving $\vec{k}_{1} a=\vec{k}_{2} b$ vanish. Restricting the summation in (5.21) to $\vec{k}_{1} a<\vec{k}_{2} b$ avoids double counting and the factor $\frac{1}{2}$ can be dropped yielding


Figure 5.8: Third order Goldstone diagrams of the retarded dynamic self-energy which include a one-particle vertex. They derive from the Feynman diagrams in Figure 5.6 by time ordering. One assumes that there is no particle-hole coupling in the one-particle interaction. Diagram I represents particle-particle interaction and diagram II describes hole-hole interaction.

The corresponding second-order Goldstone diagram of the advanced dynamic self-energy is obtained by turning the diagram in Figure 5.5 upside down. Thereby the role of the propagator lines is exchanged where particle lines become hole lines. Vice versa hole lines become particle lines. The analytic expression is in this case formally identical to (5.22) replacing the band indices as follows $i \rightarrow a, a \rightarrow i$, and $b \rightarrow j$.

Let me switch to the Wannier representation of the Hamiltonian (3.8) now. The rules for evaluating Goldstone diagrams are just the same as the ones given above, if one merely replaces all crystal momenta by lattice vectors. The only exception concerns the conservation of crystal momentum in rule 5 to which there is no equivalent.

The first order Goldstone diagrams I and III in Figure 5.3 yield analytic expressions which correspond to those obtained in crystal momentum representation, i.e., diagram I represents the negative of the Hartree-Fock potential and is precisely cancelled in all orders of perturbation theory by diagram III which is the positive potential. However, the first order Goldstone diagram II in Figure 5.3, which designates the additional one-particle operator (3.9), does no longer vanish. Instead, the analytic expression of diagram II reads

$$
\begin{equation*}
\mathbb{F}_{\vec{R}^{\prime} \sigma \vec{R} \varrho} . \tag{5.23}
\end{equation*}
$$

Replacing the Bloch orbitals in the second order diagram of Figure 5.5 by Wannier orbitals, as in Figure 5.7, yields the analytic expression

$$
\begin{equation*}
\sum_{\substack{\vec{g}_{1}, \vec{g}_{2}, \vec{g}_{3}, \kappa, \alpha, \beta \\ g_{1} \alpha<g_{2} \beta}} \frac{V_{\vec{R} \varrho \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]} V_{\vec{R}^{\prime} \sigma \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]}^{*}}{\omega+\varepsilon_{\vec{g}_{1} \kappa}-\varepsilon_{\vec{g}_{2} \alpha}-\varepsilon_{\vec{g}_{3} \beta}} . \tag{5.24}
\end{equation*}
$$

As $\boldsymbol{F}$ is block-diagonal with respect to occupied and virtual orbitals, all time orderings of the second Feynman diagram II in Figure 5.4 couple particles and holes and thus vanish [90].

The Feynman diagrams in third order that involve $\boldsymbol{F}$ are drawn in Figure 5.6. All time-orderings of the diagrams I and II vanish because they couple particles and holes. However, some time orderings of the diagrams III and V of Figure 5.6, which are displayed
in Figure 5.8, are the first non-vanishing diagrams that involve F. The contribution of the first diagram in Figure 5.8 is

$$
\begin{equation*}
\sum_{\substack{\overrightarrow{g_{1}}, \overrightarrow{g_{1}^{\prime}, \vec{q}_{2}, \vec{g}_{3}} \\ \alpha, \alpha^{\prime}, \beta, \kappa}} \frac{V_{\vec{R} \varrho \vec{g}_{1} \kappa\left[\vec{g}_{2}^{\prime} \alpha^{\prime} \vec{g}_{3} \beta\right]}}{\omega+\varepsilon_{\vec{g}_{1} \kappa}-\varepsilon_{\vec{g}_{2}^{\prime} \alpha^{\prime}}-\varepsilon_{\vec{g}_{3} \beta}} \overbrace{\vec{g}_{2}^{\prime} \alpha^{\prime} \overrightarrow{\vec{g}}_{2} \alpha} \frac{V_{\overrightarrow{\vec{R}^{\prime}} \sigma \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]}^{*}}{\omega+\varepsilon_{\vec{g}_{1} \kappa}-\varepsilon_{\vec{g}_{2} \alpha}-\varepsilon_{\vec{g}_{3} \beta}} \tag{5.25}
\end{equation*}
$$

and the analytic expression for the second diagram reads

$$
\begin{align*}
& -\frac{1}{2} \sum_{\substack{\vec{g}_{1}, \overrightarrow{g_{2}, \vec{g}_{3}, \vec{g}^{\prime}} \\
\alpha, \beta, \kappa, \kappa^{\prime}}} \frac{V_{\vec{R} \varrho \vec{g}_{1}^{\prime} \kappa^{\prime}}\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]}{\omega+\varepsilon_{\vec{g}_{1}^{\prime} \kappa^{\prime}}-\varepsilon_{\vec{g}_{2} \alpha}-\varepsilon_{\vec{g}_{3} \beta}} \overbrace{\overrightarrow{\vec{g}}_{1}^{\prime} \kappa^{\prime} \vec{g}_{1} \kappa} \frac{V_{\vec{R} \varrho}^{*}{ }_{\varrho} \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]}{\omega+\varepsilon_{\vec{g}_{1} \kappa}-\varepsilon_{\vec{g}_{2} \alpha}-\varepsilon_{\vec{g}_{3} \beta}} \tag{5.26}
\end{align*}
$$

Turning the third-order Goldstone diagrams in Figure 5.8 upside down yields corresponding diagrams of the advanced dynamic self-energy where the analytic expressions are formally identical to those in (5.25) and (5.26) replacing $\alpha \rightarrow \kappa, \alpha^{\prime} \rightarrow \kappa^{\prime}, \beta \rightarrow \lambda$, and $\kappa \rightarrow \alpha$ in (5.25) and $\alpha \rightarrow \kappa, \beta \rightarrow \lambda, \kappa \rightarrow \alpha$, and $\kappa^{\prime} \rightarrow \alpha^{\prime}$ in (5.26).

## 6 Crystal orbital algebraic diagrammatic construction

The perturbative expansion of the self-energy derived in the previous Chapter 5 has well-known convergence problems for strong interactions. It usually is not systematically improvable, i.e., considering higher orders in the perturbation does not automatically lead to a higher accuracy. This has been studied intensively for the perturbative treatment of the ground-state correlation energy in terms of Møller-Plesset perturbation theory [42].

A simple evaluation of the propagator with the Dyson equation is troubled by the energy dependence of the self-energy. In many cases this requires a numerical pole search. Such algorithms work quite well for the outer valence region in atoms, molecules and crystals. Yet, strong many-particle effects manifest for the core states, inner valence states and virtual states and a simple pole search becomes hopeless.

By turning to the algebraic diagrammatic construction (ADC) scheme for the dynamic self-energy (5.17) in the ensuing Section 6.1, the above shortcomings of the diagrammatic method are overcome. This is because the static self-energy can then be determined using the former one as is shown in Section 6.2 before the two parts of the self-energy are combined in Section 6.3 to finally determine the poles of the one-particle Green's function with the help of the Dyson equation. The truncation of the configuration space for infinite crystals in practical computations is considered in Section 6.4.

### 6.1 Dynamic self-energy

### 6.1.1 Crystal momentum representation

The dynamic self-energy $\boldsymbol{M}(\vec{k}, \omega)$ is represented in terms of the $2 p 1 h / 2 h 1 p$-propagator (two-particle-one-hole/two-hole-one-particle-propagator) and possesses the spectral representation $[87,250,251]$

$$
\begin{align*}
M_{p q}(\vec{k}, \omega) & =\sum_{n \in\{N+1\}} \frac{m_{p}^{+,(n)}(\vec{k}) m_{q}^{+,(n) *}(\vec{k})}{\omega-\omega_{n}^{+}(\vec{k})+\mathrm{i} \eta}+\sum_{n \in\{N-1\}} \frac{m_{p}^{-,(n)}(\vec{k}) m_{q}^{-,(n) *}(\vec{k})}{\omega-\omega_{n}^{-}(\vec{k})-\mathrm{i} \eta}  \tag{6.1}\\
& =M_{p q}^{+}(\vec{k}, \omega)+M_{p q}^{-}(\vec{k}, \omega),
\end{align*}
$$

where $\omega_{n}^{ \pm}(\vec{k})$ denote the pole positions of the $2 p 1 h / 2 h 1 p$-propagator and the $m_{p}^{ \pm,(n)}(\vec{k})$ are termed Dyson amplitudes. The retarded dynamic self-energy $M_{p q}^{+}(\vec{k}, \omega)$ and the advanced dynamic self-energy $M_{p q}^{-}(\vec{k}, \omega)$ are associated with excitations of the $N \pm 1$ particle system, respectively. Yet, the pole positions $\omega_{n}^{ \pm}(\vec{k})$ do not directly correspond to the energies of physical states as the (dynamic) self-energy is only defined in conjunction with the Dyson equation (5.15).

The algebraic diagrammatic construction scheme is a stable and efficient method to determine the spectral representation of the dynamic self-energy (6.1). The construction starts by making the ansatz

$$
\begin{equation*}
M_{p q}^{ \pm}(\vec{k}, \omega)=\vec{U}_{p}^{ \pm \dagger}(\vec{k})\left(\omega \mathbb{1}-\boldsymbol{K}^{ \pm}(\vec{k})-\boldsymbol{C}^{ \pm}(\vec{k})\right)^{-1} \vec{U}_{q}^{ \pm}(\vec{k}) \tag{6.2}
\end{equation*}
$$

which is termed general algebraic form or ADC form. The vector $\vec{U}_{q}^{ \pm}(\vec{k})$ is called modified coupling amplitude for the crystal orbital $\vec{k} q$. Both $\boldsymbol{K}^{ \pm}(\vec{k})$ and $\boldsymbol{C}^{ \pm}(\vec{k})$ are Hermitian matrices, $\boldsymbol{C}^{ \pm}(\vec{k})$ being referred to as modified interaction matrix [87] while $\boldsymbol{K}^{ \pm}(\vec{k})$ is assumed to be diagonal.

The ADC form (6.2) can be expanded into a geometric series

$$
\begin{equation*}
M_{p q}^{ \pm}(\vec{k}, \omega)=\vec{U}_{p}^{ \pm \dagger}(\vec{k}) \sum_{n=0}^{\infty}\left[\left(\omega \mathbb{1}-\boldsymbol{K}^{ \pm}(\vec{k})\right)^{-1} \boldsymbol{C}^{ \pm}(\vec{k})\right]^{n}\left(\omega \mathbb{1}-\boldsymbol{K}^{ \pm}(\vec{k})\right)^{-1} \vec{U}_{q}^{ \pm}(\vec{k}) \tag{6.3}
\end{equation*}
$$

The approximation of the dynamic self-energy up to $n$-th order, $\boldsymbol{M}^{(n), \pm}(\vec{k}, \omega)$, in terms of the $\operatorname{ADC}$ form (6.2) is denoted by $\operatorname{ADC}(n)$ and is constructed by inserting the perturbation expansions

$$
\begin{align*}
& \boldsymbol{U}^{ \pm}(\vec{k})=\boldsymbol{U}^{ \pm(1)}(\vec{k})+\boldsymbol{U}^{ \pm(2)}(\vec{k})+\ldots  \tag{6.4}\\
& \boldsymbol{C}^{ \pm}(\vec{k})=\boldsymbol{C}^{ \pm(1)}(\vec{k})+\boldsymbol{C}^{ \pm(2)}(\vec{k})+\ldots
\end{align*}
$$

into (6.3), retaining all contributions up to order $n$.
The link between the expansion of the ADC form (6.3) and (6.4) and the diagrammatic expansion of the dynamic self-energy in terms of the Feynman-Dyson perturbation series can now be established by noting that the analytic structure of the latter expansion is reproduced by the former series. Approximations to $\boldsymbol{U}^{ \pm,(n)}(\vec{k}), \boldsymbol{K}^{ \pm}(\vec{k})$, and $\boldsymbol{C}^{(n), \pm}(\vec{k})$ are obtained by comparing the $n$-th order summands, as determined by inserting (6.4) into (6.3), to the diagrammatic expansion of the dynamic self-energy up to $n$-th order where the analytic structure imposed by formula (6.3) either allows a one-to-one correspondence between the analytic expression of a diagram and one summand but occasionally requires one to associate linear combinations of the analytic expressions of several diagrams with particular summands in the above expansion (6.3).

Consequently, the expansion of $\boldsymbol{U}^{ \pm}(\vec{k})$ in (6.4) starts earliest in first order, as Koopmans' theorem [39-42, 143], is accurate in zeroth and first order of perturbation theory and corrections arise first in second order $[1,3,5-7,39-42]$. As $\boldsymbol{K}^{ \pm}(\vec{k})$ already holds the zero order approximation to the modified coupling amplitudes the first term in the series for $\boldsymbol{C}^{ \pm}(\vec{k})$ is also of first order.

Specifically, the ADC equations up to second order are given by

$$
\begin{equation*}
\boldsymbol{M}^{(2), \pm}(\vec{k}, \omega)=\boldsymbol{U}^{ \pm(1) \dagger}(\vec{k})\left(\omega \mathbb{1}-\boldsymbol{K}^{ \pm}(\vec{k})\right)^{-1} \boldsymbol{U}^{ \pm(1)}(\vec{k})+O(3) . \tag{6.5}
\end{equation*}
$$

Considering the second order diagram in Figure 5.5, Equation (5.22), one observes that the internal summations run over two particle indices and a hole index. This advises the following specialization of the ADC form (6.2) which immediately carries over to the
second order terms (6.5)

$$
\begin{align*}
& M_{p q}^{+}(\vec{k}, \omega)=\sum_{\substack{\vec{l}_{1}, \vec{l}_{2}, l_{1}^{\prime}, l_{2}^{\prime} \\
i, a, l_{2}^{\prime}, i^{\prime}, a^{\prime}, b^{\prime}}}^{\prime} U_{\vec{k} p ; \vec{l}_{1}+\vec{l}_{2}-\vec{k} \vec{l}_{1} a \vec{l}_{2} b}^{+*} \tag{6.6}
\end{align*}
$$

$$
\begin{aligned}
& \times U_{\vec{k} q ;}^{+} \vec{l}_{1}^{\prime} \vec{l}_{2}^{\prime}-\vec{k} i^{\prime} \vec{l}_{1}^{\prime} a^{\prime} \vec{l}_{2}^{\prime} b^{\prime} .
\end{aligned}
$$

The prime on the summation symbol indicates that the summation only runs over indices with $\vec{l}_{1} a<\vec{l}_{2} b$ and $\overrightarrow{l_{1}^{\prime}} a^{\prime}<\overrightarrow{l_{2}^{\prime}} b^{\prime}$ to avoid double counting of identical contributions. The corresponding ansatz for $\boldsymbol{M}^{-}(\vec{k}, \omega)$ is formally identical to (6.6) apart from the changed occupation numbers of the band indices $i \rightarrow a, a \rightarrow i, b \rightarrow j, i^{\prime} \rightarrow a^{\prime}, a^{\prime} \rightarrow i^{\prime}$, and $b^{\prime} \rightarrow j^{\prime}$. The summation variables $\vec{l}_{1}, \vec{l}_{1}^{\prime}, \vec{l}_{2}$, and $\vec{l}_{2}^{\prime}$ are crystal momentum vectors like $\vec{k}$. The quantities $\boldsymbol{M}^{ \pm}(\vec{k}, \omega), \boldsymbol{U}^{ \pm}(\vec{k}), \boldsymbol{K}^{ \pm}(\vec{k})$, and $\boldsymbol{C}^{ \pm}(\vec{k})$ are invariant under translations by an arbitrary lattice vector, a property which is taken into account for the internal summations in the ADC form (6.6). This adaption to translational symmetry is carried out by translating each of the three matrices in (6.2) by the same but arbitrary lattice vector, using Bloch's theorem [3, 6] which leads to three linear equations that can be used to eliminate two intermediate summations over crystal momentum vectors.

Inspecting again the second order diagram in Figure 5.5, Equation (5.22), the so-called crystal orbital $\mathrm{ADC}(2)[\mathrm{CO}-\mathrm{ADC}(2)]$ is obtained by making the assignments

$$
\begin{align*}
& U_{\vec{k} p ; \vec{l}_{1}+\vec{l}_{2}-\vec{k} i \vec{l}_{1} a \vec{l}_{2} b}^{+}=V_{\vec{k} p \vec{l}_{1}+\vec{l}_{2}-\vec{k} i\left[\vec{l}_{1} a \vec{l}_{2} b\right]}^{*} n_{\vec{l}_{1}+\vec{l}_{2}-\vec{k} i} \bar{n}_{\vec{l}_{1} a} \bar{n}_{\vec{l}_{2} b} \tag{6.7a}
\end{align*}
$$

$$
\begin{align*}
& \times n_{\vec{l}_{1}+\vec{l}_{2}-\vec{k} i} \bar{n}_{\vec{l}_{1} a} \bar{n}_{\vec{l}_{2} b}  \tag{6.7b}\\
& C_{\substack{T_{1}+\vec{l}_{2}-\vec{k}_{2} \vec{l}_{a} a \vec{l}_{2} b ; \\
\vec{l}_{1}^{\prime}+\vec{l}_{2}^{\prime}-k_{k} i^{\prime} \vec{l}_{1}^{\prime} a^{\prime} \vec{l}_{2}^{\prime} b_{2}^{\prime}}}^{+}=0 \tag{6.7c}
\end{align*}
$$

to the ADC form (6.5), (6.6) which reproduces the diagram exactly. The equations for $\boldsymbol{U}^{-}(\vec{k}), \boldsymbol{K}^{-}(\vec{k})$, and $\boldsymbol{C}^{-}(\vec{k})$ are formally identical to (6.7) apart from the occupation numbers which are in this case $\bar{n}_{\vec{l}_{1}+\vec{l}_{2}-\vec{k} a} n_{\vec{l}_{1} i} n_{\vec{l}_{2} j}$. Equations (6.7) are derived in Reference [254] utilizing a Gaussian basis set expansion of the Bloch orbitals. Explicit molecular ADC equations up to fourth order are given in Reference [87].

Generally, in $\operatorname{ADC}(2)$ and $\operatorname{ADC}(3)$, each entry of the $\boldsymbol{U}^{ \pm}(\vec{k})$ and the $\boldsymbol{K}^{ \pm}(\vec{k})+\boldsymbol{C}^{ \pm}(\vec{k})$ in (6.2) is characterized by one or two arrangements, respectively, of two particles and one hole $(2 p 1 h)$ for $\boldsymbol{M}^{+}(\vec{k}, \omega)$ and two holes and one particle $(2 h 1 p)$ for $\boldsymbol{M}^{-}(\vec{k}, \omega)$. In brief notation these arrangements are referred to as $2 p 1 h$ - and $2 h 1 p$-configurations. All such configurations that can be formed with the one-particle basis set underlying a HartreeFock calculation constitute the configuration space in $\operatorname{ADC}(2)$ and $\mathrm{ADC}(3)$. The configuration space is enlarged in $\operatorname{ADC}(4)$ by $3 p 2 h$ - and $3 h 2 p$-configurations [87]. In general, every second order in ADC, the configuration space enlarges by the next higher excitation class.

The spectral representation (6.1) of the dynamic self-energy is obtained from the ADC form (6.2) by solving the Hermitian eigenvalue problem

$$
\begin{equation*}
\left(\boldsymbol{K}^{ \pm}(\vec{k})+\boldsymbol{C}^{ \pm}(\vec{k})\right) \boldsymbol{Y}^{ \pm}(\vec{k})=\boldsymbol{Y}^{ \pm}(\vec{k}) \boldsymbol{\Omega}^{ \pm}(\vec{k}), \quad \boldsymbol{Y}^{ \pm \dagger}(\vec{k}) \boldsymbol{Y}^{ \pm}(\vec{k})=\mathbb{1} \tag{6.8}
\end{equation*}
$$

The vector notation in (6.2) and (6.8) is a convenient means to sum over all intermediate crystal momenta and band indices. The diagonal matrix $\Omega^{ \pm}(\vec{k})$ contains the eigenvalues of the secular matrix $\boldsymbol{K}^{ \pm}(\vec{k})+\boldsymbol{C}^{ \pm}(\vec{k})$ and $\boldsymbol{Y}^{ \pm}(\vec{k})$ denotes the eigenvector matrix. The eigenvalues are the pole positions of the dynamic self-energy, i.e., $\omega_{n}^{ \pm}(\vec{k})=\Omega_{n n}^{ \pm}(\vec{k})$, while the Dyson amplitudes (6.1) are obtained via

$$
\begin{equation*}
m_{p}^{ \pm,(n)}(\vec{k})=\vec{U}_{p}^{ \pm \dagger}(\vec{k}) \vec{Y}^{ \pm,(n)}(\vec{k}) \tag{6.9}
\end{equation*}
$$

where the $n$-th column vector $\vec{Y}^{(n), \pm}(\vec{k})$ of $\boldsymbol{Y}^{ \pm}(\vec{k})$ is used here together with the adjoint of $\vec{U}_{p}^{ \pm}(\vec{k})$. Unlike in CO- $\operatorname{ADC}(2)$, in CO- $\operatorname{ADC}(3)$ (and higher orders), the eigenvector matrices do no longer allow a simple interpretation of their row indices in terms of (Hartree-Fock) $2 p 1 h-, 2 h 1 p$-, (or higher excited)-configurations because the individual eigenvectors $\vec{Y}^{(n), \pm}(\vec{k})$ couple to several entries of the modified coupling amplitudes (6.7c).

### 6.1.2 Wannier representation

I derive in the following an expansion of the dynamic self-energy with respect to orbitals which are localized within unit cells, i.e., generalized Wannier orbitals, which facilitates to apply cutoff criteria inside the origin cell and between the origin cell and other unit cells. This affords one the ability to apply fine grained configuration selection which is independent of the actual choice of the unit cell. That is especially helpful for systems with more than one atom per unit cell. In particular, it enables the treatment of crystals with large unit cells, not amenable to Bloch orbital based treatments [Section 6.4] [1,2,27,28].

For an evaluation of the one-particle Green's function in terms of the Feynman-Dyson perturbation series, it is essential that there is no mixing between occupied and virtual Wannier orbitals; otherwise Wick's theorem can no longer be applied [112-115]. To fulfill this requirement, the Wannier transformation (2.33a) is applied to the occupied and virtual Bloch orbitals separately, yielding two independent unitary matrices, one for the occupied bands and one for the virtual bands, respectively [141]. Hence $\boldsymbol{\mathcal { U }}(\vec{k})$ in (2.33) is block-diagonal.

On the one hand, I want to evaluate the CO-ADC equations entirely in terms of Wannier orbitals; on the other hand, band structures are defined with respect to the crystal momentum quantum number. In what follows, three different transformation schemes to switch between the Wannier representation and the crystal momentum representation are applied to the CO-ADC formalism and their physical and methodological implications are discussed.

The dynamic self-energy $M_{n m}^{ \pm}(\vec{k}, \omega) \equiv M_{\vec{k} n \vec{k} m}^{ \pm}(\omega)$ depends on two external Bloch orbitals $\psi_{\vec{k} n}^{*}(\vec{r} s)$ and $\psi_{\vec{k} m}(\vec{r} s)$. Hence carrying out the inverse Wannier transformation (2.33b) for the external orbitals in (6.6) leads to

$$
\begin{equation*}
M_{p q}^{ \pm}(\vec{k}, \omega)=\frac{1}{N_{0}} \sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \sum_{\vec{R}, \vec{R}^{\prime}} \mathrm{e}^{i \vec{k}\left(\vec{R}^{\prime}-\vec{R}\right)} M_{\vec{R} \varrho \vec{R}^{\prime} \sigma}^{ \pm}(\omega), \tag{6.10}
\end{equation*}
$$

for the left-hand side of (6.6) and a similar expression for the right-hand side where the internal summations $\vec{l}_{1}, \vec{l}_{2}, \vec{l}_{1}^{\prime}$, and $\vec{l}_{2}^{\prime}$ still run over all $\vec{k}$-points in the Brillouin zone.

To obtain a representation of the dynamic self-energy $M_{n m}^{ \pm}(\vec{k}, \omega)$ entirely in terms of Wannier orbitals, it is important to note that, although matrix elements such as the modified coupling amplitudes $U_{\vec{k} p ; \vec{l}_{1}+\vec{l}_{2}-\vec{k} i \overrightarrow{1}_{1} a \vec{l}_{2} b}^{+}(\vec{k})$ in (6.6) only depend on three independent crystal momenta, they actually describe quantities which depend on four Bloch orbitals, namely $\psi_{\vec{k} p}(\vec{r} s), \psi_{\vec{l}_{1}+\vec{l}_{2}-\vec{k} i}(\vec{r} s), \psi_{\vec{l}_{1} a}^{*}(\vec{r} s)$, and $\psi_{\vec{l}_{2} b}^{*}(\vec{r} s)$ and thus a fourfold inverse Wannier transformation (2.33b) has to be applied. This transformation of (6.6) to the Wannier representation yields

$$
\begin{align*}
& M_{\vec{R} \varrho \vec{R}^{\prime} \sigma}^{+}(\omega)=\sum_{\substack{\vec{g}_{1} \kappa \vec{g}_{2} \alpha \vec{g}_{3} \beta, \bar{g}_{1}^{\prime} \kappa^{\prime} \vec{g}_{2}^{\prime} \alpha^{\prime} \vec{g}_{3}^{\prime} \beta^{\prime}}}^{\prime} \check{U}_{\vec{R} \varrho ; \vec{g}_{1} \kappa \vec{g}_{2} \alpha \vec{g}_{3} \beta}^{+*} \\
& \times\left(\omega \mathbb{1}-\check{\boldsymbol{K}}^{+}-\check{\boldsymbol{C}}^{+}\right)_{\substack{\bar{g}_{1} \kappa \bar{g}^{\prime} \alpha \bar{g}_{3} \beta ; \\
\bar{g}_{1}^{\prime} \kappa^{\prime} \bar{g}_{2}^{\prime} \alpha^{\prime} \bar{g}_{3}^{\prime} \bar{g}_{3}^{\prime} \beta^{\prime}}}^{-1}  \tag{6.11}\\
& \times \check{U}_{\vec{R}^{\prime} \sigma ; \vec{g}_{1}^{\prime} \kappa^{\prime} \vec{g}_{2}^{\prime} \alpha^{\prime} \vec{g}_{3}^{\prime} \beta^{\prime}}^{+},
\end{align*}
$$

exploiting the unitarity of $\boldsymbol{\mathcal { U }}(\vec{k})$ and the basic orthogonality relations (2.22). The corresponding equation for $M_{\vec{R} \varrho \vec{R}^{\prime} \sigma}^{-}(\omega)$ is formally identical to (6.11) apart from the changed occupation numbers $\kappa \rightarrow \alpha, \alpha \rightarrow \kappa, \beta \rightarrow \lambda, \kappa^{\prime} \rightarrow \alpha^{\prime}, \alpha^{\prime} \rightarrow \kappa^{\prime}$, and $\beta^{\prime} \rightarrow \lambda^{\prime}$. As for formula (6.6), the prime on the summation symbol indicates that $\vec{g}_{2} \alpha<\vec{g}_{3} \beta$ and $\vec{g}_{2}^{\prime} \alpha^{\prime}<\vec{g}_{3}^{\prime} \beta^{\prime}$ must hold to avoid double counting of contributions.

One obviously Hermitian form for the dynamic self-energy emerging from (6.10) and (6.11) is given by

$$
\begin{align*}
M_{p q}^{ \pm}(\vec{k}, \omega) & =\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \vec{U}_{\varrho}^{ \pm}(\vec{k})^{\dagger}\left(\omega \mathbb{1}-\check{\boldsymbol{K}}^{ \pm}-\check{\boldsymbol{C}}^{ \pm}\right)^{-1} \vec{U}_{\sigma}^{ \pm}(\vec{k})  \tag{6.12a}\\
\overrightarrow{\tilde{U}}_{\sigma}^{ \pm}(\vec{k}) & =\frac{1}{\sqrt{N_{0}}} \sum_{\vec{R}} \mathrm{e}^{i \vec{k} \vec{R}} \overrightarrow{\tilde{U}}_{\vec{R} \sigma}^{ \pm} \tag{6.12b}
\end{align*}
$$

The vector notation in (6.12) combines the six internal summations over the intermediate lattice vectors and Wannier orbital indices $\vec{g}_{1} \kappa, \vec{g}_{2} \alpha, \vec{g}_{3} \beta, \vec{g}_{1}^{\prime} \kappa^{\prime}, \vec{g}_{2}^{\prime} \alpha^{\prime}$, and $\vec{g}_{3}^{\prime} \beta^{\prime}$ in formula (6.11). The check accent on the quantities $\check{\boldsymbol{U}}^{ \pm}, \check{\boldsymbol{K}}^{ \pm}$, and $\check{\boldsymbol{C}}^{ \pm}$indicates that the internal summation indices are lattice vectors and Wannier orbital indices rather than crystal momenta and band indices as in (6.6). I refer to (6.12) as the supercell form of CO-ADC.

The secular matrix $\check{\boldsymbol{K}}^{ \pm}+\check{\boldsymbol{C}}^{ \pm}$in (6.12a) does not explicitly depend on $\vec{k}$ which implies that the $2 p 1 h / 2 h 1 p$-propagator [analogous to (6.1)] contains all poles, i.e., poles for each $\vec{k}$-point. Hence, the resulting pole positions $\check{\omega}_{n}$ do also not explicitly depend on $\vec{k}$. Multiplying with $\vec{U}_{\varrho}^{ \pm \dagger}(\vec{k})$ from the left projects on the desired set of eigenvectors for a specific crystal momentum $\vec{k}$. Hence, the translational symmetry among the $N_{0}$ unit cells of the crystal is not exploited to reduce the size of the configuration space which is unfavorable in conjunction with the cutoff criteria discussed in Section 6.4. In practice, Equation (6.12) is applied to a large molecule formed by $N_{0}$ unit cells for which Born von Kármán boundary conditions are enforced. As a consequence, only $N_{0}$ discrete crystal momenta are in the Brillouin zone. The above given transformation from the Wannier
representation to the crystal momentum representation, is simple and robust and can be used in conjunction with almost any electron correlation method, but it suffers from finite-size effects due to the, usually, small number of unit cells which are considered in practice, see, e.g., Reference [26].

The translational symmetry of the dynamic self-energy (6.11) can be exploited by applying a translation by $-\vec{R}$ which removes the explicit dependence of $M_{\vec{R} \varrho \vec{R}^{\prime} \sigma}(\omega)$ on two external lattice vectors such that it only depends on the difference of the lattice vectors according to

$$
\begin{equation*}
M_{\vec{R} \varrho \vec{R}^{\prime} \sigma}(\omega)=M_{\overrightarrow{0} \varrho \vec{R}^{\prime}-\vec{R} \sigma}(\omega) \equiv M_{\varrho \sigma}\left(\overrightarrow{R^{\prime}}-\vec{R}, \omega\right) \tag{6.13}
\end{equation*}
$$

This facilitates to remove the lattice summation over $\vec{R}$ and the prefactor $\frac{1}{N_{0}}$ in (6.10) which results in (dropping the prime on $\vec{R}^{\prime}$ )

$$
\begin{equation*}
M_{p q}^{ \pm}(\vec{k}, \omega)=\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \sum_{\vec{R}} \mathrm{e}^{i \vec{k} \vec{R}} M_{\varrho \sigma}(\vec{R}, \omega) \tag{6.14}
\end{equation*}
$$

To continue, I give up the idea of an ADC form for $M_{\overrightarrow{0} \varrho \vec{R} \sigma}(\omega)$, where the modified coupling amplitudes on the left and on the right are related by Hermitian conjugation, as it is the case for (6.12), and arrive at

$$
\begin{align*}
M_{p q}^{ \pm}(\vec{k}, \omega) & =\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \overrightarrow{\tilde{U}}_{\overrightarrow{0} \varrho}^{ \pm \dagger}\left(\omega \mathbb{1}-\tilde{\boldsymbol{K}}^{ \pm}-\tilde{\boldsymbol{C}}^{ \pm}\right)^{-1} \overrightarrow{\tilde{U}}_{\sigma}^{ \pm}(\vec{k})  \tag{6.15a}\\
\overrightarrow{\tilde{U}}_{\sigma}^{ \pm}(\vec{k}) & =\sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} \overrightarrow{\tilde{U}}_{\vec{R} \sigma}^{ \pm} \tag{6.15b}
\end{align*}
$$

where a slightly changed definition of the transformed modified coupling amplitude $\overrightarrow{\tilde{U}}_{\sigma}^{ \pm}(\vec{k})=\sqrt{N_{0}} \overrightarrow{\vec{U}}_{\sigma}^{ \pm}(\vec{k})$ is employed which is indicated by a tilde accent on all quantities: $\tilde{\boldsymbol{U}}^{ \pm} \equiv \check{\boldsymbol{U}}^{ \pm}, \tilde{\boldsymbol{K}}^{ \pm} \equiv \check{\boldsymbol{K}}^{ \pm}$, and $\tilde{\boldsymbol{C}}^{ \pm} \equiv \check{\boldsymbol{C}}^{ \pm}$. Because of its asymmetric nature, I denote formula (6.15) as semi-transformed form.

By exploiting the translational symmetry (6.13), I remove the summation over all translationally equivalent octuples consisting of the two external Wannier orbitals $w_{\vec{R} \rho}^{*}(\vec{r} s)$ and $w_{\overrightarrow{R^{\prime}} \sigma}(\vec{r} s)$ of the dynamic self-energy $M_{\vec{R} \varrho \vec{R}^{\prime} \sigma}(\omega)$ and two $2 p 1 h$ - or two $2 h 1 p$-configurations entering the internal sixfold summation over Wannier orbitals in (6.11). I arrive at a summation over $\overrightarrow{0} \varrho, \overrightarrow{R^{\prime}}-\vec{R} \sigma$ and the six internal lattice vectors and Wannier orbital indices. This formulation thus provides a far better starting point for reducing the number of configurations by means of the cutoff criteria of Section 6.4 than the supercell form. Using the unsymmetric form (6.15) implies that the spectral representation of the dynamic self-energy (6.1) has to be adjusted in order to be able to extract it directly from the ADC ansatz (6.15). In particular, the pole positions of the $2 p 1 h / 2 h 1 p$-propagator [analogous to (6.1)] still do not dependent explicitly on $\vec{k}$ and the modified coupling amplitudes are no longer related by Hermitian conjugation; yet, for sure, the dynamic self-energy itself stays Hermitian. This way of exploiting translational symmetry in conjunction with the Wannier orbitals has already been applied successfully before to devise ab initio electron correlation methods for crystals like the local Hamiltonian approach of Gräfenstein et al. [63-67, 71, 72] or the Green's function based method of Albrecht et al. [68-70].

The internal structure of the dynamic self-energy is not regarded in the two formulas (6.12) and (6.15). Expression (6.15) results from (6.10) and (6.11) by exploiting the overall translational symmetry of $\boldsymbol{M}^{ \pm}(\vec{k}, \omega)$ in (6.13) and utilizing its exclusive dependence on two external Wannier orbitals. However, the translational symmetry of the matrices $\tilde{\boldsymbol{K}}^{ \pm}$and $\tilde{\boldsymbol{C}}^{ \pm}$in (6.15) can also be exploited additionally, which already was harnessed to derive (6.6) from its original molecular orbital formulation. I obtain

$$
\begin{align*}
& M_{p q}^{+}(\vec{k}, \omega)=\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \sum_{\vec{g}_{1} \vec{g}_{2} \vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime}} \sum_{\substack{\kappa \alpha \beta_{2}^{\prime} \\
k^{\prime} \alpha^{\prime} \beta^{\prime}}} \bar{U}_{\varrho}^{+*}+\vec{g}_{1} \vec{g}_{2} \kappa \alpha \beta(\vec{k}) \\
& \times\left(\omega \mathbb{1}-\overline{\boldsymbol{K}}^{+}(\vec{k})-\overline{\boldsymbol{C}}^{+}(\vec{k})\right)_{\substack{\vec{g}_{1}, \vec{g}_{2} \kappa \alpha \beta ; \\
\bar{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \alpha^{\prime} \beta^{\prime}}}^{-1}  \tag{6.16a}\\
& \times \bar{U}_{\sigma ; \vec{g}_{1}^{\prime} \vec{g}_{\prime}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}}(\vec{k}) \\
& \bar{U}_{\sigma ; \vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}}^{+}(\vec{k})=\sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} \bar{U}_{\vec{R} \sigma ; 0 \overrightarrow{0} \kappa^{\prime} \vec{g}_{1}^{\prime} \alpha^{\prime} \vec{g}_{2}^{\prime} \beta^{\prime}}^{+} \tag{6.16b}
\end{align*}
$$

where the identities $\overline{\boldsymbol{U}}^{+} \equiv \check{\boldsymbol{U}}^{+}, \overline{\boldsymbol{K}}^{+} \equiv \check{\boldsymbol{K}}^{+}$and $\overline{\boldsymbol{C}}^{+} \equiv \check{\boldsymbol{C}}^{+}$hold. The corresponding relations for $\boldsymbol{M}^{-}(\vec{k}, \omega)$ are formally identical to (6.16) apart from the changed occupation numbers $\kappa \rightarrow \alpha, \alpha \rightarrow \kappa, \beta \rightarrow \lambda, \kappa^{\prime} \rightarrow \alpha^{\prime}, \alpha^{\prime} \rightarrow \kappa^{\prime}$, and $\beta^{\prime} \rightarrow \lambda^{\prime}$. Alternatively, one can derive (6.16) by inserting the inverse Wannier transformation (2.33b) into the COADC equations for Bloch orbitals (6.6) which already are fully adapted to translational symmetry. This transformation is referred to as fully translational symmetry adapted form.

The modified coupling amplitudes (6.16b) are constructed by considering only Wannier orbitals relative to an origin cell or reference cell where the hole with index $\kappa$ is assumed to reside. The external orbital index $\sigma$ of the modified coupling amplitude can be viewed to represent a Bloch orbital $\psi_{\vec{k} \sigma}(\vec{r} s)$. The external Bloch orbital interacts with the $2 p 1 h$ configurations that are pinned with one lattice vector to the origin cell and extend with the two remaining lattice vectors $\vec{g}_{1}$ and $\vec{g}_{2}$ over up to two different unit cells. Alternatively, one can use the translational symmetry of the $\bar{U}_{\vec{R} \sigma ; \overrightarrow{0} \kappa^{\prime} \vec{g}_{1}^{\prime} \alpha^{\prime} \vec{g}_{2}^{\prime} \beta^{\prime}}^{+}$to arrive at

$$
\begin{equation*}
\bar{U}_{\sigma ; \vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}}(\vec{k})=\sum_{\vec{R}} \mathrm{e}^{-\mathrm{i} \vec{k} \vec{R}} \bar{U}_{\overrightarrow{0} \sigma ; \vec{R} \kappa^{\prime} \vec{g}_{1}^{\prime}+\vec{R} \alpha^{\prime} \vec{g}_{2}^{\prime}+\vec{R} \beta^{\prime}}^{+} \tag{6.17}
\end{equation*}
$$

where the external orbital $w_{\overrightarrow{0} \sigma}(\vec{r} s)$ now is independent of $\vec{R}$ and Equation (6.17) describes the interaction of a Wannier orbital in the origin cell with $2 p 1 h$-configurations centered around the origin cell and their translationally copies centered around $\vec{R}$ which are combined to give an intermediate $2 p 1 h$-configuration with a total crystal momentum $-\vec{k}$.

The matrix $(6.16 \mathrm{c})$ describes the coupling among the $2 p 1 h$-configurations. One of the lattice vectors of the first triple of orbitals is pinned to the origin cell and the two other lattice vectors $\vec{g}_{1}$ and $\vec{g}_{2}$ are offset to it. The remaining three lattice vectors denote a Wannier orbital in an arbitrary cell $\vec{R}$ and two further Wannier orbitals in the cells $\vec{g}_{1}^{\prime}+$
$\vec{R}$ and $\vec{g}_{2}^{\prime}+\vec{R}$ relative to the former. Obviously, the entire (6.16c) can be interpreted to describe the interaction of a $2 p 1 h$-configuration of Wannier orbitals centered around the origin cell with another $2 p 1 h$-configuration with crystal momentum $\vec{k}$. Due to the full exploitation of translational symmetry, also those of the matrices in terms of the intermediate $2 p 1 h$-configurations, the fully translational symmetry adapted form yields the smallest configuration space in conjunction with the cutoff criteria of Section 6.4.

To derive explicit CO-ADC expressions for the matrices showing up in (6.16), one changes to the Wannier representation of the Hamiltonian (3.8). The matrices in (6.16) are transformed employing the inverse generalized Wannier transformation (2.33) which corresponds to utilizing the full Fock matrix as zero order Hamiltonian. A subsequently applied perturbative expansion with respect to the off-diagonal elements of the Fock matrix is equivalent to employing the partitioning of the Hamiltonian in (3.8). Up to second order, this does not introduce any new diagrams involving $\boldsymbol{F}$ for the dynamic selfenergy [83,90,131,132] [Section 5.3]. The expansion of the ADC form for the diagrammatic series in Wannier representation formally assumes the same structure as (6.5). However, there is no crystal momentum dependence of the individual matrices in this case yielding

$$
\begin{equation*}
\boldsymbol{M}^{(2), \pm}(\omega)=\overline{\boldsymbol{U}}^{ \pm(1) \dagger}\left(\omega \mathbb{1}-\overline{\boldsymbol{K}}^{ \pm}\right)^{-1} \overline{\boldsymbol{U}}^{ \pm(1)}+O(3) \tag{6.18}
\end{equation*}
$$

With the second order diagram, Figure 5.5, Equation (5.24), one obtains expressions for the matrices in (6.16) within a second order treatment of the one- and two-electron interaction

$$
\begin{align*}
& \bar{U}_{\vec{R} \varrho ; \vec{g}_{1} \kappa \vec{g}_{2} \alpha \vec{g}_{3} \beta}^{+}=V_{\vec{R} \varrho \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]}^{*} n_{\vec{g}_{1} \kappa} \bar{n}_{\vec{g}_{2} \alpha} \bar{n}_{\vec{g}_{3} \beta} \tag{6.19a}
\end{align*}
$$

$$
\begin{align*}
& \underset{\substack{\bar{g}_{1} \kappa \bar{g}_{1} \\
\bar{g}_{1}^{\prime} \kappa^{\prime} \bar{g}_{2}^{\prime} \alpha^{\prime} \bar{g}_{3} \beta, \bar{g}_{3}^{\prime} \beta^{\prime}}}{+c^{\prime}}=0 \tag{6.19b}
\end{align*}
$$

to which I refer as $\operatorname{CO}-\operatorname{ADC}(2,2)$ approximation. The equations for $\overline{\boldsymbol{U}}^{-}, \overline{\boldsymbol{K}}^{-}$, and $\overline{\boldsymbol{C}}^{-}$ are formally identical to (6.19), apart from the occupation numbers, which are in this case $\bar{n}_{\vec{g}_{1} \alpha} n_{\vec{g}_{2} \kappa} n_{\vec{g}_{3} \lambda}$. Here $\overline{\boldsymbol{K}}^{ \pm}+\overline{\boldsymbol{C}}^{ \pm}$are diagonal which is no longer the case, if the full Fock matrix is chosen to be the zeroth order Hamiltonian $\hat{H}_{0}^{\mathrm{WF}}$ in (3.8).

Goldstone diagrams involving $\boldsymbol{F}$ arise earliest in third order [Figure 5.8]. They are to be incorporated into the expansion of the ADC form up to third order which reads

$$
\begin{align*}
\boldsymbol{M}^{(3) \pm}(\omega)= & \boldsymbol{M}^{(2) \pm}(\omega) \\
& +\overline{\boldsymbol{U}}^{ \pm(2) \dagger}\left(\omega \mathbb{1}-\overline{\boldsymbol{K}}^{ \pm}\right)^{-1} \overline{\boldsymbol{U}}^{ \pm(1)} \\
& +\overline{\boldsymbol{U}}^{ \pm(1) \dagger}\left(\omega \mathbb{1}-\overline{\boldsymbol{K}}^{ \pm}\right)^{-1} \overline{\boldsymbol{U}}^{ \pm(2)}  \tag{6.20}\\
& +\overline{\boldsymbol{U}}^{ \pm(1) \dagger}\left(\omega \mathbb{1}-\overline{\boldsymbol{K}}^{ \pm}\right)^{-1} \overline{\boldsymbol{C}}^{ \pm(1)}\left(\omega \mathbb{1}-\overline{\boldsymbol{K}}^{ \pm}\right)^{-1} \overline{\boldsymbol{U}}^{ \pm(1)}+O(4)
\end{align*}
$$

with the second order term $\boldsymbol{M}^{(2) \pm}(\omega)$ from (6.18). The Goldstone diagrams in Figure 5.8, Equations (5.25) and (5.26) fit nicely into the analytic structure of the summand that
precedes $O(4)$ in (6.20) upon making the assignments

$$
\begin{align*}
\bar{C}_{\vec{g}_{\vec{g}_{1}^{\prime} \kappa} \kappa^{\prime} \vec{g}_{2} \alpha \vec{g}_{2}^{\prime} \sigma^{\prime} \bar{g}_{3}^{\prime} \beta^{\prime} \beta^{\prime}}^{+}= & \left(\mathbb{F}_{\vec{g}_{2} \alpha \vec{g}_{2}^{\prime} \alpha^{\prime}} \delta_{\vec{g}_{3} \beta \vec{g}_{3}^{\prime} \beta^{\prime}}-\mathbb{F}_{\vec{g}_{2} \alpha \vec{g}_{3}^{\prime} \beta^{\prime}} \delta_{\vec{g}_{3} \beta \vec{g}_{2}^{\prime} \alpha^{\prime}}\right. \\
& \left.-\mathbb{F}_{\vec{g}_{3} \beta \vec{g}_{2}^{\prime} \alpha^{\prime}} \delta_{\vec{g}_{2} \alpha \vec{g}_{3}^{\prime} \beta^{\prime}}+\mathbb{F}_{\vec{g}_{3} \beta \vec{g}_{3}^{\prime} \beta^{\prime}} \delta_{\vec{g}_{2} \alpha \vec{g}_{2}^{\prime} \alpha^{\prime}}\right) \delta_{\vec{g}_{1} \kappa \vec{g}_{1}^{\prime} \kappa^{\prime}}  \tag{6.21}\\
& -\mathbb{F}_{\vec{g}_{1} \kappa \vec{g}_{1}^{\prime} \kappa^{\prime}} \delta_{\vec{g}_{2} \alpha \vec{g}_{2}^{\prime} \alpha^{\prime}} \delta_{\vec{g}_{3}} \beta \vec{g}_{3}^{\prime} \beta^{\prime}
\end{align*}
$$

Corresponding expressions for $\boldsymbol{M}^{-}(\vec{k}, \omega)$ are obtained by exchanging $\kappa \rightarrow \alpha, \alpha \rightarrow \kappa$, $\beta \rightarrow \lambda, \kappa^{\prime} \rightarrow \alpha^{\prime}, \alpha^{\prime} \rightarrow \kappa^{\prime}$, and $\beta^{\prime} \rightarrow \lambda^{\prime}$ in (6.21). In conjunction with (6.19a), (6.19b), the formula (6.21) constitutes the so-called CO-ADC(3,2) approximation which means being third order in the diagrams that involve the one-particle interaction, i.e., $\boldsymbol{F}$, but only second order in the diagrams of exclusively the two-particle interaction, i.e., the two-electron integrals. The first summand in (6.21) describes coupling of holes $i$ to $i^{\prime}$ and originates from diagram I in Figure 5.8, Equation (5.26). ${ }^{1}$ The remaining terms in (6.21) originate from diagram II in Figure 5.8, Equation (5.25) and represent the coupling between two particles.

### 6.2 Static self-energy

### 6.2.1 Crystal momentum representation

The static self-energy has not been determined so far. It is represented by all those diagrams in the diagrammatic expansion of the self-energy where the external points of the diagrams correspond to equal times [83]. In a strict second order treatment of electron correlations, using Bloch orbitals (3.4), the static self-energy is zero because the first static self-energy diagrams arise the earliest in third order. Moreover, it turns out that the diagrammatic series for the static self-energy does not converge reasonably in many cases [89]. However, a self-consistent solution is possible [84, 87] utilizing [83, 250, 251]

$$
\begin{equation*}
\Sigma_{p q}^{\infty}(\vec{k})=W_{p q}(\vec{k})+\sum_{\vec{k}^{\prime}} \sum_{r, s} V_{\vec{k} p \vec{k}^{\prime} r\left[\vec{k} q \vec{k}^{\prime} s\right]}\left[\frac{1}{2 \pi \mathrm{i}} \oint G_{s r}\left(\vec{k}^{\prime}, \omega\right) \mathrm{d} \omega\right], \tag{6.22}
\end{equation*}
$$

here given in terms of Bloch orbitals. The contour integration in (6.22) runs along the real axis and closes in the upper complex $\omega$-plane, hence enclosing only the poles of the advanced Green's function $\boldsymbol{G}^{-}\left(\vec{k}^{\prime}, \omega\right)$ in (5.6b).

The self-consistent solution of (6.22) is computationally expensive. Yet, a stable and efficient Dyson expansion method (DEM) to determine the static self-energy is devised in Reference [89]. There, the first two terms of the Dyson expansion (5.15b) are inserted into (6.22). The term $W_{p q}(\vec{k})$ in (6.22) cancels the result of the contour integration over the free Green's function $G_{s r}^{0}\left(\vec{k}^{\prime}, \omega\right)$. Carrying out the contour integration over the product

[^20]of the two free Green's functions and the static self-energy yields
\[

$$
\begin{align*}
\sum_{p q}^{\infty}(\vec{k}) & =\sum_{\vec{k}^{\prime}} \sum_{r, s} A_{\vec{k} p \vec{k} q, \vec{k}^{\prime} s \vec{k}^{\prime} r} \sum_{s r}^{\infty}\left(\vec{k}^{\prime}\right)+b_{p q}(\vec{k})  \tag{6.23a}\\
A_{\vec{k} p \vec{k} q, \vec{k}^{\prime} s \vec{k}^{\prime} r} & =V_{\vec{k} p \vec{k}^{\prime} r\left[\vec{k} q \vec{k}^{\prime} s\right]}\left[\frac{\bar{n}_{\overrightarrow{k^{\prime}} s} s n_{\vec{k}^{\prime} r}}{\varepsilon_{\vec{k}^{\prime} r}-\varepsilon_{\vec{k}^{\prime} s}}+\frac{n_{\vec{k}^{\prime} s} \bar{n}_{\vec{k}^{\prime} r}}{\varepsilon_{\vec{k}^{\prime} s}-\varepsilon_{\vec{k}^{\prime} r}}\right]  \tag{6.23b}\\
b_{p q}(\vec{k}) & =\sum_{\overrightarrow{k^{\prime}}} \sum_{r, s} V_{\vec{k} p \vec{k}^{\prime} r\left[\vec{k} q \vec{k}^{\prime} s\right]} Q_{r s}\left(\vec{k}^{\prime}\right)  \tag{6.23c}\\
Q_{r s}\left(\overrightarrow{k^{\prime}}\right) & =\frac{1}{2 \pi \mathrm{i}} \oint G_{s s}^{0}\left(\vec{k}^{\prime}, \omega\right) M_{s r}\left(\vec{k}^{\prime}, \omega\right) G_{r r}^{0}\left(\vec{k}^{\prime}, \omega\right) \mathrm{d} \omega . \tag{6.23d}
\end{align*}
$$
\]

The $Q_{r s}\left(\vec{k}^{\prime}\right)$ can now be determined by inserting the crystal momentum dependent spectral representation of the dynamic self-energy (6.1) into (6.23d) and carrying out the contour integration to yield for $Q_{r s}\left(\overrightarrow{k^{\prime}}\right)=Q_{r s}^{+}\left(\overrightarrow{k^{\prime}}\right)+Q_{r s}^{-}\left(\overrightarrow{k^{\prime}}\right)$

$$
\begin{align*}
Q_{r s}^{+}\left(\vec{k}^{\prime}\right)= & \sum_{n \in\{N+1\}} m_{s}^{+,(n)}\left(\vec{k}^{\prime}\right) m_{r}^{+,(n) *}\left(\vec{k}^{\prime}\right)\left[\frac{-n_{\overrightarrow{k^{\prime} s}} n_{\vec{k}^{\prime} r}}{\left(\varepsilon_{\vec{k}^{\prime} s}-\omega_{n}^{+}\left(\vec{k}^{\prime}\right)\right)\left(\varepsilon_{\vec{k}^{\prime} r}-\omega_{n}^{+}\left(\vec{k}^{\prime}\right)\right)}\right. \\
& \left.+\frac{n_{\vec{k}^{\prime} s} \bar{n}_{\vec{k}^{\prime} r}}{\left(\varepsilon_{\vec{k}^{\prime} s}-\varepsilon_{\vec{k}^{\prime} r}\right)\left(\varepsilon_{\vec{k}^{\prime} s}-\omega_{n}^{+}\left(\vec{k}^{\prime}\right)\right)}-\frac{\bar{k}_{\vec{k}^{\prime} s} n_{\vec{k}^{\prime} r}}{\left(\varepsilon_{\vec{k}^{\prime} s}-\varepsilon_{\vec{k}^{\prime} r}\right)\left(\varepsilon_{\vec{k}^{\prime} r}-\omega_{n}^{+}\left(\overrightarrow{k^{\prime}}\right)\right)}\right]  \tag{6.24a}\\
Q_{r s}^{-}\left(\vec{k}^{\prime}\right)= & \sum_{n \in\{N-1\}} m_{s}^{-,(n)}\left(\vec{k}^{\prime}\right) m_{r}^{-,(n) *}\left(\vec{k}^{\prime}\right)\left[\frac{\bar{k}_{\overrightarrow{k^{\prime} s}} \bar{n}_{\vec{k}^{\prime} r}}{\left(\varepsilon_{\vec{k}^{\prime} s}-\omega_{n}^{-}\left(\overrightarrow{k^{\prime}}\right)\right)\left(\varepsilon_{\vec{k}^{\prime} r}-\omega_{n}^{-}\left(\overrightarrow{k^{\prime}}\right)\right)}\right. \\
& \left.-\frac{n_{\vec{k}^{\prime} r} \bar{n}_{\vec{k}^{\prime} s}}{\left(\varepsilon_{\overrightarrow{k^{\prime} s}}-\varepsilon_{\vec{k}^{\prime} r}\right)\left(\varepsilon_{\vec{k}^{\prime} s}-\omega_{n}^{-}\left(\overrightarrow{k^{\prime}}\right)\right)}+\frac{\bar{n}_{\vec{k}^{\prime} r} n_{\vec{k}^{\prime} s}}{\left(\varepsilon_{\vec{k}^{\prime} s}-\varepsilon_{\vec{k}^{\prime} r}\right)\left(\varepsilon_{\vec{k}^{\prime} r}-\omega_{n}^{-}\left(\overrightarrow{k^{\prime}}\right)\right)}\right] . \tag{6.24b}
\end{align*}
$$

In order to evaluate (6.24), I resort to (6.6) [analogous equations result from (6.16)]. The direct usage of (6.24) is, in principle, very time consuming because the $\boldsymbol{K}^{ \pm}\left(\overrightarrow{k^{\prime}}\right)+\boldsymbol{C}^{ \pm}\left(\vec{k}^{\prime}\right)$ matrices have to be diagonalized fully to obtain the pole positions $\omega_{n}^{ \pm}\left(\vec{k}^{\prime}\right)$. For the CO-ADC(2) form of the dynamic self-energy in crystal momentum representation (6.7), however, $\boldsymbol{K}^{ \pm}\left(\overrightarrow{k^{\prime}}\right)+\boldsymbol{C}^{ \pm}\left(\overrightarrow{k^{\prime}}\right)$ remains diagonal. This leads to $m_{r}^{ \pm,(n) *}\left(\overrightarrow{k^{\prime}}\right)=U_{\vec{k}^{\prime} r, n}^{ \pm}$and $\omega_{n}^{ \pm}\left(\vec{k}^{\prime}\right)=K_{n n}^{ \pm}\left(\vec{k}^{\prime}\right)$, where the $n$-th eigenvector of $\boldsymbol{K}^{ \pm}\left(\vec{k}^{\prime}\right)+\boldsymbol{C}^{ \pm}\left(\vec{k}^{\prime}\right)$ is only non-zero for a single $2 p 1 h$ - or $2 h 1 p$-configuration, respectively. In general, the $Q_{r s}\left(\vec{k}^{\prime}\right)$ are determined efficiently from (6.24) by the inversion method or by a single vector Lanczos diagonalization to circumvent a full diagonalization of $\boldsymbol{K}^{ \pm}\left(\vec{k}^{\prime}\right)+\boldsymbol{C}^{ \pm}\left(\vec{k}^{\prime}\right)$ [89].

The inversion method has been found [89] to be more efficient than the single vector Lanczos diagonalization, so I concentrate on the former. I define auxiliary vectors $\vec{V}_{r}^{ \pm}\left(\vec{k}^{\prime}\right)$ as the solution of the inhomogeneous systems of linear equations

$$
\begin{array}{lll}
\left(\varepsilon_{\vec{k}^{\prime} i} \mathbb{1}-\boldsymbol{K}^{+}\left(\vec{k}^{\prime}\right)-\boldsymbol{C}^{+}\left(\vec{k}^{\prime}\right)\right) \vec{V}_{i}^{+}\left(\vec{k}^{\prime}\right)=\vec{U}_{i}^{+}\left(\vec{k}^{\prime}\right), & & n_{\vec{k}^{\prime} i}=1 \\
\left(\varepsilon_{\vec{k}^{\prime} a} \mathbb{1}-\boldsymbol{K}^{-}\left(\vec{k}^{\prime}\right)-\boldsymbol{C}^{-}\left(\vec{k}^{\prime}\right)\right) \vec{V}_{a}^{-}\left(\vec{k}^{\prime}\right)=\vec{U}_{a}^{-}\left(\vec{k}^{\prime}\right), & & \bar{n}_{\vec{k}^{\prime} a}=1 . \tag{6.25b}
\end{array}
$$

Inserting the eigenvectors $\boldsymbol{Y}^{ \pm}\left(\overrightarrow{k^{\prime}}\right)$ of $\boldsymbol{K}^{ \pm}\left(\overrightarrow{k^{\prime}}\right)+\boldsymbol{C}^{ \pm}\left(\overrightarrow{k^{\prime}}\right)$ to solve (6.25) and using formula (6.9), reveals the usefulness of the new vectors

$$
\begin{equation*}
\vec{V}_{r}^{ \pm}\left(\vec{k}^{\prime}\right)=\boldsymbol{Y}^{ \pm}\left(\vec{k}^{\prime}\right)\left(\varepsilon_{\vec{k}^{\prime} r} \mathbb{1}-\Omega^{ \pm}\left(\vec{k}^{\prime}\right)\right)^{-1} \vec{m}_{r}^{ \pm \dagger}\left(\vec{k}^{\prime}\right) \tag{6.26}
\end{equation*}
$$

to rewrite the Equations (6.24) for $Q_{r s}^{ \pm}\left(\vec{k}^{\prime}\right)$

$$
\begin{align*}
Q_{r s}^{+}\left(\vec{k}^{\prime}\right)= & -\vec{V}_{s}^{+\dagger}\left(\vec{k}^{\prime}\right) \vec{V}_{r}^{+}\left(\vec{k}^{\prime}\right) n_{\vec{k}^{\prime} s} n_{\vec{k}^{\prime} r}+\left(\varepsilon_{\vec{k}^{\prime} s}-\varepsilon_{\vec{k}^{\prime} r}\right)^{-1} \\
& \times\left[\vec{V}_{s}^{+\dagger}\left(\vec{k}^{\prime}\right) \vec{U}_{r}^{+}\left(\vec{k}^{\prime}\right) \bar{n}_{\vec{k}^{\prime} r} n_{\vec{k}^{\prime} s}-\vec{U}_{s}^{+\dagger}\left(\vec{k}^{\prime}\right) \vec{V}_{r}^{+}\left(\vec{k}^{\prime}\right) \bar{n}_{\vec{k}^{\prime} s} n_{\vec{k}^{\prime} r}\right]  \tag{6.27a}\\
Q_{r s}^{-}\left(\vec{k}^{\prime}\right)= & \vec{V}_{s}^{-\dagger}\left(\vec{k}^{\prime}\right) \vec{V}_{r}^{-}\left(\vec{k}^{\prime}\right) \bar{n}_{\vec{k}^{\prime} s} \bar{n}_{\vec{k}^{\prime} r}-\left(\varepsilon_{\vec{k}^{\prime} s}-\varepsilon_{\vec{k}^{\prime} r}\right)^{-1} \\
& \times\left[\vec{V}_{s}^{-\dagger}\left(\vec{k}^{\prime}\right) \vec{U}_{r}^{-}\left(\vec{k}^{\prime}\right) n_{\vec{k}^{\prime} r} \bar{n}_{\vec{k}^{\prime} s}-\vec{U}_{s}^{-\dagger}\left(\vec{k}^{\prime}\right) \vec{V}_{r}^{-}\left(\vec{k}^{\prime}\right) \bar{n}_{\vec{k}^{\prime} r} n_{\vec{k}^{\prime} s}\right] . \tag{6.27b}
\end{align*}
$$

I have reduced the problem of determining the $Q_{r s}^{ \pm}\left(\vec{k}^{\prime}\right)$ to the problem of determining the $\vec{V}_{r}^{ \pm}\left(\vec{k}^{\prime}\right)$. Inspecting the inhomogeneous systems of linear equations (6.25), I note that I have to solve for the $\vec{V}_{i}^{+}\left(\vec{k}^{\prime}\right)$ in the large $2 p 1 h$-configuration space but only for the usually small set of all occupied orbitals. Conversely, the $\vec{V}_{a}^{-}\left(\vec{k}^{\prime}\right)$ have to be calculated in the small $2 h 1 p$-configuration space but for the usually large set of all virtual orbitals.

The diagonal parts $\varepsilon_{\vec{k}^{\prime} r} \mathbb{1}-\boldsymbol{K}^{ \pm}\left(\vec{k}^{\prime}\right)$ in (6.25) are at least of a magnitude of twice the Hartree-Fock band gap, implying usually a diagonal dominance of the full matrices in (6.25). Therefore, a solution by Jacobi iterations [89, 127] is suggested

$$
\begin{align*}
\vec{V}_{r}^{ \pm,(0)}\left(\vec{k}^{\prime}\right) & =\left(\varepsilon_{\vec{k}^{\prime}, r} \mathbb{1}-\boldsymbol{K}^{ \pm}\left(\vec{k}^{\prime}\right)\right)^{-1} \vec{U}_{r}^{ \pm}\left(\vec{k}^{\prime}\right)  \tag{6.28}\\
\vec{V}_{r}^{ \pm,(n)}\left(\vec{k}^{\prime}\right) & =\vec{V}_{r}^{ \pm,(0)}\left(\vec{k}^{\prime}\right)+\left(\varepsilon_{\vec{k}^{\prime} r} \mathbb{1}-\boldsymbol{K}^{ \pm}\left(\vec{k}^{\prime}\right)\right)^{-1} \boldsymbol{C}^{ \pm}\left(\vec{k}^{\prime}\right) \vec{V}_{r}^{ \pm,(n-1)}\left(\vec{k}^{\prime}\right)
\end{align*}
$$

which turns out to converge rapidly.
The inhomogeneous linear system of equations (6.23a) can now be solved for $\sum_{p q}^{\infty}(\vec{k})$ by a matrix inversion [84]

$$
\begin{equation*}
\vec{\Sigma}^{\infty}=(\mathbb{1}-\boldsymbol{A})^{-1} \vec{b} \tag{6.29}
\end{equation*}
$$

where $\Sigma_{i}^{\infty}, b_{i}$ and $A_{i j}$ are composed by numerating the compound indices $(p, q, \vec{k})$ and $\left(s, r, \vec{k}^{\prime}\right)$ in $\sum_{p q}^{\infty}(\vec{k}), b_{p q}^{\infty}(\vec{k})$ and $A_{\vec{k} p} \vec{k} q, \vec{k}^{\prime} s \vec{k}^{\prime} r$ by integer numbers $i$ and $j$, respectively. Inspecting Equation (6.23b), I note that $\boldsymbol{A}$ couples only to the components of $\Sigma_{s r}^{\infty}\left(\overrightarrow{k^{\prime}}\right)$, where the $s, r$ indices denote $p h$ - or $h p$-orbitals. As all quantities in (6.29) are Hermitian, I can further restrict the band indices to $p \leq q$. As soon as the number of $\vec{k}$-points becomes large, the solution of (6.29) gets cumbersome as the dimension of the system of linear equations is given by the number of entries of the upper triangle (including the diagonal entries) of the static self-energy matrix times the number of $\vec{k}$-points. Thus an iterative linear equations solver has to be employed [127].

### 6.2.2 Wannier representation

The static self-energy can also be determined directly in Wannier representation from which I obtain the static self-energy in crystal momentum representation by

$$
\begin{equation*}
\Sigma_{p q}^{\infty}(\vec{k})=\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} \sum_{\varrho \sigma}^{\infty}(\vec{R}) . \tag{6.30}
\end{equation*}
$$

To find an approximation for $\Sigma_{\varrho \sigma}^{\infty}(\vec{R})$, I insert the inverse Wannier transformation (2.33b) and its Hermitian conjugate into (6.23) and arrive at

$$
\begin{equation*}
\Sigma_{\varrho \sigma}^{\infty}(\vec{R})=\sum_{\vec{R}^{\prime}} \sum_{\tau, v}\left[\sum_{\vec{g}} A_{\overrightarrow{0} \varrho \vec{R} \sigma, \vec{g} v \vec{g}+\vec{R}^{\prime} \tau}\right] \Sigma_{v \tau}^{\infty}\left(\vec{R}^{\prime}\right)+b_{\varrho \sigma}(\vec{R}) \tag{6.31a}
\end{equation*}
$$

$$
\begin{equation*}
b_{\varrho \sigma}(\vec{R})=\sum_{\vec{R}^{\prime}} \sum_{\tau, v}\left[\sum_{\vec{g}} V_{\left.\overrightarrow{0} \varrho \vec{g}+\vec{R}^{\prime} \tau[\vec{R} \sigma \vec{g} v]\right]}\right] Q_{\tau v}\left(\vec{R}^{\prime}\right) . \tag{6.31b}
\end{equation*}
$$

Note that the translational symmetry of $A_{\overrightarrow{0} \varrho \vec{R} \sigma, \vec{g} v \vec{g}+\vec{R}^{\prime} \tau}$ could only be utilized once to remove one lattice summation such that two lattice summations (one over $\vec{R}^{\prime}$ and one over $\vec{g}$ ) show up in ( 6.31 ) while only one $\vec{k}^{\prime}$ summation is necessary in (6.23). There is no first order contribution ${ }^{2}$ to the static self-energy in (6.31) because the static self-energy used here evolves from an inverse Wannier transformation of the self-energy obtained in Møller-Plesset partition [39-42] (3.4) and a subsequent perturbative expansion with respect to the off-diagonal elements of the Fock matrix.

For the remaining equations $(6.23 \mathrm{~b})$ and ( 6.23 d ), I switch from $M_{s r}\left(\vec{k}^{\prime}, \omega\right)$ to $M_{v \tau}\left(\vec{R}^{\prime}, \omega\right)$. Further, I assume the partition (3.8) of the Hamiltonian in Wannier representation and get

$$
\begin{align*}
A_{\overrightarrow{0} \varrho \vec{R} \sigma, \vec{g} v \vec{g}+\vec{R}^{\prime} \tau} & =V_{\overrightarrow{0} \varrho \vec{g}+\vec{R}^{\prime} \tau[\vec{R} \sigma \vec{g} v]}\left(\frac{\bar{n}_{\vec{g} v} n_{\vec{g}+\vec{R}^{\prime} \tau}}{\varepsilon_{\vec{g}+\vec{R}^{\prime} \tau}-\varepsilon_{\vec{g} v}}+\frac{n_{\vec{g} v} \bar{n}_{\vec{g}+\vec{R}^{\prime} \tau}}{\varepsilon_{\vec{g} v}-\varepsilon_{\vec{g}+\vec{R}^{\prime} \tau}}\right)  \tag{6.32a}\\
Q_{\tau v}\left(\vec{R}^{\prime}\right) & =\frac{1}{2 \pi \mathrm{i}} \oint G_{v v}^{0}(\overrightarrow{0}, \omega) M_{v \tau}\left(\vec{R}^{\prime}, \omega\right) G_{\tau \tau}^{0}(\overrightarrow{0}, \omega) \mathrm{d} \omega \tag{6.32b}
\end{align*}
$$

with the free Green's function in Wannier representation

$$
\begin{equation*}
G_{\tau v}^{0}\left(\vec{R}^{\prime}, \omega\right)=\delta_{\overrightarrow{0} \tau, \vec{R}^{\prime} v}\left[\frac{\bar{n}_{\overrightarrow{0} \tau}}{\omega-\varepsilon_{\overrightarrow{0} \tau}+i \eta}+\frac{n_{\overrightarrow{0} \tau}}{\omega-\varepsilon_{\overrightarrow{0} \tau}-i \eta}\right] \tag{6.33}
\end{equation*}
$$

for the partition (3.8).
To determine the $Q_{\tau v}\left(\vec{R}^{\prime}\right)$, I introduce the spectral representation of the dynamic selfenergy in Wannier representation [the analogue of Equation (6.1)]

$$
\begin{aligned}
M_{v \tau}\left(\vec{R}^{\prime}, \omega\right) & =\sum_{n \in\{N+1\}} \frac{\check{m}_{v}^{+,(n)}(\overrightarrow{0}) \check{m}_{\tau}^{+,(n) *}\left(\vec{R}^{\prime}\right)}{\omega-\check{\omega}_{n}^{+}+\mathrm{i} \eta}+\sum_{n \in\{N-1\}} \frac{\check{m}_{v}^{-,(n)}(\overrightarrow{0}) \check{m}_{\tau}^{-,(n) *}\left(\vec{R}^{\prime}\right)}{\omega-\check{\omega}_{n}^{-}-\mathrm{i} \eta}(6.34) \\
& =M_{v \tau}^{+}\left(\vec{R}^{\prime}, \omega\right)+M_{v \tau}^{-}\left(\vec{R}^{\prime}, \omega\right)
\end{aligned}
$$

which is obtained from the ADC form of the dynamic self-energy in Wannier representation (6.11) by letting $\vec{R} \rightarrow \overrightarrow{0}$ and diagonalizing $\breve{\boldsymbol{K}}^{ \pm}+\check{\boldsymbol{C}}^{ \pm}$analogously to (6.8). I would like to point out that the full configuration space of $2 p 1 h$ - and $2 h 1 p$-configurations is necessary here, the $2 p 1 h$ - and $2 h 1 p$-configurations of both the origin cell and the surrounding neighbor cells, because translational symmetry cannot be exploited in the internal summations as $\vec{R}^{\prime}$-in contrast to $\vec{k}$-is not a good quantum number. This leads to the redundancies that have already been mentioned in conjunction with the supercell form of the dynamic self-energy in section 6.1.

The $Q_{T v}\left(\overrightarrow{R^{\prime}}\right)$ can now be determined by inserting the spectral representation of the dynamic self-energy in Wannier representation (6.34) into (6.32b) and carrying out the

[^21]contour integration to yield for $Q_{\tau v}\left(\vec{R}^{\prime}\right)=Q_{\tau v}^{+}\left(\vec{R}^{\prime}\right)+Q_{\tau v}^{-}\left(\overrightarrow{R^{\prime}}\right)$
\[

$$
\begin{align*}
Q_{\tau v}^{+}\left(\vec{R}^{\prime}\right)= & \sum_{n \in\{N+1\}} \check{m}_{v}^{+,(n)}(\overrightarrow{0}) \check{m}_{\tau}^{+,(n) *}\left(\vec{R}^{\prime}\right)\left[\frac{-n_{\vec{R}^{\prime} \tau} n_{\overrightarrow{0} v}}{\left(\varepsilon_{\vec{R}^{\prime} \tau}-\check{\omega}_{n}^{+}\right)\left(\varepsilon_{\overrightarrow{0} v}-\check{\omega}_{n}^{+}\right)}\right. \\
& \left.+\frac{n_{\vec{R}^{\prime} \tau} \bar{n}_{\overrightarrow{0} v}}{\left(\varepsilon_{\vec{R}^{\prime} \tau}-\varepsilon_{\overrightarrow{0} v}\right)\left(\varepsilon_{\vec{R}^{\prime} \tau}-\check{\omega}_{n}^{+}\right)}-\frac{\bar{n}_{\vec{R}^{\prime} \tau} n_{\overrightarrow{0} v}}{\left(\varepsilon_{\vec{R}^{\prime} \tau}-\varepsilon_{\overrightarrow{0} v}\right)\left(\varepsilon_{\overrightarrow{0} v}-\check{\omega}_{n}^{+}\right)}\right]  \tag{6.35a}\\
Q_{\tau v}^{-}\left(\vec{R}^{\prime}\right)= & \sum_{n \in\{N-1\}} \check{m}_{v}^{-,(n)}(\overrightarrow{0}) \check{m}_{\tau}^{-,(n) *}\left(\vec{R}^{\prime}\right)\left[\frac{\bar{n}_{\vec{R}^{\prime} \tau} \bar{n}_{\overrightarrow{0} v}}{\left(\varepsilon_{\vec{R}^{\prime} \tau}-\check{\omega}_{n}^{-}\right)\left(\varepsilon_{\overrightarrow{0} v}-\check{\omega}_{n}^{-}\right)}\right. \\
& \left.+\frac{n_{\vec{R}^{\prime} \tau} \bar{n}_{\overrightarrow{0} v}}{\left(\varepsilon_{\vec{R}^{\prime} \tau}-\varepsilon_{\overrightarrow{0} v}\right)\left(\varepsilon_{\overrightarrow{0} v}-\check{\omega}_{n}^{-}\right)}-\frac{\bar{n}_{\vec{R}^{\prime} \tau} n_{\overrightarrow{0} v}}{\left(\varepsilon_{\vec{R}^{\prime} \tau}-\varepsilon_{\overrightarrow{0} v}\right)\left(\varepsilon_{\vec{R}^{\prime} \tau}-\check{\omega}_{n}^{-}\right)}\right] . \tag{6.35b}
\end{align*}
$$
\]

I proceed as before by defining the auxiliary vectors

$$
\begin{array}{ll}
\left(\varepsilon_{\vec{R}^{\prime} \kappa} \mathbb{1}-\check{\boldsymbol{K}}^{+}-\check{\boldsymbol{C}}^{+}\right) \vec{V}_{\kappa}^{+}\left(\vec{R}^{\prime}\right)=\vec{U}_{\kappa}^{+}\left(\vec{R}^{\prime}\right), & n_{\vec{R}^{\prime} \kappa}=1 \\
\left(\varepsilon_{\vec{R}^{\prime} \alpha} \mathbb{1}-\check{\boldsymbol{K}}^{-}-\check{\boldsymbol{C}}^{-}\right) \vec{V}_{\alpha}^{-}\left(\vec{R}^{\prime}\right)=\vec{U}_{\alpha}^{-}\left(\vec{R}^{\prime}\right), & \bar{n}_{\vec{R}^{\prime} \alpha}=1 \tag{6.36b}
\end{array}
$$

setting $\vec{U}_{\varrho}^{ \pm}(\vec{R}) \equiv \vec{U}_{\vec{R} \varrho}^{ \pm}$, and rewrite Equation (6.35) for $Q_{\tau v}^{ \pm}\left(\vec{R}^{\prime}\right)$

$$
\begin{align*}
Q_{\tau v}^{+}\left(\vec{R}^{\prime}\right)= & -\vec{V}_{v}^{+\dagger}(\overrightarrow{0}) \vec{V}_{\tau}^{+}\left(\vec{R}^{\prime}\right) n_{\vec{R}^{\prime} \tau} n_{\overrightarrow{0} v}+\left(\varepsilon_{\vec{R}^{\prime} \tau}-\varepsilon_{\overrightarrow{0} v}\right)^{-1} \\
& \times\left[\vec{U}_{v}^{+\dagger}(\overrightarrow{0}) \vec{V}_{\tau}^{+}\left(\vec{R}^{\prime}\right) \bar{n}_{\overrightarrow{0} v} n_{\vec{R}^{\prime} \tau}-\vec{V}_{v}^{+\dagger}(\overrightarrow{0}) \vec{U}_{\tau}^{+}\left(\vec{R}^{\prime}\right) \bar{n}_{\vec{R}^{\prime} \tau} n_{\overrightarrow{0} v}\right]  \tag{6.37a}\\
Q_{\tau v}^{-}\left(\vec{R}^{\prime}\right)= & \vec{V}_{v}^{-\dagger}(\overrightarrow{0}) \vec{V}_{\tau}^{-}\left(\vec{R}^{\prime}\right) \bar{n}_{\vec{R}^{\prime} \tau} \bar{n}_{\overrightarrow{0} v}-\left(\varepsilon_{\vec{R}^{\prime} \tau}-\varepsilon_{\overrightarrow{0} v}\right)^{-1} \\
& \times\left[\vec{U}_{v}^{-\dagger}(\overrightarrow{0}) \vec{V}_{\tau}^{-}\left(\vec{R}^{\prime}\right) n_{\overrightarrow{0} v} \bar{n}_{\vec{R}^{\prime} \tau}-\vec{V}_{v}^{-\dagger}(\overrightarrow{0}) \vec{U}_{\tau}^{-}\left(\vec{R}^{\prime}\right) \bar{n}_{\overrightarrow{0} v} n_{\vec{R}^{\prime} \tau}\right] . \tag{6.37b}
\end{align*}
$$

The algorithm for Jacobi iterations now reads

$$
\begin{align*}
\vec{V}_{\varrho}^{ \pm,(0)}\left(\vec{R}^{\prime}\right) & =\left(\varepsilon_{\vec{R}^{\prime} \varrho} \mathbb{I}-\check{\boldsymbol{K}}^{ \pm}\right)^{-1} \vec{U}_{\varrho}^{ \pm}\left(\vec{R}^{\prime}\right) \\
\vec{V}_{\varrho}^{ \pm,(n)}\left(\vec{R}^{\prime}\right) & =\vec{V}_{\varrho}^{ \pm,(0)}\left(\vec{R}^{\prime}\right)+\left(\varepsilon_{\vec{R}^{\prime}} \varrho^{\mathbb{I}}-\check{\boldsymbol{K}}^{ \pm}\right)^{-1} \check{\boldsymbol{C}}^{ \pm} \vec{V}_{\varrho}^{ \pm,(n-1)}\left(\vec{R}^{\prime}\right) \tag{6.38}
\end{align*}
$$

and the inhomogeneous linear system of equations (6.31a) can be solved for $\Sigma_{\varrho \sigma}^{\infty}(\vec{R})$ by a matrix inversion again (6.29) [84]

$$
\begin{equation*}
\vec{\Sigma}^{\infty}=(\mathbb{1}-\boldsymbol{A})^{-1} \vec{b}, \tag{6.39}
\end{equation*}
$$

where a check accent is affixed to indicate that Wannier orbitals rather than Bloch orbitals are used. Note that $\Sigma^{\infty}(\vec{R})$ is not Hermitian. Hence the full static self-energy matrix has to be included in $\vec{\Sigma}^{\infty}$ explicitly for several lattice vectors $\vec{R}$. However, the property $\Sigma^{\infty \dagger}(\vec{R})=\Sigma^{\infty}(-\vec{R})$ holds which can be utilized to reduce the dimension of (6.39).

### 6.3 Dyson equation

Having determined approximations for the static (6.30) and the dynamic self-energy (6.16) in terms of Wannier orbitals, I can finally determine the positions and strengths of the
poles of the one-particle Green's function from formula (5.16). [The pole positions and strengths of the Green's function - using Bloch orbitals to represent the self-energy (6.23) and (6.6) - can be obtained following a nearly identical line of argument.] To this end, the small Hermitian eigenvalue problem

$$
\begin{equation*}
\left(\varepsilon(\vec{k})+\boldsymbol{\Sigma}^{\infty}(\vec{k})+\boldsymbol{M}(\vec{k}, \omega)\right) \vec{x}_{\mathrm{G}}(\vec{k}, \omega)=\omega \vec{x}_{\mathrm{G}}(\vec{k}, \omega) \tag{6.40}
\end{equation*}
$$

with $\boldsymbol{\varepsilon}(\vec{k})$ being the diagonal matrix of Bloch orbital energies and $\vec{x}_{\mathrm{G}}(\vec{k}, \omega)$ denoting eigenvectors, has to be solved self-consistently, i.e., such that the energy $\omega$ entering the dynamic self-energy $\boldsymbol{M}(\vec{k}, \omega)$ is identical to the resulting eigenvalue $\omega$.

Dropping the matrices $\boldsymbol{\mathcal { U }}(\vec{k})$, which arise by inserting (6.16) and (6.30) into (6.40) is allowed because eigenvalue problems are invariant under similarity transformations. Defining the translational symmetry adapted Fock matrix $\bar{F}_{\varrho \sigma}(\vec{k})=\sum_{\vec{R}} \mathrm{e}^{\mathrm{i} \vec{k} \vec{R}} F_{\varrho \sigma}(\vec{R})$, one arrives at

$$
\begin{equation*}
\left(\overline{\boldsymbol{F}}(\vec{k})+\overline{\boldsymbol{\Sigma}}^{\infty}(\vec{k})+\overline{\boldsymbol{M}}(\vec{k}, \omega)\right) \vec{x}_{\mathrm{G}}(\vec{k}, \omega)=\omega \vec{x}_{\mathrm{G}}(\vec{k}, \omega) \tag{6.41}
\end{equation*}
$$

where the new quantities $\overline{\boldsymbol{F}}(\vec{k}), \overline{\boldsymbol{\Sigma}}^{\infty}(\vec{k}), \overline{\boldsymbol{M}}(\vec{k}, \omega)$, and $\vec{x}_{\mathrm{G}}(\vec{k}, \omega)$ are related to the original ones $\boldsymbol{\varepsilon}(\vec{k}), \boldsymbol{\Sigma}^{\infty}(\vec{k}), \boldsymbol{M}(\vec{k}, \omega)$, and $\vec{x}_{\mathrm{G}}(\vec{k}, \omega)$ by

$$
\begin{align*}
\varepsilon_{p q}(\vec{k}) & =\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \bar{F}_{\varrho \sigma}(\vec{k})  \tag{6.42a}\\
\Sigma_{p q}^{\infty}(\vec{k}) & =\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \bar{\Sigma}_{\varrho \sigma}^{\infty}(\vec{k})  \tag{6.42b}\\
M_{p q}(\vec{k}, \omega) & =\sum_{\varrho, \sigma} \mathcal{U}_{p \varrho}(\vec{k}) \mathcal{U}_{q \sigma}^{*}(\vec{k}) \bar{M}_{\varrho \sigma}(\vec{k}, \omega)  \tag{6.42c}\\
\check{x}_{\mathrm{G}, p}(\vec{k}, \omega) & =\sum_{\varrho} \mathcal{U}_{p \varrho}(\vec{k}) x_{\mathrm{G}, \varrho}(\vec{k}, \omega) . \tag{6.42d}
\end{align*}
$$

Inserting the ADC form of the dynamic self-energy (6.16) into (6.41) and defining ${ }^{3}$

$$
\begin{equation*}
\vec{x}^{ \pm}(\vec{k}, \omega)=\left(\omega \mathbb{1}-\overline{\boldsymbol{K}}^{ \pm}(\vec{k})-\overline{\boldsymbol{C}}^{ \pm}(\vec{k})\right)^{-1} \overline{\boldsymbol{U}}^{ \pm}(\vec{k}) \vec{x}_{\mathrm{G}}(\vec{k}, \omega), \tag{6.43}
\end{equation*}
$$

with the modified interaction matrices $\overline{\boldsymbol{U}}^{ \pm}(\vec{k})=\left(\cdots \vec{U}_{\sigma}^{ \pm}(\vec{k}) \cdots\right)$, yields the following form of the eigenvalue problem (6.41)

$$
\begin{equation*}
\left(\overline{\boldsymbol{F}}(\vec{k})+\overline{\boldsymbol{\Sigma}}^{\infty}(\vec{k})\right) \vec{x}_{\mathrm{G}}(\vec{k}, \omega)+\overline{\boldsymbol{U}}^{+\dagger}(\vec{k}) \vec{x}^{+}(\vec{k}, \omega)+\overline{\boldsymbol{U}}^{-\dagger}(\vec{k}) \vec{x}^{-}(\vec{k}, \omega)=\omega \vec{x}_{\mathrm{G}}(\vec{k}, \omega) . \tag{6.44}
\end{equation*}
$$

Rewriting Equation (6.43) as

$$
\begin{equation*}
\overline{\boldsymbol{U}}^{ \pm}(\vec{k}) \vec{x}_{\mathrm{G}}(\vec{k}, \omega)+\left(\overline{\boldsymbol{K}}^{ \pm}(\vec{k})+\overline{\boldsymbol{C}}^{ \pm}(\vec{k})\right) \vec{x}^{ \pm}(\vec{k}, \omega)=\omega \vec{x}^{ \pm}(\vec{k}, \omega), \tag{6.45}
\end{equation*}
$$

it becomes evident that formulas (6.44) and (6.45) can be recast as a joint Hermitian eigenvalue problem

$$
\begin{gather*}
\boldsymbol{B}(\vec{k}) \boldsymbol{X}(\vec{k})=\boldsymbol{X}(\vec{k}) \boldsymbol{E}(\vec{k}), \\
\boldsymbol{B}(\vec{k})=\left(\begin{array}{ccc}
\overline{\boldsymbol{F}}(\vec{k})+\boldsymbol{\Sigma}^{\dagger}(\vec{k}) \boldsymbol{X}(\vec{k})=\mathbb{1} \\
\overline{\boldsymbol{U}}^{+}(\vec{k}) & \overline{\boldsymbol{U}}^{+\dagger}(\vec{k}) & \overline{\boldsymbol{\boldsymbol { U }}}^{+}(\vec{k})+\overline{\boldsymbol{C}}^{+}(\vec{k}) \\
\overline{\boldsymbol{U}}^{-}(\vec{k}) & \mathbf{0} & \mathbf{0} \\
\mathbf{K}^{-}(\vec{k})+\overline{\boldsymbol{C}}^{-}(\vec{k})
\end{array}\right) \tag{6.46}
\end{gather*}
$$

[^22]The new matrix $\boldsymbol{B}(\vec{k})$ is called the band structure matrix. It has to be diagonalized for several $\vec{k}$-points yielding eigenvalues $e_{n}(\vec{k})=(\boldsymbol{E}(\vec{k}))_{n n}$ and eigenvectors $\vec{X}_{n}(\vec{k})=$ $\left(\vec{x}_{\mathrm{G}}\left(\vec{k}, e_{n}(\vec{k})\right)^{\mathrm{T}}, \vec{x}^{+}\left(\vec{k}, e_{n}(\vec{k})\right)^{\mathrm{T}}, \vec{x}^{-}\left(\vec{k}, e_{n}(\vec{k})\right)^{\mathrm{T}}\right)^{\mathrm{T}}$. Equation (6.46) is similar to the result for molecules [87] where the diagonalization of the ADC form (6.16) also sums, via the molecular equivalent of (6.3), infinitely many proper self-energy diagrams before its result is put into the Dyson equation (5.15) to sum all improper self-energy diagrams that derive from those contained in the ADC form.

The spectral representation of the one-particle Green's function (5.6) reads, in terms of the eigenpairs of (6.46),

$$
\begin{equation*}
G_{p q}(\vec{k}, \omega)=\sum_{n} \frac{\bar{x}_{p}^{(n)}(\vec{k}) \bar{x}_{q}^{(n) *}(\vec{k})}{\omega-e_{n}(\vec{k})} \tag{6.47}
\end{equation*}
$$

where $\bar{x}_{p}^{(n)}(\vec{k})=(\boldsymbol{X}(\vec{k}))_{p n}$ denotes the transition amplitude of the $n$-th state which are given by either the $x_{p}^{(n)}(\vec{k})$ or the $y_{p}^{(n)}(\vec{k})$ in (5.7).

In some cases, the external Wannier orbitals of the dynamic self-energy are restricted to a single cell of the crystal, i.e., $\boldsymbol{M}(\vec{k}, \omega) \approx \boldsymbol{M}(\vec{R}=\overrightarrow{0}, \omega)$, the so-called one-latticesite approximation for the dynamic self-energy. Note, however, that configurations in neighboring unit cells are not entirely excluded. The $\vec{k}$-dependence is solely mediated by the one-particle matrix $\overline{\boldsymbol{F}}(\vec{k})+\overline{\boldsymbol{\Sigma}}^{\infty}(\vec{k})$. The static self-energy can also be evaluated in one-lattice-site approximation. Then the $\vec{k}$-dependence is exclusively due to $\overline{\boldsymbol{F}}(\vec{k})$ and this approximation to the CO-ADC equations becomes similar to the dynamical mean field theory (DMFT) [22].

### 6.4 Configuration selection

The convergence of the lattice sums occurring in the Feynman-Dyson perturbation series of the one-particle Green's function (5.13) is granted by the reasoning of Sun and Bartlett [166] in Section 3.3 for the crystal momentum representation of the Hamiltonian (3.4). The lattice sums also converge in the case of the Wannier representation (3.8) as it basically evolves from (3.4) by means of the inverse Wannier transformation (2.33).

Although the convergence of lattice sums is granted principally, I have to devise an algorithm for their proper truncation [1], a dynamical building of the configuration space is required which means to meet a chosen accuracy in the lattice sums for a given crystal. The appropriate truncation of lattice sums is an essential ingredient of all real $a b$ initio methods for crystals and corresponds to a configuration selection procedure which ensures that the configuration space is sufficiently large for the desired accuracy of the $N \pm 1$ excited states but still sufficiently small to be tractable on present-day computers. In molecular physics, configuration selection has been introduced in the context of the configuration interaction method [255] which suffers from an exponentially growing configuration space with respect to the number of atoms in molecules. The techniques discussed in Reference [255] are not applicable here, as they are designed with the configuration interaction method in mind, but there are analogs for crystals which are similar in spirit.

In the incremental scheme for ground states of crystals [1,2,38,43-45,152] [Sections 3.3 and 3.4], the total configuration space of a crystal is partitioned into one-body orbital sets (3.14) which are used in a subsequent calculation of the correlation energy to yield energy increments (3.16) and (3.17). Frequently, explicit manual configuration selection is applied [Chapter 3]. This allows the partition of the configuration space to be chosen following chemical intuition. The situation is much more cumbersome for band structures because the number of distinct excited states grows with the number of correlated electrons, i.e., the number of orbitals which are considered in (6.6) or (6.16). In the local Hamiltonian approach, the number of states to be calculated is restricted to a fixed number which is treated in an incremental way [63-67,72]. Albrecht and Igarashi [68, 69] ensure the convergence of an incremental series for the self-energy for $\omega=0$, a criterion which is independent of the number of states actually described.

I devise here a configuration selection procedure that is perfectly adapted to the structure of the CO-ADC theory. For the CO-ADC in terms of Bloch orbitals [Sections 6.1.1 and 6.2 .1$]$, $\vec{k}$-points are chosen employing Born von Kármán boundary conditions which lead to a net of equidistant $\vec{k}$-points [3, 6]. In this case, configuration selection means choosing a sufficiently dense net in conjunction with a cutoff criterion which is similar to the one for CO-ADC in terms of Wannier orbitals [Sections 6.1.2 and 6.2.2] discussed in the next paragraph. Yet, beforehand, one should interpret the impact of the number of $\vec{k}$ points used for Brillouin zone integration by recalling the transformation to the supercell form in Section 6.1.2. Using a given net of $N_{0} \vec{k}$-points to carry out a Wannier transformation (2.33), a CO-ADC in Bloch orbitals can be immediately represented and analyzed in terms of the supercell form (6.12). However one should emphasize that the redundancies of this representation - which is utilized here for interpretation only - are not present in the Bloch orbital formulation of CO-ADC. The supercell form affords a tight-binding interpretation: within the supercell, the number of distinct neighbors to the origin cell is restricted by the volume of the supercell. Distinct interaction terms among the cells, i.e., the Fock matrix, and two-electron integrals, are thus also resticted and the number of $\vec{k}$-points employed can thus be understood to imply the number of nearest-neighbor cells treated in the interaction terms. These arguments generalize the tight-binding arguments given, e.g., in Reference [109], in conjunction with a single Brillouin zone integration of a crystal momentum dependent function, to the multi-dimensional case.

Configuration selection in crystal momentum representation is not intuitive and does not allow a fine grained selection of configurations within unit cells and between an origin cell and its neighbor cells. For crystals with large unit cells this is a significant restriction. To obtain a suitable cutoff criterion for CO-ADC in terms of Wannier orbitals, I evaluate the second order diagram of the retarded dynamic self-energy $(5.24)[83,87]$ and examine the summand therein

$$
\begin{equation*}
\frac{V_{\overrightarrow{0} \varrho \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]} V_{\vec{R} \sigma \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]}^{*}}{\omega+\varepsilon_{\vec{g}_{1} \kappa}-\varepsilon_{\vec{g}_{2} \alpha}-\varepsilon_{\vec{g}_{3} \beta}} n_{\vec{g}_{1} \kappa} \bar{n}_{\vec{g}_{2} \alpha} \bar{n}_{\vec{g}_{3} \beta} . \tag{6.48}
\end{equation*}
$$

The most delocalized occupied orbitals are the valence orbitals. Therefore, the occupied valence orbitals couple to the most important $2 p 1 h$-configurations. Hence, $\omega$ can be assumed to be of the order of the band gap. The denominator in (6.48) is regarded to
be constant to a reasonable degree. It is thus considered as being part of the cutoff threshold. Therefore, if $V_{\overrightarrow{0} \varrho \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]} V_{\vec{R} \sigma \vec{g}_{1} \kappa\left[\vec{g}_{2} \alpha \vec{g}_{3} \beta\right]}^{*} n_{\vec{g}_{1} \kappa} \bar{n}_{\vec{g}_{2} \alpha} \bar{n}_{\vec{g}_{3} \beta}$ is above a certain cutoff threshold for some combination of $\overrightarrow{0} \varrho$ and $\vec{R} \sigma$, I include the corresponding $2 p 1 h$ configuration $\left(\vec{g}_{1} \kappa, \vec{g}_{2} \alpha, \vec{g}_{3} \beta\right.$ ) in the configuration space. If the product is small for all external Wannier orbitals of the self-energy, ( $\vec{g}_{1} \kappa, \vec{g}_{2} \alpha, \vec{g}_{3} \beta$ ) is neglected completely by setting all two-electron integrals containing this configuration exactly to zero. By this, only a finite range of the residual Coulomb interaction, which is not treated in HartreeFock approximation, is explored. The same arguments hold for the selection of $2 h 1 p$ configurations for the evaluation of the advanced dynamic self-energy.

Convergence of the configuration space, i.e., the number of unit cells contributing configurations to be considered in the cutoff criterion (6.48), is expected to be sufficiently quick as the two-electron matrix elements decay rapidly with the distance of a single Wannier orbital from the centroid of the $2 p 1 h$ - and $2 h 1 p$-configurations. Long-range effects in the $N \pm 1$ particle system, which are also present in the ground state of the $N$ particle system, i.e., van der Waals dispersion interactions, are expected to be nearly equal in the $N$ and the $N \pm 1$ particle systems and thus almost cancel in quasiparticle band structure calculations. The long range effect, caused by the extra Coulomb charge that occurs in $N \pm 1$ particle states, is nevertheless effective and causes an overall polarization of non-metallic crystals. It can be accounted for by adjusting the chemical potential $\mu^{ \pm}$of the added or removed electron, accordingly, using a continuum approximation $[1,2,63,64,67,71]$.

Having introduced a convenient method to truncate the configuration space for COADC, I have to elucidate the physical impact of configuration selection. The modified coupling amplitudes (6.16b) in the band structure matrix (6.46) of a crystal carry two independent lattice vectors $\vec{g}_{1}^{\prime}$ and $\vec{g}_{2}^{\prime}$. If $\vec{g}_{1}^{\prime}$ and $\vec{g}_{2}^{\prime}$ are sufficiently far away from the origin cell, all two-electron matrix elements (6.19a) which contribute to the modified coupling amplitude $U_{\sigma ; \vec{g}_{1}^{\prime} \vec{g}_{\prime}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}}^{ \pm}(\vec{k})$ fall, for all $\sigma$, below the configuration selection threshold and are therefore zero. Because the modified interaction matrices (6.19c) vanish in $\operatorname{CO}-\mathrm{ADC}(2,2)$ approximation and Equation (6.16c) thus denotes diagonal matrices, the eigenvalue associated with the configuration $\left(\vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}\right)$ is simply given by the diagonal element $\left(\overline{\boldsymbol{K}}^{ \pm}(\vec{k})\right)_{\vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime} ; \vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}}$, with an eigenvector being unity on position $\vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}$ and zero elsewhere. Consequently, such an eigenstate of $\boldsymbol{B}(\vec{k})$ is removed by deleting the column and the row $\vec{g}_{1}^{\prime} \vec{g}_{2}^{\prime} \kappa^{\prime} \alpha^{\prime} \beta^{\prime}$ in $\boldsymbol{B}(\vec{k})$ because the transition amplitude (5.7) for the $n$-th state vanishes and thus it does not contribute to the spectral representation of the one-particle Green's function (6.47).

A further consequence of configuration selection involves the lattice summations over $\vec{R}$ in ( 6.16 b ) and $(6.16 \mathrm{c})$. In the first place, I consider a crystal with a macroscopic lattice constant which consists of $N_{0}$ unit cells. As a result of configuration selection, only Fock and two-electron matrix elements that involve Wannier orbitals from a single unit cell, specifically the origin cell, are non-zero. Therefore, in Equations (6.16b) and (6.16c), the lattice sums run over only the single term for $\vec{R}=\overrightarrow{0}$ with $\vec{g}_{1}=\vec{g}_{2}=\overrightarrow{0}$ and the resulting band structure matrix (6.46) is consequently independent of $\vec{k}$. As the Brillouin zone contains $N_{0}$ crystal momenta, I obtain a $N_{0}$-fold degenerate spectrum similarly to simple tight-binding models [3]. In typical crystals, interactions with neighboring unit cells are
important. Yet, a sufficiently large supercell which consist of $n_{0}$ unit cells can be chosen such that interactions between supercells are negligible leading to a $N_{0} / n_{0}$ fold degenerate spectrum. In other words, a cutoff threshold, to be used for the selection of Fock matrix elements and $2 p 1 h$ - and $2 h 1 p$-configurations, implies a definition of degeneracy of the physical states in my model of the crystal.
To selectively diagonalize the band structure matrix, one uses an iterative eigenvalue solver, e.g., a block-Lanczos algorithm [127, 256, 257], that is capable of exploiting the sparsity of $\boldsymbol{B}(\vec{k})$. The most expensive step of the block-Lanczos algorithm is a matrix times vector product between $\boldsymbol{B}(\vec{k})$ and the Lanczos vectors which determines the overall performance of the eigenvalue solver $[74,127,128,257] .{ }^{4}$ To investigate the scaling of a selective computation of eigenpairs, I consider a supercell consisting of two unit cells of the original lattice. Let me assume a crystal with a macroscopic lattice constant to investigate the asymptotic scaling behavior of the problem. Then, the configuration selection method of the previous paragraphs selects only configurations local to the individual unit cells. Hence, the resulting configuration space scales linearly with the system size, i.e., the number of atoms per unit cell. This is a necessary condition for the selective diagonalization of the band structure matrix (6.46) to scale linearly as well. The total Fock matrix of the supercell is also block-diagonal with the two identical Fock matrices of the constituting unit cells on its diagonal. Similarly, the modified coupling amplitudes (6.16b) only contain two non-zero blocks which describe the coupling of $2 p 1 h$ - and $2 h 1 p$-configurations to the Fock matrix of each of the two constituting unit cells of the supercell such that the total band structure matrix decomposes into two subproblems that can be solved independently. A single matrix times vector product for the supercell requires twice as many floating point operations than are needed for a matrix times vector product for one of the two unit cells in the supercell. Hence, the computation of matrix times vector products scales linearly with the system size. ${ }^{5}$ Yet, doubling the system size also usually means, that I am interested in twice as many excited states. Hence, the overall effort to determine all excited states of a crystal in a given energy range scales quadratically. It is a quadratically scaling problem, where linear scaling can only be achieved by an a priori restriction to a few excited states of the system.

For typical crystals, the Fock matrix of a supercell is not block-diagonal which implies another doubling of the number of floating point operations upon doubling the system size. Yet, this factor cancels in most cases as the number of $\vec{k}$-points needed for a given accuracy of the integration over the Brillouin zone of the supercell is halved because the volume of its Brillouin zone is half the volume of the Brillouin zone which corresponds to the original crystal lattice [3].
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## 7 Hydrogen fluoride and lithium fluoride compounds

This chapter is devoted to the study of the energy levels of compounds that are formed by the elements hydrogen and lithium with fluorine. In the first place, I investigate the ionization potentials of isolated diatomic HF and LiF molecules in Section 7.1. Apart from test calculations in Section 7.1.2, electron affinities are not regarded, as they represent scattering states which are sensitive to the basis set and require a sophisticated nonHermitian resonance treatment $[67,74,128,131,132,258]$.

Thereafter, the changes in the energy levels of the two molecules upon crystallization are studied. I turn to the single $(\mathrm{HF})_{\infty}$ chain of Chapter 4 which represents the simplest realistic model of a HF crystal in Section 7.2 and investigate bulk LiF in Section 7.3. I adopt a quasiparticle point of view to investigate the outer valence states and the lowest virtual states of the two solids.

### 7.1 Hydrogen fluoride and lithium fluoride molecules

### 7.1.1 Ionization potentials

Hydrogen fluoride and lithium fluoride are two diatomic molecules of $C_{\infty v}$ symmetry [259]. The experimental values for the internuclear distances are $0.91680 \AA$ for HF and $1.5639 \AA$ for LiF [259]. I carry out a Mulliken and a Löwdin population analysis [39-42,260] of the Hartree-Fock density matrix utilizing GAMESS-UK [261] in conjunction with the cc-pVDZ basis set $[48,49]$. The resulting population numbers are displayed in Table 7.1. HF turns out to be less ionic than LiF which can be understood by the difference in electronegativity between the elements hydrogen and lithium on the one hand and fluorine on the other hand. Hydrogen and lithium only have comparatively low electronegativities of 2.2 and 1.0 , respectively, whereas fluorine is the element with the highest electronegativity 4.0 of all elements in the periodic table [230]. Therefore, fluorine draws electrons from hydrogen and lithium atoms whereby hydrogen donates substantially less partial charge to fluorine, -0.2 to -0.4 . The by $71 \%$ larger internuclear distance in LiF compared to HF is traced back to the fact that only a bare proton with a diameter of 1 fm would remain once hydrogen was fully ionized. Instead lithium attains to a helium configuration where the nuclear charge is still shielded by the lower lying Li $1 s$ shell with a diameter which is orders of magnitude larger.

The ionization spectra of the two molecules are shown in Figure 7.1. They are obtained in two different ways, once directly by exploiting Koopmans' theorem [39-42, 143] and once by the Dyson ADC(3) program of Tarantelli [87,262] which is based on canonical molecular orbitals. On the abscissa I give the IP while the ordinate indicates the pole

| Compound | Atom | Nuclear <br> charge | Mulliken <br> population | Löwdin <br> population |
| :---: | :---: | :---: | :---: | :---: |
| HF | H | 1 | 0.76 | 0.89 |
|  | F | 9 | 9.24 | 9.12 |
| LiF | Li | 3 | 2.38 | 2.64 |
|  | F | 9 | 9.62 | 9.36 |

Table 7.1: Population numbers according to Mulliken and Löwdin for HF and LiF molecules.
strength of each hole state which is a measure of its one-particle character. It is unity for IPs resulting from Hartree-Fock theory.

Many of the characteristics of the ionization spectra of the two molecules can already be understood in terms of the independent particle model. The outer valence region of the molecules is formed by two distinct IPs in the range of $15-20 \mathrm{eV}$ for HF and $10-15 \mathrm{eV}$ for LiF. By inspecting the molecular orbitals, I find the lowest IPs of HF and LiF to correspond to an ionization from the two $\pi$-type lone pairs on fluorine which are twofold degenerate. Ionization from the third $\pi$-type lone pair of fluorine requires more energy as it is oriented towards either the hydrogen or the lithium atom and thus is attracted by their positive partial charges [Table 7.1]. The molecular orbital of predominantly F $2 s$ character constitutes the inner valence region in both molecules which is situated around 40 eV in HF and around 35 eV in LiF. For the two ionization spectra, the differences between hydrogen and lithium atoms basically manifest in two effects. Firstly, there is an overall shift of all IPs of LiF to lower energies with respect to corresponding IPs in HF because in lithium the nuclear charge is shielded by the lower lying Li $1 s$ shell. ${ }^{1}$ Secondly, the larger internuclear distance in LiF than in HF causes a weaker interaction between lithium and fluorine atoms compared to the interaction between hydrogen and fluorine atoms. Consequently, I observe a smaller splitting of the outer valence IPs of LiF with respect to HF.

The simple independent particle view on the ionization spectra of HF and LiF changes considerably as soon as one accounts for electron correlations. They lead to a considerable shifting of the IPs of all main states to lower energies with respect to the corresponding Hartree-Fock values [1]. The shift of the IPs in the outer valence region with respect to their Hartree-Fock values is of the same magnitude for the two molecules. The energy splitting of the IPs from $\operatorname{ADC}(3)$ is slightly increased in HF whereas it is slightly decreased in LiF. The approximately uniform shift of the outer valence IPs of HF and LiF indicates that electron correlations for these states are dominated by the fluorine atom and is essentially unaltered upon formation of the molecular bond. This solidifies the given assignment for these IPs discussed in the previous paragraph.

The correlation effects in the inner valence region of both molecules are much more fascinating. Here a striking manifestation of many-particle effects occurs. In the ion-
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Figure 7.1: (Color) lonization spectra of a HF and a LiF molecule. Solid green lines denote HartreeFock ionization potentials (Koopmans' theorem [39-42,143]), dashed red lines depict results of the Dyson ADC(3) program of Tarantelli $[87,262]$ which is based on canonical molecular orbitals.
ization spectrum of HF, one observes a shake-down satellite at $\approx 38 \mathrm{eV}$. The remnant of the independent particle state, the so-called main state is found at $\approx 41 \mathrm{eV}$. This well-known phenomenon results from a strong admixture of two-particle-one-hole- and two-hole-one-particle-configurations ( $2 h 1 p$ - and $2 p 1 h$-configurations) to the description of the hole states and is termed strong correlations or breakdown of the molecular orbital picture of ionization [1,1,73-75]. In LiF, I observe a series of shake-up satellites aside of the main state at 38 eV but correlation effects seem to be less pronounced. For HF, the appreciable splitting of the independent particle state into two states of similar pole strength indicates that one may suggest a two-level-system-type of process as an explanation which is superimposed on the overall correlation effects. The canonical molecular orbital, which is mainly of $\mathrm{F} 2 s$ type, is also of noticeable amplitude around the hydrogen nucleus. This suggests that the description of hole states that predominantly involve this orbital are influenced by both nuclei which leads to the observed splitting. The reasoning is supported further by the observation that the shift of the mean of the two inner valence IPs in HF with respect to the Hartree-Fock value is roughly the same as it is in LiF. Additionally, the nearly identical magnitude of the shifts implies that the correlation effects in the inner valence regions are also dominated by the fluorine atom. Moreover, the inner valence IPs are found to shift larger towards lower energies than the IP in the outer valence region.

| $\mathrm{IP}_{\text {Koopmans }}$ | $\mathrm{IP}_{2,2}$ | $\mathrm{IP}_{2,3}$ | $\mathrm{IP}_{2, \infty}$ | $\mathrm{IP}_{2, \infty}^{\mathrm{ND}}$ | PS |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 43.059 | 39.236 | 39.727 | 39.715 | 39.698 | 31.2 |
|  |  | 38.183 | 38.157 | 38.142 | 60.4 |
| 20.300 | 18.922 | 18.638 | 18.549 | 18.597 | 94.6 |
| $(2 \times)$ | 17.105 | 14.637 | 14.217 | 14.256 | 14.261 |

Table 7.2: lonization potentials of a HF molecule as obtained in Hartree-Fock approximation $\mathrm{IP}_{\text {Koopmans }}$ by Koopmans' theorem $[39-42,143]$ ) and various variants of ADC using all diagrams of the two-electron interaction up to second order in conjunction with off-diagonal elements of the Fock matrix being treated in second or third order of perturbation theory, $\mathrm{IP}_{2,2}$ or $\mathrm{IP}_{3,2}$, respectively, or exactly $\mathrm{IP}_{\infty, 2}$. The data from a non-Dyson $\operatorname{ADC}(\infty, 2)$ for canonical molecular orbitals is labelled as $\mathrm{IP}_{\infty, 2}^{\mathrm{ND}}$. Here PS are the pole strengths.

| $\mathrm{EA}_{\text {Koopmans }}$ | $\mathrm{EA}_{2,2}$ | $\mathrm{EA}_{2,3}$ | $\mathrm{EA}_{2, \infty}$ | PS |
| :---: | :---: | ---: | ---: | :---: |
| -4.985 | -4.703 | -4.685 | -4.682 | 99.5 |
| -21.962 | -21.021 | -20.922 | -20.895 | 98.7 |

Table 7.3: Electron affinities of a HF molecule. Symbols are chosen as in Table 7.2 with "IP" replaced by "EA".

### 7.1.2 Local orbital algebraic diagrammatic construction

CO-ADC theory was devised for canonical (Bloch) orbitals (6.6), (6.22) and local (Wannier) orbitals (6.16), (6.39) in Chapters 5 and 6. Special care was required to handle the matrix representation of the Fock operator. It is diagonal (3.4) in canonical orbitals, however, becomes block-diagonal by the transition to local orbitals (3.8). Two ways were discussed in Chapter 6 to handle this situation. Once, I treated the full Fock matrix exactly in all stages of CO-ADC theory; the other time, I proposed a decomposition of the Fock matrix into a diagonal and an off-diagonal contribution with a subsequent perturbative treatment of the off-diagonal Fock matrix elements. The accuracy of the additional perturbative approximation in the latter approach has not been examined so far and still needs a critical assessment which is carried out in the following. There are a few well-tested ADC packages, which are based on canonical molecular orbitals like the Dyson ADC(3) program of Tarantelli [87,262] used in the previous Section 7.1.1 or the non-Dyson ADC(2) program of Breidbach [263,264]. Both programs employ canonical molecular orbitals. They are well suited to provide reference data. The accuracy of a perturbative treatment of the off-diagonal Fock matrix elements is studied for the simple HF molecule as a test case.

To this end, one has to devise a local orbital $A D C$ scheme for molecules, first. This can most easily be done, both analytically and numerically, by starting from the CO-ADC equations described in Chapters 5 and 6. Let each unit cell of a crystal with a macroscopic lattice constant be occupied by a given molecule. Following the arguments of Section 6.4, only Fock matrix elements and two-electron integrals within the origin cell are selected for band structure calculations. In other words, all states are $N_{0}$ fold degenerate and the band structure matrix has only to be diagonalized at the $\Gamma$ point to obtain all distinct
energy levels of the crystal. They can be identified with the energy levels of the molecule. By this line of argument, it is justified to drop the lattice sums and lattice vectors totally in Equations (6.16) and (6.39) to obtain analytical expressions for the local orbital ADC scheme.

The Hartree-Fock calculations are carried out with the WANNIER program [30,31] which yields a priori Wannier orbitals [Section 2.5]. Let the HF molecule constitute each unit cell of a one-dimensional lattice [Figure 2.1] with a constant of $1 \mu \mathrm{~m}$. This assures that interactions with neighboring unit cells, which contain other HF molecules, are negligible. WANNIER [30,31] diagonalizes the occupied block of the Fock matrix in the origin cell, so only the virtual block in terms of the crystal projected atomic orbitals of Section 2.6 contains off-diagonal matrix elements in the case of molecules. Based on the WANNIER program [30,31], I wrote the CO-ADC program [97] which implements local molecular orbital ADC and local crystal orbital ADC. Following Sections 6.1.2 and 6.2 .2 , the off-diagonal Fock matrix elements and the two-electron integrals can be accounted for in different orders of perturbation theory for the construction of the ADC equations. This implies that the contributions which (partly) involve the one-electron interaction can be treated in order $m$ and the contributions that exclusively represent the two-electron interaction can be treated in order $n$. This facilitates to take higher order terms into account for the more important part. The resulting approximations for molecules are denoted by local orbital $\mathrm{ADC}(m, n)$ scheme. A corresponding nomenclature is used for CO-ADC. To assess the perturbative treatment of off-diagonal Fock matrix elements of the virtual block, I calculate the IPs and EAs of HF using local orbitals. I employ the methods $\operatorname{ADC}(2,2), \operatorname{ADC}(3,2)$ and an exact treatment of the off-diagonal terms of the Fock matrix denoted here by $\operatorname{ADC}(\infty, 2)$, instead of $\operatorname{ADC}(2)$, to be consistent with the notation introduced above. Furthermore, I make use of gamess-uk [261] and Breidbach's non-Dyson $\operatorname{ADC}(\infty, 2)$ program $[263,264]$ for IPs which utilizes canonical molecular orbitals. These codes have been developed independently of wannier [30,31] and CO-ADC [97]; thus they provide reference data for ionization spectra.

The IPs and EAs are reported in Tables 7.2 and 7.3 and are plotted in Figure 7.2. Already $\mathrm{ADC}(2,2)$ yields satisfactory IPs and EAs with respect to $\mathrm{ADC}(\infty, 2)$. The largest difference in the outer valence and virtual states is found for the two-fold degenerate valence IPs in $\operatorname{ADC}(2,2)$ which deviate by 0.38 eV or $2.7 \%$ from the $\mathrm{ADC}(\infty, 2)$ data whereas the deviation of $\operatorname{ADC}(3,2)$ only is 0.04 eV or $0.3 \%$, an improvement to $\operatorname{ADC}(2,2)$ by roughly one order of magnitude. In the inner valence region of HF , differences between $\mathrm{ADC}(2,2)$ and $\operatorname{ADC}(3,2)$ become more apparent. Although the former method is not able to describe the strong correlations observed for the $\mathrm{F} 2 s$ main state accurately, it yields a mean IP nicely between the main state and the satellite found in $\operatorname{ADC}(\infty, 2)$ approximation that is far more accurate than the corresponding Hartree-Fock IP. In ADC(3,2) the description of the ionization process is significantly improved such that the impact of this approximation becomes negligible. Also the inner valence IPs can now hardly be distinguished graphically [Figure 7.2] from the corresponding $\operatorname{IPs}$ of $\operatorname{ADC}(\infty, 2)$. The nonDyson $\operatorname{ADC}(\infty, 2)$ IPs of Table 7.2 are not included in Figure 7.2 because they differ from the Dyson $\mathrm{ADC}(\infty, 2)$ IPs by only a few hundredths of an electronvolt. The origin of the tiny deviations between corresponding IPs of Dyson and non-Dyson ADC is hard to fix. Firstly, the two Hartree-Fock programs Gamess-uk [261] and wannier [30,31] differ. The


Figure 7.2: (Color) Comparison of the ionization potentials and electron affinities from several methods of a HF molecule. Solid green lines denote Hartree-Fock data (Koopmans' theorem [39-42, 143]) whereas results from correlation calculations are given by solid black lines: $\operatorname{ADC}(\infty, 2)$, solid blue lines: $\operatorname{ADC}(2,2)$ and dashed red lines: $\operatorname{ADC}(3,2)$.
former program employs conventional cartesian Gaussian functions [39-42] and canonical (virtual) orbitals while the latter employs Gaussian lobe functions [30,31,39, 265, 266] and projected atomic orbitals as virtual functions [Section 2.6]. Secondly, there is some difference between Dyson ADC [87] and non-Dyson ADC [263] theory which also contributes to the minute deviations found.

The central conclusion of the previous paragraphs is: the off-diagonal Fock matrix elements can be treated perturbatively! This result is very important for practical numerical applications because it renders the ADC matrices in my study of the HF molecule sparse where the sparsity is measured by

$$
\begin{equation*}
S=\frac{N_{\neq 0}}{N_{\mathbf{B}}^{2}} . \tag{7.1}
\end{equation*}
$$

Here $N_{\neq 0}$ is the number of non-zero elements of the $N_{\mathbf{B}} \times N_{\mathbf{B}}$ matrix $\boldsymbol{B}$ is the equivalent to (6.46) for molecules. Values of only a few percent for $\operatorname{ADC}(2,2)$ and $\operatorname{ADC}(3,2)$ are found. In contrast, for $\operatorname{ADC}(\infty, 2)$ with localized orbitals, the matrix $\boldsymbol{B}$ is approximately half filled. The high value of $S$ for $\operatorname{ADC}(\infty, 2)$ causes the matrix times vector product of a Lanczos vector with $\boldsymbol{B}$ to require a large amount of floating point operations which levels the performance gain of using a block-Lanczos algorithm over a full diagonalization. Consequently, the determination of the eigenvalues of the $\operatorname{ADC}(\infty, 2)$ matrix becomes prohibitively expensive [Section 6.4]. Fortunately, the $\operatorname{ADC}(\infty, 2)$ treatment with localized orbitals can be avoided.


Figure 7.3: (Color) Band structure of a $(\mathrm{HF})_{\infty}$ chain. Hartree-Fock bands are given by solid green lines. The dashed red lines depict $\operatorname{CO}-\operatorname{ADC}(2,2)$ quasiparticle bands which are determined by accounting for $2 p 1 h$ - and $2 h 1 p$-configurations involving Wannier orbitals in the origin cell, the nearest and the next nearest-neighbor cells.

### 7.2 Hydrogen fluoride chain

The single, isolated hydrogen fluoride chain of Chapter 4 represents one of the simplest realistic models for an investigation of the excited states of a three-dimensional crystalline solid. I obtain the Hartree-Fock band structure with the wannier program [30, 31]. It is displayed in Figure 7.3. A closeup of the valence bands is shown in Figure 7.4. As a unit cell of the $(\mathrm{HF})_{\infty}$ chain comprises two HF monomers, the number of Hartree-Fock bands is twice the number of Hartree-Fock energy levels of the HF molecule [Figure 7.1 and Table 7.2]. The four low lying occupied bands, which mainly correspond to $\mathrm{F} 1 s$ core states and F $2 s$ inner valence states, are left out as well as the higher lying conduction bands.

The Hartree-Fock bands which are situated energetically around -18 eV are formed by the two-fold degenerate $\pi$-type lone pairs of mostly F $2 p$ character of the isolated HF molecule at 17.105 eV [Figure 7.1 and Table 7.2]. By inspection of Figure 7.3, I see that the degeneracy of the molecular orbitals is lifted only slightly due to the crystal field upon formation of the infinite chain. The energy bands cross which is allowed because they belong two different irreducible representations with respect to the global mirror plane which contains the zig-zag chain [Figure 4.1].

The energy bands in the range -24 eV to -20 eV are constituted from the third outer valence orbital of the isolated monomer which is also predominantly of $\mathrm{F} 2 p$ character at 20.300 eV [Figure 7.1 and Table 7.2]. The dispersion of the these two bands is much larger than the dispersion of the four bands discussed in the previous paragraph. It is also
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Figure 7.4: (Color) Valence band structure of a $(\mathrm{HF})_{\infty}$ chain. Zoom into Figure 7.3 where solid black lines denote additionally quasiparticle bands [98] which have been obtained using the local Hamiltonian approach [63-67,71, 72].
considerably larger than the dispersion of the F $2 s$ inner valence bands. This indicates that hydrogen bonding in the $(\mathrm{HF})_{\infty}$ chain is mainly mediated by the states which correspond to these two outer valence bands.

Berski and Latajka [224] report the Hartree-Fock band structure of the (HF) $)_{\infty}$ chain for a series of basis sets. Among these, the $6-31+G(d, p)$ basis is of most comparable quality to the cc-pVDZ basis [48, 49]; the plot of the band structure of (HF) $)_{\infty}$ in Figure 3 of Reference [224] agrees very well with the plot in my Figure 7.4. I read off the energy of the top of the valence bands at the $\Gamma$ point from the plot of the band structure of Berski and Latajka [224]; it lies at -18.3 eV which is very close to my value of -17.9 eV from Table 7.4. The Hartree-Fock band structure of the $(\mathrm{HF})_{\infty}$ chain has also been studied by Liegener and Ladik [99] who use a double- $\zeta$ basis set $[(9 s 5 p) /[3 s 2 p]$ for fluorine and $(6 s 1 p) /[2 s 1 p]$ for hydrogen] to which they refer as DZP basis set. They obtain an energy of -17.57 eV for the top of the valence bands and 3.57 eV for the bottom of the conduction bands, i.e., the Hartree-Fock band gap amounts to 21.14 eV . The top of the valence bands is only by 0.3 eV smaller than my result at the $\Gamma$ point and thus in good agreement. However, the bottom of the conduction bands is by 1.78 eV smaller than mine. The deviations between my results and those of Liegener and Ladik [99] can mainly be ascribed to the different basis sets employed cc-pVDZ and DZP, respectively, because the DZP basis set lacks a $d$-function on fluorine which is present for cc-pVDZ.

In order to investigate the effects of electron correlations in the (HF) $)_{\infty}$ chain, I utilize my CO-ADC program [97], which implements the CO-ADC $(2,2)$ theory of Chapters 5 and 6. The quasiparticle band structure of the $(\mathrm{HF})_{\infty}$ chain is obtained considering only a minimum fraction, a single unit cell, to form $2 p 1 h$ - and $2 h 1 p$-configurations. This causes a

| Cells | $E_{\text {top }, \mathrm{v}}$ | $E_{\text {bottom }, \mathrm{c}}$ | $E_{\text {gap }}$ | $\Delta E_{\mathrm{F} 2 p}^{<}$ | $\Delta E_{\mathrm{F} 2 p}^{>}$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -17.8762 | 5.3468 | 23.2230 | 2.923730 | 0.609874 |
| 1 | -15.9747 | 5.1289 | 21.1036 | 2.993117 | 0.653985 |
| 3 | -15.8146 | 5.0108 | 20.8254 | 3.077943 | 0.663644 |
| 5 | -15.8125 | 5.0059 | 20.8184 | 3.078088 | 0.663573 |
| 7 | -15.8122 | 5.0054 | 20.8175 | 3.078094 | 0.663572 |

Table 7.4: Convergence of the fundamental band gap $E_{\text {gap }}$ and the bandwidth of the lower and upper $\mathrm{F} 2 p$ valence band complexes $\Delta E_{\mathrm{F} 2 p}^{<}$and $\Delta E_{\mathrm{F} 2 p}^{>}$, respectively, of a (HF) $)_{\infty}$ chain with respect to the number of unit cells included in the description of the quasiparticle band structure. "Cells" designates the number of unit cells taken into account in $\operatorname{CO}-\operatorname{ADC}(2,2)$ calculations where zero refers to the original Hartree-Fock results. Unity denotes the $2 p 1 h$ - and $2 h 1 p$-configurations from the origin cell only in correlation calculations. Three, five and seven indicate the additional inclusion of nearest, second nearest and third nearest-neighbor cells, respectively. The top of the valence bands $E_{\text {top,v }}$ and the bottom of the conduction bands $E_{\text {bottom, }, ~}$ are both situated at the $\Gamma$ point. All data are given in electronvolt.
pronounced upwards shift by 1.90 eV of the top of the valence bands whereas the bottom of the conduction bands shifts only by 0.22 eV downwards. Subsequently, I enlarge the configuration space to include also configurations which extend to the nearest-neighbor cells leading only to slight changes; an additional shift of 0.16 eV for the top of the valence bands and a shift of 0.12 eV for the bottom of the conduction bands is observed. Further inclusion of second and third nearest-neighbor cells has only a minute effect. The convergence of several key quantities is summarized in Table 7.4. Namely, the top of the valence bands, the bottom of the conduction bands, the band gap and the width of the upper and the lower F $2 p$ band complex. They are compared with the plain Hartree-Fock data (with " 0 " unit cells for the configuration selection). Clearly, they are fully converged with respect to the number of unit cells included in the $\operatorname{CO}-\operatorname{ADC}(2,2)$ calculation.

There are two major reasons for the observed correlation corrections with a growing number of unit cells where configurations are regarded. Firstly, as a major effect, electrons successively delocalize over more and more unit cells. This accounts for an improved redistribution of the electrons, i.e., a polarization of the surrounding of the charged origin cell [1], as a reaction to the initial electron attachment or electron removal occurring in the one-particle Green's function (5.1) which propagates by means of electron correlations over the whole crystal.

Secondly, in Section 4.1, basis set convergence is discussed and especially the notion of basis set extension (BSE) [235] is introduced. It means that the description of the electronic structure of an atom is also improved by the one-particle basis sets which are centered on neighboring atoms in Hartree-Fock calculations. By allowing for configurations in neighboring unit cells, the number of configurations accounted for in the band structure matrix (6.46) is considerably enlarged which accordingly leads to BSE effects in correlation calculations as already observed for ground-state correlation energies. BSE becomes significant for the description of the ground-state of hydrogen-bonded crystals due to the weak bonding and the dense packing of the atoms [Chapter 4]. Yet, Table 7.4 reveals that BSE plays only a minor role for the quasiparticle bands of the $(\mathrm{HF})_{\infty}$ chain
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because the key quantities are already nearly converged employing configurations which involve only the Wannier orbitals in the origin cell.

The quasiparticle band structure of the $(\mathrm{HF})_{\infty}$ chain is shown aside of the Hartree-Fock band structure in Figures 7.3 and 7.4 whereby configurations in up to second nearestneighbor cells are considered in the $\operatorname{CO}-\operatorname{ADC}(2,2)$ calculation. Clearly, valence and conduction bands do not shift symmetrically, i.e., by the same amount, upwards and downwards, respectively. Instead, the former show a much stronger influence due to electron correlations. ${ }^{2}$ However, the inclusion of nearest-neighbor cells in correlation calculations leads to essentially the same modification on both bands, i.e., this assumption becomes valid for long-range contributions [67].

Occupied Wannier orbitals are spatially less extended than virtual Wannier orbitals with a high probability of the electrons to be close to the nuclei of a crystal. The HartreeFock approximation becomes progressively worse the closer the electrons approach each other caused by an insufficient description of the Coulomb hole around the electrons which is especially important in the case of large spatial orbital overlaps [1]. Consequently, I observe pronounced corrections due to electron correlations for valence bands which manifest in a much larger upwards shift compared to the downwards shift of the conduction bands. This observation should also be compared to the discussion of the IPs and EAs of the HF monomer in Figure 7.2. There, I also find that the (outer valence) IPs shift noticeably less with respect to Hartree-Fock IPs than the corresponding shift of the lowest EAs with respect to the independent particle results. Moreover, the top of the F $2 p$ band complex, that lies at the $\Gamma$ point, shifts, due to electron correlations, by 2.1 eV which is somewhat larger than the shift by 1.6 eV of the top of the two inner valence bands also at the $\Gamma$ point.

Although the quasiparticle bands are shifted appreciably with respect to the corresponding Hartree-Fock bands, they essentially maintain their shape. This observation is in contrast to the pronounced reduction of bandwidths due to electron correlations which are typically found in covalently bonded polymers like trans-polyacetylene [66, 71, 72].

In order to investigate the accuracy of the $\operatorname{CO}-\mathrm{ADC}(2,2)$ method, I compare with theoretical results from other methods. The local Hamiltonian approach [63-67, 71, 72] has been used [98] to calculate quasiparticle bands for the same basis set. The resulting bands are displayed aside of the CO- $\operatorname{ADC}(2,2)$ bands in Figure 7.4. The overall excellent agreement is highly encouraging. A comparison of conduction bands is not feasible because the local Hamiltonian approach - in the way it is presently realized computationally - is not capable to deliver them.

Moreover, the outer valence Green's function (OVGF) method has been applied by Liegener and Ladik [99] to the (HF) $)_{\infty}$ chain, employing the DZP basis set. For the top of the valence bands at the $\Gamma$ point, they obtain -15.10 eV and -3.05 eV in second order OVGF and -15.09 eV and 3.03 eV in third order OVGF. The latter two numbers correspond to an increase of the valence band energy by 2.48 eV and a lowering of the conduction band energy by 0.54 eV . In contrast, $\operatorname{CO}-\mathrm{ADC}(2,2)$ yields an increase by 2.08 eV
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Figure 7.5: (Color) Geometry of a LiF crystal. The lithium and fluorine atoms are represented by yellow and green spheres, respectively.
and a lowering by 0.33 eV . The overall agreement between CO-ADC( 2,2 ) and OVGF is satisfactory. The noticeable deviations between the results of both methods can, as already found for the Hartree-Fock band structures, be attributed predominantly to basis set artifacts.

### 7.3 Lithium fluoride crystal

As a first application of the CO-ADC method to a three-dimensional crystalline solid, I have chosen lithium fluoride which occurs in nature as the mineral griceite. LiF crystallizes in a face-centered-cubic ( $f c c$ ) rock-salt structure described by the space group $F m \overline{3} m$ [Figure 7.5]. The crystal lattice has a two-atomic basis: $\operatorname{Li}(0,0,0)$ and $\mathrm{F}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ given in units of the lattice constant ${ }^{3} a=3.990 \AA$. LiF not only has a wide range of technological applications like in x-ray monochromators or in filters for ultraviolet radiation, e.g., Reference [270] (and References therein), but is also interesting for a number of fundamental physical reasons. It is considered to be the "most ionic substance" and a prototypical insulator which manifests in its very large fundamental band gap (5.8) of ${ }^{4} 14.1 \pm 0.1 \mathrm{eV}$ that is the largest one found in nature apart from exotic systems. Some authors even consider LiF to be comparable to a $\mathrm{He}-\mathrm{Ne}$ rare-gas solid [270]. Its optical spectra show strong excitonic effects which complicates the experimental determination of the band

[^26]| Cells | $E_{\text {top, }, ~}$ | $E_{\text {bottom }, \mathrm{c}}$ | $E_{\text {gap }}$ | $\Delta E_{\mathrm{F} 2 p}$ |
| ---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 16.24 | 16.24 | 4.95 |
| 1 | 0.41 | 16.16 | 15.74 | 4.80 |
| 13 | 2.43 | 15.69 | 13.26 | 4.78 |
| 19 | 2.89 | 15.36 | 12.47 | 4.75 |

Table 7.5: Convergence of the fundamental band gap $E_{\text {gap }}$ and the bandwidth of the $\mathrm{F} 2 p$ valence band complex $\Delta E_{F 2 p}$ of a LiF crystal with respect to the number of unit cells included in the description of the quasiparticle band structure. Symbols are chosen as in Table 7.4 where there is only a single $\mathrm{F} 2 p$ band complex for LiF and, in this case, thirteen and nineteen indicate the additional inclusion of nearest and second nearest-neighbor cells, respectively, in correlation calculations. All data are given in electronvolt.
gap [275] by optical spectroscopy. Similarly, many-particle effects have to be accounted for in the measurement of the widths of the $\mathrm{F} 2 p$ and $\mathrm{F} 2 s$ valence bands.

LiF has been thoroughly studied both experimentally $[268,272]$ and theoretically [31,69, $70,126,179,267,269,270,273,276]$. Poole et al. survey early experimental and theoretical data [272, 273]. Recent studies of LiF comprise density functional theory calculations at the LDA level supplemented by an inclusion of correlation effects in terms of the GW approximation [269, 270]. Ab initio investigations comprise Hartree-Fock studies of ground-state properties [31,126,267] and of the band structure [69, 70, 276]. An accurate treatment of electron correlations for the ground state properties of LiF (and other alkali halides) has been carried out by Doll and Stoll [179]. Quasiparticle band structures have been obtained by Kunz [276] on the basis of Toyozawa's electronic polaron model [77] and by Albrecht $[69,70]$ with Igarashi's Green's function approach [62].

To investigate LiF with the new CO-ADC method (Reference [97], Chapters 5 and 6), I have chosen the simplest possible $a b$ initio description. The main purpose here is to demonstrate the feasibility of the CO-ADC formulas for a three-dimensional crystalline solid. A minimal Gaussian STO-6G basis set $[48,277]$ is used which describes the lithium atom by a $(12 s) /[2 s]$ contraction and the fluorine atom by $(12 s 6 p) /[2 s 1 p]$. Each shell of the STO-6G basis set is constructed by fitting six Gaussian functions to each occupied orbital of the isolated atoms [277]. The $2 s$ shell of a lithium atom is rather diffuse due to the single outer valence electron. As the lithium atoms are ionized in LiF crystals, I remove the two most diffuse Gaussian primitives in the Li $2 s$ contraction because they do not reflect the physical situation of a compact $\mathrm{Li}^{+}$ion. I arrive at a (10s) / [2s] contraction scheme.

The Hartree-Fock band structure that results from this minimal basis is shown in Figure 7.6. All band energies are given with respect to the Fermi energy. It is placed at the top of the valence bands which is located at the $\Gamma$ point and is set to zero. Below zero there is a complex of three $\mathrm{F} 2 p$ valence bands shown as a closeup in Figure 7.7. They originate from the three F $2 p$ valence energy levels of the LiF molecule around 12 eV where the lowest IP in Figure 7.1 is doubly degenerate. Upon crystallization, this degeneracy is lifted due to interactions with neighboring atoms and, except for the high symmetry lines $\Gamma-\mathrm{L}$ and $\Gamma-\mathrm{X}$, one observes three distinct $\mathrm{F} 2 p$ valence bands. As a minimal basis


Figure 7.6: (Color) Band structure of a LiF crystal. The CO-ADC(2,2) quasiparticle bands are determined accounting for $2 p 1 h$ - and $2 h 1 p$-configurations involving the Wannier orbitals in the origin cell, the nearest and the next nearest-neighbor cells. Line styles are chosen as in Figure 7.3.
set is utilized, there is only a single conduction band of mainly Li $2 s$ character. A slight admixture of $\mathrm{F} 2 p$ character to this band is observed in the $\mathrm{W}-\mathrm{K}$ panel, by comparing with the band structure resulting from a richer basis set, e.g., the one of Reference [70], where a F $2 p$ conduction band entangles with the Li $2 s$ band. However, the single Li $2 s$ conduction band represents the energetically lower edge of the conduction band complex well. LiF has a direct band gap, i.e., the maximum of the $\mathrm{F} 2 p$ valence bands and the minimum of the Li $2 s$ conduction band are located at the same crystal momentum, here at the $\Gamma$ point.

Electron correlations are investigated by forming $2 p 1 h$ - and $2 h 1 p$-configurations in the origin cell, first, and then successively including configurations involving nearest and next nearest-neighbor cells. The convergence, with respect to the number of unit cells where electron correlations are accounted for, is checked for the top of the valence bands, the bottom of the conduction band, the band gap and the width of the $\mathrm{F} 2 p$ valence band complex in Table 7.5. The data are put into relation to the Hartree-Fock result which is indicated by " 0 " unit cells used for the configuration selection. Considering $2 p 1 h$ and $2 h 1 p$-configurations in the origin cell causes a slight upwards shift by 0.41 eV of the valence bands while the conduction band essentially remains unchanged. Upon inclusion of configurations in the nearest-neighbor cells, the band structure changes drastically. I observe a significant reduction of the band gap by 2.48 eV . Regarding second nearestneighbor cells has three times less impact on the band gap which experiences a further reduction by 0.79 eV . Therewith, it can clearly be seen that the major contributions of electron correlations have been caught and that the effect of configurations which involve Wannier orbitals in unit cells beyond second nearest neighbors will yield a less significant


Figure 7.7: (Color) Valence band structure of a LiF crystal. Zoom into Figure 7.6.
enhancement of the quantities presented in Table 7.5.
The observation, that first and second nearest-neighbor cells make a significant contribution to the description of the quasiparticle bands of a LiF crystal, is in contrast to what is found for the $(\mathrm{HF})_{\infty}$ chain in Section 7.2 where configurations in the origin cell already represent the major influence of electron correlations and interactions with neighboring unit cells are only due to a weak hydrogen bond. However, there is a significant amount of interactions with neighboring unit cells for the ionic LiF crystal. Clearly, the effect of electron correlations, to delocalize the electrons over the whole crystal, is much more important for this compound [Section 7.2]. The successive inclusion of an increasing number of neighbor cells propagates the polarization of the solid that arises due to the extra charge occurring in the description of electron attachment and electron removal states. Another contribution to the large impact of neighboring cells for LiF can be ascibed to basis set extension (BSE) [235]. BSE helps to describe the electrons from the Wannier orbitals in the origin cell by the basis functions centered on atoms in neighboring unit cells. BSE can be considered to play an appreciably pronounced role in the LiF crystal, compared with the $(\mathrm{HF})_{\infty}$ chain, as a minimal basis set is used to describe the former whereas a double- $\zeta$ basis set is employed for the latter.

The quasiparticle band structure of LiF is displayed in Figure 7.6 for the $\mathrm{F} 2 p$ valence bands and the Li $2 s$ conduction band. The former bands are additionally displayed on an enlarged scale in Figure 7.7. The data are taken from the most accurate computation with configurations in 19 unit cells. Valence and conduction bands do not shift by the same amount, upwards and downwards, respectively. The former show a much stronger influence due to electron correlations than the latter similarly to the $(\mathrm{HF})_{\infty}$ chain of Section 7.2. Although the quasiparticle bands are considerably shifted with respect to
the corresponding Hartree-Fock bands, they essentially keep their form. I also observe this effect for the $(\mathrm{HF})_{\infty}$ chain in Section 7.2. This is in contrast to the significant reduction of bandwidths observed for quasiparticle band structures of covalently bonded crystals like diamond $[63,64,67]$, silicon $[64,67]$ and germanium [64] where electron correlations provide a energetically favorable redistribution of the electrons [1].

The minimal ab initio description of a LiF crystal provides valuable insights. The accuracy of this approach can be determined by comparing with experimental and theoretical data from related studies. The fundamental band gap is accessible by photoelectron spectroscopy and has been measured to be 14.1 eV . Another experimentally accessible quantity, the width of the $\mathrm{F} 2 p$ valence band complex, was determined to lie in the range of $3.5-6 \mathrm{eV}[276]$ and thus is inconclusive, unfortunately. With the STO-6G-like basis set, I find a Hartree-Fock band gap of 16.24 eV [Table 7.5] which is already considerably closer to the experimental band gap than the value of 22.7 eV communicated by Kunz [276] or the value of 22.4 eV reported by Albrecht [70]. Yet, I am interested in the correlation corrections to it, which are expected to be appreciably less than in other studies, for the band gap to come close to the experimental value. In the Hartree-Fock approximation, I find 4.95 eV for the width of the $\mathrm{F} 2 p$ valence band complex [Table 7.5] which is appreciably larger than the value of 3 eV of Kunz [276] the value of 3.37 eV of Albrecht [70].

Including electron correlations, the quasiparticle band gap becomes 12.47 eV [Table 7.5] and thus falls short by 1.5 eV of the experimental value. Yet, it is in satisfactory agreement with the theoretical result of 13.5 eV by found Albrecht [70]. Sophisticated calculations of Kunz [276] yield a theoretical band gap of 14.0 eV , in excellent agreement with recent measurements. I obtain a width for the F $2 p$ valence band complex of 4.75 eV which is nearly unchanged compared to the Hartree-Fock value [Table 7.5], a fact that has also been found in previous studies of $\operatorname{LiF}[70,276]$. Yet, my value of the width remains much higher than the value of 3.1 eV from Kunz [276] or the value of 3.40 eV from Albrecht [70].

In view of the fact that I follow a minimal $a b$ initio approach, the band gap and the width of the $\mathrm{F} 2 p$ band complex are already obtained with very promising accuracy. Increasing the size of the basis set in future work will substantially improve the CO$\operatorname{ADC}(2,2)$ data. Yet, it is important to note that an understanding of the physics governing a LiF crystal is already provided by my first minimal ab initio approach and quantitative accuracy is achieved!

## 8 Conclusion

This dissertation is thematically centred around the theoretical first-principles description of the ground state, the electron attachment and the electron removal states of perfect semiconducting and insulating crystalline solids. The foundation of the many-particle theories described in this thesis is provided by the Hartree-Fock approximation. It is presented in detail elucidating the consequences of the characteristic translational symmetry. The canonical crystal orbitals, the plane-wave-like Bloch orbitals, extend over the whole solid. They are only a special view on the independent particle states of crystals; another view is given by localized crystal orbitals, the atomic-orbital-like Wannier orbitals. Appropriate Hartree-Fock equations are formulated that yield, a priori, Wannier orbitals. I prove that this approach is as efficient as the conventional a posteriori transformation of Bloch orbitals to Wannier orbitals [Chapter 2].

Based on the Hartree-Fock approximation, coupled-cluster theory [33-35] is introduced, to describe electron correlations in the ground-state of crystals. It provides size-consistent ansätze for wave functions of many-particle systems, that eventually reach the full configuration interaction result. I choose the well-established coupled-cluster singles and doubles (CCSD) correlation method $[42,158,159]$ to treat crystals. I describe a means to truncate the lattice summations therein which is referred to as configuration selection. It leads to an incremental series of non-additive many-body energy contributions, the socalled energy increments. They are defined with respect to one-body orbital sets which are sets of Wannier orbitals that are identified with certain fractions, i.e., (groups of) atoms, in a unit cell of a crystal. A finite-cluster approximation is introduced which allows to approximate the Wannier orbitals with the help of a molecular cluster that represents a fraction of the solid. Configuration selection in conjunction with the finite-cluster approximation is referred to as incremental scheme [ $1,2,38,43-45]$. It allows to make use of existing quantum chemical program packages to study solids. A proof of the asymptotic linear scaling of the incremental scheme with the system size is given [Chapter 3].

Correlation effects in extended systems are generally classified into strong, short-range correlations that are mediated by spatial orbital overlaps and long-range van der Waals dispersion interactions. The incremental series provides a general framework to describe the interactions between fractions of the solid in terms of the many-body energy increments. I determine the constants of two-body dispersion interaction [162, 175, 178-180] which allow an interpretation of the two-body energy increments in terms of a dissociation process in a crystal. The van der Waals constants facilitate a partition of the energy increments into a short-range, van-der-Waals-reduced part and a long-range part that can be summed analytically to infinite distances. If the van der Waals constants are determined beforehand, the actual number of relevant energy increments is decreased by considering only the van-der-Waals-reduced energy increments. Furthermore, the long-range part turns out to be well-described using only a small (double- $\zeta$ ) basis sets. The proposed treat-
ment of the long-range van der Waals interaction is also beneficial for the improvement of other local correlation methods which are presently developed for crystals [168]. They employ a multi-method treatment of the near, intermediate and distant contributions to the correlation energy to cope with the long-range contributions efficiently [Chapter 4].

Hydrogen bonding is of great importance for the physicochemical properties of (bio)molecules, organic and inorganic crystals. I carry out a thorough analysis of the ground state of the infinite hydrogen fluoride and hydrogen chloride chains to provide a reliable grounding for the description of this type of bonding in future work. Thereby, the incremental scheme is based on the individual monomers in the chains; their orbitals are taken as one-body orbital sets. The scheme is shown to converge rapidly with respect to the number of monomers considered in an energy increment and the distance among them. In contrast to three-dimensional crystalline solids, the dominant contribution of electron correlations to the binding energy of the chains is already given by pair interactions between a monomer and its nearest and next nearest neighbors [Chapter 4].

A thorough analysis of the basis set convergence of the Hartree-Fock and the correlation energy in the infinite chains is undertaken. It reveals that data of predictive quality cannot be obtained with acceptable computational effort which requires theoretical advances. I show that Hartree-Fock [53] and correlation energies [42, 46, 55-59] follow corresponding relations found for small molecules like the dimers $(\mathrm{HF})_{2}$ and $(\mathrm{HCl})_{2}[42,46,55-59]$. The known convergence properties facilitate an extrapolation of the energies to the basis set limit. The incremental scheme is particularly beneficial in conjunction with basis set extrapolation. As localized orbitals are used, selected terms in this decomposition of the correlation energy can be extrapolated individually. Specifically, energy increments which contain one-body orbital sets that are close nearby require an accurate description of the Coulomb hole in terms of a large one-particle basis set. However, energy increments with a larger distance among the one-body orbital sets are already represented in terms of basis sets of only moderate quality. The techniques allow to improve the reliability of binding energies by roughly an order of magnitude and provide a competitive accuracy in comparison with thermochemical data that can be achieved with a managable computational effort [Chapter 4].

For the $(\mathrm{HF})_{\infty}$ chain, the Hartree-Fock contribution dominates the total binding energy by $86 \%$ due to the large electrostatic contribution of the rather ionic HF monomers. The less polar HCl monomers cause the Hartree-Fock approximation to yield only $18 \%$ of the binding energy of the $(\mathrm{HCl})_{\infty}$ chain. This reflects the transitional character of hydrogen-bonded crystals in between of ionic and van der Waals bonding. The very weak hydrogen bonds in the $(\mathrm{HCl})_{\infty}$ chain bear a close resemblance to purely van der Waals bonded systems, like rare-gas solids [ $162,174,175,278$ ], where bonding is entirely caused by electron correlations. In fact, only the inclusion of electron correlations puts the binding energy per monomer of $(\mathrm{HCl})_{\infty}$ into the energy range conventionally ascribed to hydrogen bonding [173], namely $3-16 \mathrm{mE}_{h}$ [Chapter 4].

Excited states of solids pose a profoundly more involved problem than ground states. The independent particle model of Hartree-Fock or Kohn-Sham theory still is the predominant intellectual device for the description and understanding of electron attachment and electron removal. Thereby, the characteristic symmetry properties for crystals are imprinted on the one-particle spectra. They are typically given with respect to the trans-
lational symmetry quantum number, the crystal momentum, and arrange graphically in terms of long energy bands, the so-called band structure. Although a considerable effort has been undertaken to go beyond the one-particle approximation, only few progress has been made in the rigorous ab initio description of the complex many-particle system a crystal represents [Chapter 5].

In order to formulate an $a b$ initio foundation for the addition and removal of an electron from a crystal, I make a recourse to quantum field theory which provides the one-particle Green's function. Its pole positions represent the energies of the excited states. The Green's function is rewritten conveniently in terms of the Dyson's equation. To approximate the self-energy therein up to $n$-th order, I devise a crystal orbital formulation of the well-established algebraic diagrammatic construction (ADC) scheme [86-88] which is termed crystal orbital $A D C(C O-A D C)$. The required pole search is thereby recast into a Hermitian eigenvalue problem for the so-called band structure matrix which is a numerically stable and efficient formulation. It allows explorations of strong correlations beyond the quasiparticle picture which occur for the energetically lower lying states of crystals [Chapter 6].

I derive two CO-ADC approximations; the one expresses the self-energy completely in terms of Bloch orbitals and the other one uses Wannier orbitals. The derivation of the latter, local orbital CO-ADC method, sets out from the former CO-ADC method in terms of Bloch orbitals. Thereby, the Bloch orbitals are transformed to Wannier orbitals. I consider this line of argument to be compelling due to the close analogy of the equations in terms of Bloch orbitals to the equations of molecular physics. Alternatively, the derivation can be conducted by starting from the CO-ADC equations in terms of Wannier orbitals. A transformation of the equations to crystal momentum representation is then carried out by utilizing the inverse transformation. Both CO-ADC theories fully exploit translational symmetry [Chapter 6].

The lattice summations in the CO-ADC equations are required to be truncated to render the problem tractable. To this end, I devise a configuration selection procedure for excited states. Thereby, the Wannier orbital based scheme allows the fine grained truncation of the lattice sums which facilitates to exploit that electron correlations are predominantly local. The restriction of the configuration space is shown to lead to a definition of degeneracy among the states of a crystal. It can equally well be used to enable the calculation of ionization potentials and electron affinities of large molecules not amenable to a conventional treatment. The band structure matrix rapidly becomes too large for a full diagonalization and one has to resort to an iterative eigenvalue solver, e.g., a block-Lanczos algorithm, to obtain the eigenvalues in the desired spectral range. Such eigenvalue solvers only require the result of a matrix times vector product. The precise analysis of the scaling of the computational effort involved with a multiplication of a vector with the band structure matrix shows that the determination of excited states is a quadratically scaling problem which becomes a linear scaling problem, if one a priori restricts oneself to a few states [Chapter 6].

Localized orbitals lead to off-diagonal matrix elements in the Fock matrix which are treated either exactly or perturbatively. This represents an additional approximation that is not required if Bloch orbitals are used. The resulting scheme is termed CO-ADC $(m, n)$ where $m$ denotes the highest order of the diagrams which (partly) involve the one-particle
interaction, mediated by the off-diagonal elements of the Fock matrix, and $n$ denotes the highest order diagrams exclusively describing the two-particle interaction, mediated by the two-electron integrals. ADC equations for local molecular orbitals can easily be derived from the CO-ADC equations for Wannier orbitals by simply assuming that the molecule occupies the unit cell of a crystal with a macroscopic lattice constant [Chapter 7].

I have developed a computer program [97] to carry out computations with the local orbital ADC and CO-ADC theories. The Fock matrix and the two-electron integrals in terms of Wannier orbitals are required. They are obtained from the ab initio HartreeFock program wannier [30-32] which has been written in Dresden. A new theory-and especially its implementation in a computer program - should be tested, if possible, on a problem where the results are precisely known beforehand. Therefore, a comparison of the ionization potentials and electron affinities of the hydrogen fluoride molecule is undertaken and an excellent agreement is found with respect to an exact treatment of the localized orbitals, denoted by $\operatorname{ADC}(\infty, 2)$. However, the $\operatorname{ADC}(\infty, 2)$ and $\operatorname{CO}-\operatorname{ADC}(\infty, 2)$ approximation lead to a very low sparsity of the $\boldsymbol{B}$ matrix and band structure matrix, respectively, which causes the iterative diagonalization to become very expensive. Fortunately, the simplest perturbative approximation of the off-diagonal Fock matrix elements, $\operatorname{ADC}(2,2)$ and $\operatorname{CO}-\operatorname{ADC}(2,2)$, that treats the one- and two-particle interactions both in second order of perturbation theory, is shown to provide already good results for outer valence bands and the first few conduction bands but not to properly account for strong correlations in the inner valence of the HF molecule. However, including third-order terms of the off-diagonal Fock matrix elements, the $\operatorname{ADC}(3,2)$ scheme, improves results from the $\operatorname{ADC}(2,2)$ approximation by an order of magnitude, with respect to $\operatorname{ADC}(\infty, 2)$ reference data, and also describes the strong correlations in the inner valence correctly [Chapter 7].

The ionization potentials of the hydrogen fluoride and lithium fluoride molecules are obtained in $\operatorname{ADC}(\infty, 3)$ approximation. The outer valence of both compounds is predominantly represented by the lone pairs of the fluorine atom. The pronounced differences between the spectra of both molecules which, clearly, are caused by the difference between the hydrogen and lithium atoms are discussed. Striking is the strong shake-down satellite in the HF molecule that splits off the $\mathrm{F} 2 s$ independent-particle state and is not found in the LiF molecule. This smaller breakdown of the molecular orbital picture of ionization observed for the LiF compared with the HF molecule is ascribed mainly to the presence of the Li $1 s$ shell [Chapter 7].

Using CO-ADC(2,2), the quasiparticle band structure of an infinite hydrogen fluoride chain is computed. The convergence of the configuration space turns out to be extremely rapid, requiring only nearest-neighbor cells to be included. The local Hamiltonian approach $[2,63-67,69,72]$ is utilized, additionally, to calculate the valence bands of $(\mathrm{HF})_{\infty}$ which agree excellently with those obtained by CO-ADC. Moreover, Liegener and Ladik [99] have published results for the $(\mathrm{HF})_{\infty}$ chain determined with the OVGF method. Their valence band energies agree very well with those of CO-ADC but there is some deviation between the data for the conduction bands which is most likely due to the different basis sets employed [Chapter 7].

The quasiparticle band structures of a lithium fluoride crystal is studied with CO$\operatorname{ADC}(2,2)$ to demonstrate the feasibility of the method for three-dimensional crystalline solids in terms of a minimal ab initio approach. Successively, configurations in the origin
cell, the first and the second nearest-neighbor cells are accounted for and the rapid convergence of the configuration space is monitored. Concerning the fact that only a minimal basis set is used, the results obtained are in good agreement both with previous theoretical and experimental data which highly encourages further investigations [Chapter 7].

The advances made in this thesis offer a rich prospect for future research. CO-ADC theory is applicable to perfect crystals which are reasonably well described by a closed-shell Hartree-Fock ground-state wave function. The theory incorporates a full description of electron correlations thus facilitating to study strong correlations (breakdown of the oneparticle picture) which occur when the inner valence bands are involved. Moreover, the decay of electronic resonances, like the Auger decay of core-ionized crystals, is described. Especially the interplay between intra- and interatomic Auger decay, as has been discussed recently by myself and others [74-76] in the case of the xenon fluoride molecules, allows deep insights into the complex many-particle effects of solids and represents a powerful analytical tool. It poses an intriguing perspective for future research. Interatomic decay processes can be conjectured to be of considerably greater impact on the crystalline Auger decay compared to the case of molecules and thus are important for the description of experimental photoelectron spectra [96].

Building on the results of this treatise, many more things can be achieved for excited states. The band structure matrix contains blocks of two-particle-one-hole and two-hole-one-particle-configurations where the former block is much larger than the latter. To reduce the computational effort, the advanced part and the retarded part of the oneparticle Green's function can be independently evaluated diagrammatically [263]. This leads to a different, so-called non-Dyson CO-ADC scheme, which decouples the computation of occupied and virtual bands completely and results in two independent Hermitian matrix eigenvalue problems to be solved [279].

One can further benefit from the advances that have been achieved for the description of excited states of molecules. The molecular non-Dyson ADC scheme has recently been based on the Dirac-Hartree-Fock approximation to treat relativistic effects [280, 281]. Moreover, the Dyson equation based ADC scheme for molecules has been combined with the complex absorbing potential (CAP) method to treat electronic resonances [90,131, 132]. The route offered in this thesis for the evaluation of the one-particle Green's function can be extended further to the two-particle Green's function and propagators derived from it. The particle-particle propagator up to third order allows to calculate double ionization and double attachment spectra [282,283]. Excitonic spectra of molecules can be calculated with the polarization propagator which has been utilized to construct an $\mathrm{ADC}(2)$ approximation [86, 284]. The three-particle Green's function, finally, has been employed to calculate triple ionization potentials in terms of an $\operatorname{ADC}(2)$ scheme for the three-particle propagator [285].
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## Index

$2 h 1 p$-configuration, 81
$2 p 1 h$-configuration, 81
$2 p 1 h / 2 h 1 p$-propagator, $79,83,84$
$6-31+\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set, 104
$6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set, 52,62
$6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set, 52
Abrikosov notation, 72, 75
Active transformation, 11
ADC, see Algebraic diagrammatic construction
ADC form, 80, 81, 84, 86, 90, 92, 93
$\mathrm{ADC}(2)$ approximation, 101
$\operatorname{ADC}(2,2)$ approximation, 101
$\operatorname{ADC}(3,2)$ approximation, 101
$\operatorname{ADC}(\infty, 2)$ approximation, 101
Advanced dynamic self-energy, 79, 95
Advanced one-particle Green's function, 66, 87
Affine space, 9
Affine transformation, 12
Algebraic diagrammatic construction, 6, $79,100,117$
Alkali halide, 42
Amplitude
Coupled-cluster, see Coupled-cluster amplitude
Excitation, see Excitation amplitude
Analytic structure, 80, 86
Ångstrom, 6
Angular momentum quantum number, 17
Anisotropic bonding, 47
Annihilation operator, see Annihilator
Annihilator, 34, 66, 69, 72
AO , see Atomic orbital
Apparent error, 4
Atomic orbital, 16
Atomic units, 6

Bohr, 6
Hartree, 6
Aufbau principle, 16, 29
aug-cc-pVXZ basis sets, 4, 18, 48, 51, 5961
aug-cc-pV5Z basis set, 60
aug-cc-pV6Z basis set, 60
aug-cc-pVDZ basis set, 49
aug-cc-pVTZ basis set, 50
Auger decay, 117
Band gap, 69, 89, 94
Direct, 109
Fundamental, 67, 107
Measurement, 108
Band mixing matrix, 19, 83
Band structure, 2, 65
Band structure matrix, 93
Basis set
$6-31+G(d, p)$, see $6-31+G(d, p)$ basis set
$6-311++G(d, p)$, see $6-311++G(d, p)$ basis set
6-311G(d,p), see 6-311G(d,p) basis set
aug-cc-pVXZ, see aug-cc-pVXZ basis sets
aug-cc-pV5Z, see aug-cc-pV5Z basis set
aug-cc-pV6Z, see aug-cc-pV6Z basis set
aug-cc-pVDZ, see aug-cc-pVDZ basis set
aug-cc-pVTZ, see aug-cc-pVTZ basis set
cc-pVXZ, see cc-pVXZ basis sets
cc-pV5Z, see cc-pV5Z basis set
cc-pV6Z, see cc-pV6Z basis set
cc-pVDZ, see cc-pVDZ basis set

Contraction, 17
Correlation consistent, 4, 18, 50, 59
Crystal, 50
d-aug-cc-pVXZ, see d-aug-cc-pVXZ basis sets
Double- $\zeta, 17,18$
DZP, see DZP basis set
Gaussian, 108
Hartree-Fock limit, 18
Hextuple- $\zeta, 18$
Hierarchical series, 4, 18, 48
Incompleteness estimate, 51
Minimal, 17, 108, 110
Quadruple- $\zeta, 18$
Quintuple- $\zeta, 18$
STO-6G, 108
Triple- $\zeta, 17,18$
Basis set convergence rate, 44
Basis set error, 4
Basis set extension, 50, 60, 105, 110
Basis set superposition error, 50-52
BF, see Bloch function
Binding energy
Correlation contribution, 59
Hartree-Fock approximation, 50
Biopolymer, 47
Nucleic acid, 47
Protein, 47
Bloch function, 12, 18, 19
Bloch Hamiltonian, 70
Bloch orbital, 9, 16, 21, 24, 29, 35, 36, 65
Energy, 35
Spin, see Spin Bloch orbital
Virtual, 29
Bloch representation, 34, 36
Bloch's theorem, 11
Block matrix, 19, 20
Block vector, 19
Block-Lanczos algorithm, 96, 102
Bohr, 6
Bond cooperativity, 55
Born effective charge, 28
Born-Oppenheimer approximation, 10
Born von Kármán boundary conditions, $10,12,15,23,26-28,83,94$

Born von Kármán region, 10, 11, 20, 34, 39
Boundary condition
Ring, 10
Torus, 10
Breakdown of the molecular orbital picture of ionization, see Breakdown of the one-particle picture
Breakdown of the one-particle picture, 99, 117
Brillouin zone, 2, 12, 35, 83
BSE, see Basis set extension
BSSE, see Basis set superposition error
Buckminsterfullerene, 42
Canonical molecular orbital, 97, 99-102
CAP, see Complex absorbing potential
Cardinal number, 18
Cation, 42
CC, see Coupled-cluster theory
cc-pVXZ basis sets, $4,18,48,60,61$
cc-pV5Z basis set, 49, 60
cc-pV6Z basis set, 51, 60
cc-pVDZ basis set, 97, 104
CCD, see Coupled-cluster doubles
CCSD, see Coupled-cluster singles and doubles
$\operatorname{CCSD}(\mathrm{T})$, see Coupled-cluster singles and doubles with perturbative triples
Central cell, 28
CEPA, see Coupled electron pair approximation
Chemical accuracy, 4, 5
Chemical potential, 95
Chemical view, 9
Cluster operator, 37
CMR, see Crystal momentum representation
CO-ADC, see Crystal orbital algebraic diagrammatic construction
CO-ADC( 2,2 ) approximation, 86
CO-ADC(3,2) approximation, 87
Coherent potential approximation, 2
Complex, 1
Complex absorbing potential, 87, 117

Complex phenomena, 1
Composite index, 36
Conduction band, 16
Configuration interaction, 33, 65, 93
Full, see Full configuration interaction, 28
Truncated, see Truncated configuration interaction
Configuration selection, 41, 82, 93, 94, 105, 109
Configuration space, 81, 86, 94, 95
Connected diagram, 69
Continuum approximation, 95
Contour integration, 87, 88, 91
Coordinate
Spatial, 10
Spin, 10
Core Hamilton operator, 11, 13, 21
Correlation consistent basis set, 4, 48, 50
Correlation energy, 33, 94
Basis set convergence, 49
Basis set extrapolation, 48
Coulomb cusp, 4
Coulomb hole, 4, 106, 114
Coulomb operator, 14, 21
Counterpoise correction, 50
Coupled electron pair approximation, 38
Coupled-cluster
Ansatz, 37
$n$ particle excitation operator, 37
Coupled-cluster amplitude, 37
Coupled-cluster doubles, 38
Coupled-cluster singles and doubles, 38, 40, 41, 48, 113
Coupled-cluster singles and doubles with perturbative triples, 38
Coupled-cluster theory, 3, 36, 113
CP, see Counterpoise correction
CPA, see Coherent potential approximation
Creation operator, see Creator
Creator, 34, 66, 69
Crystal
Covalent, 42
Hydrogen-bonded, 42

Inorganic, 47
Ionic, 42, 58
Metallic, 43
Molecular, 42, 47
Organic, 47
Rare gas, 42
Van-der-Waals-bonded, 42
Crystal lattice, 9, 11
Basis, 107
$\mathrm{HCl}, 48$
HF, 48
LiF, 107
Crystal momentum, 12, 16
Crystal momentum representation, 34, 40
Crystal orbital, 9
Crystal orbital algebraic diagrammatic construction, 6
Crystal projected atomic orbital, 30, 101
Crystal structure, 1
$\mathrm{HCl}, 48$
HF, 48
LiF, 107
Rock salt, 107
d-aug-cc-pVXZ basis sets, 4, 18, 48, 59, 60
Dangling bond, 42
Davidson algorithm, 26
DEM, see Dyson expansion method
Density functional theory, 2
Determinant
Excited, see Excited determinant
Ground-state, 16, 20, 37
Slater, see Slater determinant
Deuterium chloride crystal, 48
DFT, see Density functional theory
Diagonal dominance, 89
Diamond crystal, 106, 111
Diatomic molecule, 97
Dirac equation, 10
Dirac-Hartree-Fock approximation, 117
Direct sum, 24
Directional bonding, 47
Dissociation process, 41, 58
DMFT, see Dynamical mean field theory

Drude theory of metals, 1
Dynamic self-energy, 79
Advanced, 79, 95
Poles, 82, 83
Retarded, 79, 94
Spectral representation, 79, 81, 88, 90
Dynamical mean field theory, 2, 93
Dyson amplitude, 79, 82
Dyson equation, 70, 97, 99, 100
Dyson expansion method, 87
DZP basis set, 104, 106
EA, see Electron affinity
Edmiston-Ruedenberg localization, 29
Eigenvalue problem, 25
Davidson algorithm, 26
Filter diagonalization, 26
Generalized, 23
Iterative solver, 26
Parallel filter diagonalization, 26
Electron affinity, 66, 67
Electron attachment state, 65, 67
Electron charge, 6
Electron cusp condition, 4
Electron mass, 6
Electron pair, 40
Electron removal state, 65, 67
Electronegativity, 47
Fluorine, 97
Hydrogen, 97
Lithium, 97
Electronic polaron model, 5, 108
Electronic resonance, 117
Electronic structure theory, 10
Energy band, 16, 35
Energy increment, 43
Connected, 52, 53, 55
Four-body, 55
One-body, 43
Three-body, 43, 55
Two-body, 43, 52, 53, 55-57
Van-der-Waals-reduced, 57
Exchange hole, 14
Exchange operator, 14, 21
Excitation amplitude, 37

Excited determinant, 33
Exciton, 1, 107
External point, 73, 87
Face-centered cubic, 107
fcc, see Face-centered cubic
FCI, see Full configuration interaction
Fermi energy, 108
Fermi hole, 14
Fermion, 3
Fermion loop, 71, 74
Feynman notation, 75
Feynman diagram, 69, 72
Second order, 75
Third order, 77
Time coordinate, 72
Time-ordered, see Time-ordered Feynman diagram
Topology, 70
Feynman notation, 70, 72, 76
Evaluation, 75
Second order, 75
Feynman-Dyson perturbation series, 80, 82, 93
Filter diagonalization, 26
Finite-size effects, 41, 43, 54, 84
First quantization, 34
Fit
Least squares, 51
Non-linear, 56
Three-point, 51
Two-point, 44
Fixed-nuclei approximation, 10
Fock matrix
Block diagonal, 36
Cutoff, 25, 100
Fock operator, 13, 16, 20, 21, 35
Bloch representation, 35
Wannier representation, 36
Foster-Boys localization, 29, 48, 52
Free Green's function, 69, 87, 90
Free propagator, see Free Green's function
Full configuration interaction, 3, 6, 33, 37, 40, 113

Fully translational symmetry adapted form, 85, 86
Fundamental band gap, 67
Gauge freedom, 19
Gaussian basis function, see Gaussian type orbital
Gaussian function, 108
Gaussian type orbital, 17
Gell-Mann and Low theorem, 68
General algebraic form, see ADC form
Geometric series, 80
Germanium crystal, 111
Ghost basis function, 50
Goldstone diagram, 72, 73, 75, 77, 86
Evaluation, 75
Second order, 75
Third order, 86
Third-order, 78
Graphite, 43
Green's function, 65
Advanced one-particle, 66, 87
Free, see Free Green's function
One-particle, 65
Outer valence, see Outer valence Green's function
Retarded one-particle, 66
Spectral representation, see Lehmann representation
Griceite, 107
Ground-state determinant, 16, 20, 37
Ground-state wave function, 37
GTO, see Gaussian type orbital
Hartree, 6
Hartree product, 12
Hartree-Fock
Basis set convergence, 18, 48, 51
Basis set extrapolation, 18, 48, 51
Basis set limit, 51
Binding energy, 49-51
Energy, 16, 18, 28, 48, 50, 51
Equation, 13, 20, 21
Potential, 14, 21
Restricted, see Restricted Hartree-Fock approximation

Unrestricted, see Unrestricted HartreeFock approximation, 16
Heavyside step function, 66, 73
Heisenberg picture, 65, 68
Heisenberg-picture operator, 66
Helium atom, 4
Hermitian matrix, 25
Hilbert space, 10, 15
$N$-particle, 10, 33
One-particle, 10
Spatial, 10
Spin $\frac{1}{2}, 10$
Hugenholtz notation, 72
Hydroborate, 42
Hydrogen acceptor, 47
Hydrogen bonded crystal, 52
Hydrogen bonding, 47
Anisotropic, 47
Directional, 47
Strong, 47
Theoretical description, 48
Weak, 47
Hydrogen chloride chain
Inner valence, 52
Outer valence, 52
Hydrogen chloride crystal, 47
Hydrogen donor, 47
Hydrogen fluoride chain
Inner valence, 52
Outer valence, 52
Hydrogen fluoride crystal, 47
Hydrogen fluoride molecule, 97
IEPA, see Independent electron pair approximation
Improper self-energy insertion, 70
Incremental scheme, 3, 5, 34, 41, 48, 94, 113, 114
Incremental series, 41, 42
Independent electron pair approximation, 40
Independent particle approximation, see Hartree-Fock
INDO, see Intermediate neglect of differential overlap

Inhomogeneous systems of linear equations, 88, 89, 91
Inner valence region
HF molecule, 98, 99, 101
LiF molecule, 98, 99
Interaction picture, 68
Interaction vertex, 69
Blob, 69
One-particle, 69
Point, 69
Two-particle, 69
Vertical arrangement, 72
Wiggly line, 69
Intermediate neglect of differential overlap, 47
Intermediate normalization, 37
Inversion method, 88
Ionic bonding, 47
Ionization potential, 66, 67
IP, see Ionization potential
Jacobi iteration, 89, 91
Kohn-Sham orbital, 2
Koopmans' theorem, 29, 80, 97, 99, 102
Lagrangian multiplier, 24
Lanczos algorithm, 96
Lanczos diagonalization, 88
Lanczos vector, 96
Lattice constant, 9
LiF crystal, 107
Macroscopic, 40, 41, 95, 96, 100, 116
Lattice translation, 18
Lattice vector, 20
LCAO, see Linear combination of atomic orbitals
LDA, see Local density approximation
Lehmann representation, 66, 93, 95
Levenberg-Marquardt algorithm, 56
Linear combination of atomic orbitals, 16
Linear scaling method, 41, 96
Linked cluster theorem, 69
Lithium fluoride crystal
Experimental band gap, 107
Lattice constant, 107

Lithium fluoride molecule, 97
Local correlation zone, 57
Local density approximation, 2, 47, 107
Local Hamiltonian approach, 5, 6, 84, 94, 106, 116
Local representation, 35
Localized orbital, 9
Localizing potential, 25
Møller-Plesset perturbation theory, 44
Madelung field, 42
Magnetic quantum number, 17
Main state, 99, 101
Matrix
Diagonalizability, 25
Direct sum, 24
Hermitian, 25
Unitary, 19, 25, 83
Matrix inversion, 89, 91
Mercury, 43
Meta-method, 41
Metal, 1
Mirror plane, 103
Modified coupling amplitude, 80, 82, 85, 95, 96
Modified interaction matrix, 80, 95
Molecular crystal, 42, 47, 52
Molecular orbital
Index, 36
Localized, 41
MP2, see Møller-Plesset perturbation theory
MP2 pair energy, 5
$N$-electron error, 4, 43
Non-Hermitian operator, 37
Non-linear fit, 56
Nucleic acid, 47
Occupation number, 34, 69
Oligomer, 23, 50
One-body orbital set, 39-42, 94
One-lattice-site approximation, 93
One-particle approximation, 14
One-particle interaction, 101
One-particle operator, 11, 14, 34, 87

Optical spectroscopy, 108
Orbital angular momentum, 17
Orbital coefficients, 16
Orbital energies, 16
Origin cell, 25
Orthogonal matrix, 12
Orthogonalizing potential, 24
Orthogonalizing potential strength, 24
Outer valence Green's function, $5,6,106$, 107
Outer valence region, 65
HF molecule, 98
LiF molecule, 98
Overcomplete representation, 31
Overlap matrix, 16
OVGF, see Outer valence Green's function

Pair energy, 5, 40
PAO, see Projected atomic orbital
Parallel filter diagonalization, 26
Parallelepiped, 23
$n$ particle excitation operator, 37
Particle propagator, see One-particle Green's function
Passive transformation, 11
Pauli exclusion principle, $13,32,34,43$
Pauli repulsion, 54
Pauli spinor, see Spinor
Penalty projection operator, 25
Periodic boundary conditions, 10
Periodic Hartree-Fock approximation, 48
Periodic system, 9
Periodic table, 17, 97
Pipek-Mezey localization, 29
Planck's constant, 6
Point charge, 58
Point charge embedding, 52
Point group symmetry, $9,12,13$
Polar coordinates, 17
Polarizability, 55
Polarization, 95
Pole strength, 67
Pople-Nesbet equations, 16
Population analysis

Löwdin, 97
Mulliken, 97
Population number, 97
Primitive lattice vector, 9
Principal quantum number, 17
Product ansatz, 13
Projected atomic orbital, 30
Propagator
Free, see Free Green's function
Particle-hole, 117
Particle-particle, 117
Polarization, 117
Three-particle, 117
Proper self-energy insertion, 70
Protein, 47
Proton, 47
QMC, see Quantum Monte Carlo
Quadratical scaling method, 96
Quantization
First, 34
Second, 34
Quantum Monte Carlo, 2
Quasiparticle band structure, 5, 65
Quasiparticle picture, 65
Rare-gas crystal, 52, 107
Reciprocal lattice, 10
Reduced Planck constant, 6
Relativistic electronic structure theory, 10
Restricted Hartree-Fock approximation, 14, 22
Retarded dynamic self-energy, 79, 94
Retarded one-particle Green's function, 66
Ritz variational principle, 13
Rock salt structure, 107
Roothaan-Hall equations, 16, 22, 23
Rutile, 42
Satellite
Shake-down, 99
Shake-up, 99
Schrödinger picture, 65, 67, 68
Second quantization, 34
Self-consistent solution, 14, 92

Semi-transformed form, 84
Shake-down satellite, 99
Shake-up satellite, 99
Shift parameter, 24
SI units
Electronvolt, 6
Picometer, 6
Silicon crystal, 106, 111
Similarity transformation, 92
Size-consistency, 41
SI units, 6
Slab, 10
Slater determinant, 13, 14, 16, 20, 28
Slater matrix, 13, 20
Sommerfeld theory of metals, 1
Space group, 12, 13, 43
$B b{ }_{1}$ m, 48
$B m 2_{1} b, 48$
Fm $\overline{3} m, 107$
Spatial coordinate, 10
Spatial orbital, 14
Spatial orbital overlap, 1, 50, 55-58, 106, 113
Spin Bloch orbital, 13
Spin coordinate, 10
Spin orbital, 13
Spinor, 12, 13, 15, 16, 22
Static self-energy
Inversion method, 88
Lanczos diagonalization, 88
Strong correlations, 99
Supercell, 41, 94, 96
Supercell form, 83, 84, 90, 94
Superlattice, 40
Surface, 10
Symmetry breaking, 43
Tensorial product, 10, 33
Three-point fit, 51
Time-evolution operator, 68
Time-ordered Feynman diagram, 72
Time-ordered product, 69
Time-ordering operator, 66
Topology
Feynman diagram, 70

Ring, 10
Torus, 10
Trace, 28
Transferability, 52, 53
Transformation
Active, 11
Passive, 11
Transition amplitude, 67, 93, 95
Translation operator, 11, 18
Translational symmetry, 9, 13
Adaption, 84
Translational symmetry adapted Fock matrix, 92
Translational symmetry adaption, 84
Translationally related, 18
Truncated configuration interaction, 33
Two-electron integral, 35, 101
Antisymmetrized, 35, 70
Coulomb, 35
Cutoff, 25, 100
Exchange, 35
Two-particle interaction, 101
Two-particle operator, 11, 14, 34
Two-point fit, 44
Unit
Energy
Hartree, see Hartree
Length Bohr, see Bohr
Unit cell, 9, 18
Unit conversion factor, 6
Unitary matrix, 31
Unitary transformation, 25
Unoccupied orbital, 16
Unrestricted Hartree-Fock approximation, 14

Vacuum state, 34
Valence band, 16
Van der Waals
Constant, 58
Interaction, 1, 56, 95
Zone, 57
Van der Waals bonding, 47

Vector space, 9
Vertex, see Interaction vertex
Virtual orbital, 16
Wannier function, 19, 21
Wannier orbital, 21, 28, 35, 36, 40, 41, 43, 84
Generalized, 36
Indices, 21
Maximally localized, 29
Occupied, 37
Pseudo-canonical, 25
Transferability, 41
Virtual, 37
Wannier representation, 35, 36, 40
Wannier transformation, 21
Gauge freedom, 19
Generalized, 19
Inverse, 19, 35, 86
Multi-band, 19
Non-uniqueness, 19
Wave vector, 12
WF, see Wannier function
Wick's theorem, 69, 82
Zig-zag chain, 47, 48, 103

## Summary

This dissertation focuses on $a b$ initio theories for the ground state, electron attachment and electron removal states of perfect semiconducting and insulating crystals. In part one, I study the ground-state of the hydrogen-bonded infinite chains $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ with the help of basis set extrapolation. In part two, a local orbital Green's function method is derived and applied to the HF and LiF molecules, the infinite $(\mathrm{HF})_{\infty}$ chain and the LiF crystal.

The Hartree-Fock approximation is presented in detail elucidating the consequences of translational symmetry. The canonical crystal orbitals, the Bloch orbitals, are plane-wave-like functions which extend over the whole crystal. Another view on independent particle states is provided by localized crystal orbitals, the atomic-orbital-like Wannier orbitals. Computational methods to obtain Wannier orbitals are discussed. Thereby, I particularly focus on their a priori determination by deriving Hartree-Fock equations which directly yield Wannier orbitals.

The coupled-cluster singles and doubles correlation method is chosen. It is formulated in terms of Wannier orbitals to treat electron correlations in the ground-state of crystals. In the energy expression of the correlation energy, lattice summations lead to an incremental series of energy contributions in terms of the residual interaction between fragments of growing size in the crystal, the so-called energy increments. This infinite series is truncated, denoted as configuration selection, and a molecular cluster is used to represent a fraction of the solid. This procedure is frequently referred to as incremental scheme. I can harness existing quantum chemical program packages for computations on crystals. The incremental series provides a general framework to describe interactions in crystals. I determine the constants of two-body dispersion interaction. They allow partition of the two-body energy increments into a short-range, van-der-Waals-reduced part and a long-range part that can be summed analytically to infinite distances. Thereby, I show that the actual number of relevant energy increments is reduced notably.

A thorough analysis of the basis set convergence of the Hartree-Fock energy and the correlation energy in the ground-state of the infinite $(\mathrm{HF})_{\infty}$ and $(\mathrm{HCl})_{\infty}$ chains is undertaken. I show that both energies follow relations found for small molecules. The now known convergence properties allow an extrapolation of the results from truncated oneparticle basis sets towards the complete basis set limit which improves the accuracy of binding energies by roughly an order of magnitude.

The theoretical description of excited states of solids poses a profoundly more involved problem than the description of the ground state. The one-particle model of Hartree-Fock or Kohn-Sham theory still is the predominant intellectual device for their description and interpretation. The orbital energies are typically plotted with respect to the crystal momentum which graphically leads to long bands, the so-called band structures.

A rigorous ab initio description is feasible using methods of quantum field theory. Specifically, the pole positions of the one-particle Green's function represent the exact energies of excited states. I evaluate the Green's function in terms of the Dyson equation where the self-energy therein is approximated in a certain order of perturbation theory. A crystal orbital formulation of the well-established algebraic diagrammatic construction ( $A D C$ ) which I term crystal orbital $A D C(C O-A D C)$ is used to sum these contributions to infinite orders in addition to the summation carried out by the Dyson equation. The pole search of the one-particle Green's function is recast into a sparse Hermitian eigenvalue problem which is a numerically stable and efficient formulation. CO-ADC theory is derived for both Bloch and Wannier orbitals.

The formulation in terms of Wannier orbitals is particularly beneficial as it allows to apply cutoff criteria even within the unit cell. To this end, I devise a configuration selection procedure to restrict the configurations that have to be accounted for in a description of electron attachment and electron removal states at a given accuracy. Configuration selection is shown to lead to a definition of degeneracy among the states of a crystal. The performance of iterative diagonalization algorithms, e.g., the block-Lanczos algorithm I employ, is determined by the scaling of the matrix times vector product. Its precise analysis leads to the conclusion that the determination of excited states is a quadratically scaling problem that becomes a linear scaling problem, if one a priori restricts oneself to a few states.

Moreover, a new ADC scheme for localized molecular orbitals follows immediately from the CO-ADC equations in terms of Wannier orbitals. The scheme is suitable to calculate the ionization potentials and electron affinities of large molecules which are not accessible by conventional methods.

I have developed a computer program to carry out computations with the CO-ADC theory. Ionization potentials of the molecules HF and LiF are determined. Striking is the strong shake-down satellite in HF that splits off the F $2 s$ independent-particle state and is not found in LiF. This makes HF particularly suitable to assess the additional perturbative treatment employed to account for the off-diagonal elements of the Fock matrix in terms of localized orbitals. I show the high reliability of this approximation by means of a comparison to the ionization potentials obtained with established canonical molecular orbital based ADC programs.

Using CO-ADC, the quasiparticle band structure of an infinite hydrogen fluoride chain is computed. The convergence of the configuration space turns out to be extremely rapid, requiring only nearest-neighbor cells to be included. A completely different method, the local Hamiltonian approach, is utilized to independently obtain the valence bands of $(\mathrm{HF})_{\infty}$. A good agreement between the results of the two methods is found.

Finally, the quasiparticle band structure of a three-dimensional lithium fluoride crystal is studied in terms of a minimal ab initio approach. Successively, configurations in the origin cell, the first and second nearest-neighbor cells are accounted for in the CO-ADC method, observing a rapid convergence of the fundamental band gap and the width of the F $2 p$ band complex. Concerning the fact that only a minimal basis set is used, the obtained results are in good agreement both with previous theoretical and with experimental data.
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[^0]:    ${ }^{1}$ In this thesis, I formulate all the equations for three-dimensional crystals. Adaption to systems that are periodic in only one or two dimensions is straight forward.
    ${ }^{2}$ A crystal lattice constitutes an affine space. Yet, by arbitrarily choosing an origin, one obtains a vector space; this is tacitly assumed in what follows.

[^1]:    ${ }^{3}$ The theories in this thesis do not provide the lifetime of electronic resonances, like Auger decay on surfaces. This would require a non-Hermitian approach in terms of an extension of the Hilbert space treatment presented here.
    ${ }^{4}$ Relativistic electronic structure theory is based on the Dirac equation $[27,28,106,107]$.

[^2]:    ${ }^{5}$ To formulate Bloch's theorem consistently with the established notation in the literature [3, 6,108$]$, I have to note that it is written in terms of active lattice translations. However, the translation operator $\hat{T}_{\vec{R}}$ refers to passive lattice translations. Therefore, I have to change the notation from $\hat{T}_{\vec{R}}$ to $\hat{T}_{-\vec{R}}$ in Equation (2.5).

[^3]:    ${ }^{6}$ If Born von Kármán boundary conditions are not harnessed, a Monkhorst-Pack net can be used instead to carry out numerical integrations over the now continuous crystal momentum vector in terms of finite sums [5, 7, 109].

[^4]:    ${ }^{7}$ Additional point group symmetries allow to further decompose the matrices $\phi(\vec{k})$ into subblocks until the full space group symmetry has been exploited in a similar fashion as for the translational symmetry.
    ${ }^{8}$ (Spin-)orbitals are also frequently termed one-particle wave functions, a misnomer because the antisymmetrized Hartree product is no longer a simple product. In the Hartree-Fock equations, the orbitals couple via the exchange operator (2.18). Moreover, the energy expression (2.26) is not just a sum of the one-particle energies [3,39-42].

[^5]:    ${ }^{9}$ Consider, that one has further decomposed the block marices $\phi_{l m}$ of (2.11) into subblocks of irreducible representations according to point group symmetry. To the $j$-th row of the irreducible representation $i$, the proper symmetry adapted basis function $\varphi_{\vec{k} \mu, i j}(\vec{r})$ is obtained with the symmetry operation $\alpha$ of the group of the wave vector $\vec{k}$ applied to $\varphi_{\vec{k} \mu}(\vec{r})$ in (2.21) which projects out $\varphi_{\vec{k} \mu, i j}(\vec{r})=\frac{d(i)}{g} \sum_{\alpha}[\alpha]_{i, j j}^{*} \hat{O}_{\alpha} \varphi_{\vec{k}}(\vec{r})$. Here $g$ is the dimension of the group of the wave vector, $d(i)$ is the dimension of the $i$-th irreducible representation and $[\alpha]_{i, j l}^{*}$ indicates the $j l$-th element of the matrix representing the symmetry operation $\alpha$ in the $i$-th representation [6].

[^6]:    ${ }^{10}$ Basis sets $\chi_{\mu}(\vec{r}), \mu=1, \ldots, K$ are constructed by taking a finite number $K$ of the wave functions for an electron in a central field [40,42] [see Section 2.3 for details]. Such wave functions are less formally referred to as atomic orbitals ( $A O$ ) which dwells on the fact that basis sets are occasionally optimized to represent the Hartree-Fock orbitals of isolated atoms [40, 42].

[^7]:    ${ }^{11}$ Following the seminal paper of Wannier [121], most accounts of Wannier functions introduce them by means of (2.33a) leaving the band mixing matrix unspecified. Clearly, without fixing $\mathcal{U}(\vec{k})$ properly, there correspond infinitely many Wannier [Bloch] functions to a given Bloch [Wannier] function, i.e., functions that obey Equation (2.32) [Equation (2.5)], which only differ by the choice of $\mathcal{U}(\vec{k})$. Wannier functions are thus frequently characterized to be non-unique with a gauge freedom [122] in the choice of the band mixing matrix. In order to avoid this characterization of Wannier functions, I favor the more general definition given in (2.32).

[^8]:    ${ }^{12}$ This theorem is a special case [6] of the general proposition that a determinantial many-particle wavefunction is-apart from a complex phase factor-invariant under unitary transformations of the constituting one-particle functions [39-42], particularly Section 3.2.3 in Reference [39].

[^9]:    ${ }^{13}$ Alternatively, the line of arguments of Section 2.2 can be followed, replacing the Bloch orbitals in the Slater determinant (2.10) by Wannier orbitals (2.40). In fact this is undoing the unitary transformation that is required to obtain the canonical Hartree-Fock equations (2.13) [39-42] in a controlled way.

[^10]:    ${ }^{14}$ Pseudo-canonical Wannier orbitals are delocalized over the entire unit cell and thus implicate the same disadvantageous non-locality associated with Bloch orbitals when applying cutoff criteria to the Fock matrix and to the two-electron integrals.

[^11]:    ${ }^{15}$ Equation (2.64) also follows immediately from (2.26) which is the trace of the matrix $\mathcal{T}_{\vec{k} i \vec{k}^{\prime} j}=$ $\varepsilon_{\vec{k} i} \delta_{\vec{k} i \vec{k}^{\prime} j}-\frac{1}{2}\left\langle\psi_{\vec{k} i}\right| \hat{v}^{(\mathrm{HF})}\left|\psi_{\vec{k}^{\prime} j}\right\rangle+\frac{1}{K N_{0}} E_{\text {nucl }} \delta_{\vec{k} i \vec{k}^{\prime} j}$. It transforms like the Fock matrix from a representation in terms of Bloch orbitals to a representation in terms of Wannier orbitals (2.34), i.e., $\tilde{\mathcal{T}}_{\vec{R} \kappa \vec{R}^{\prime} \lambda}=\sum_{\vec{k}, \vec{k}^{\prime}} \sum_{i, j=1}^{K} \mathcal{W}_{\vec{R} \kappa \vec{k} i}^{\dagger} \mathcal{T}_{\vec{k} i \vec{k}^{\prime} j} \mathcal{W}_{\vec{k}^{\prime} j \vec{R}^{\prime} \lambda}$. As the trace of a product of matrices is invariant under cyclic permutations of the factors, I obtain $\operatorname{Tr} \boldsymbol{\mathcal { T }}=\operatorname{Tr}\left(\mathcal{W} \mathcal{W}^{\dagger} \boldsymbol{\mathcal { T }}\right)=\operatorname{Tr}\left(\mathcal{W}^{\dagger} \boldsymbol{\mathcal { T }} \boldsymbol{\mathcal { W }}\right)=\operatorname{Tr} \tilde{\mathcal{T}}$. Here $\mathcal{W}$ only transforms the occupied orbitals among each other by letting $K=N^{\prime}$ in (2.33), (2.34) and (2.35).

[^12]:    ${ }^{16}$ In Section 3.4, molecular clusters are used to model crystals. The translational relation (2.32a) of the localized occupied orbitals therein-which is only approximately fullfilled-is exploited to reduce the number of energy increments. In this approach, translational relation of the virtual orbitals is not required and they remain canonical and, generally, do not resemble Wannier or Bloch orbitals of the corresponding solid. For excited states, instead, occupied and virtual functions which are properly related to each other by lattice translations (2.32a) are required as, namely, the CO-ADC scheme fully exploits it.

[^13]:    ${ }^{1}$ Basing on the partitioning of the coupled-cluster correlation energy (3.16) and (3.17) for crystals in terms of Wannier orbitals, I can immediately derive an analogous configuration selection scheme for molecules. To this end, I assume a crystal with macroscopic lattice constants. The energy increments which involve one-body orbital sets (3.14) in different unit cells become vanishingly small, implying that one can restrict all lattice sums to the origin cell and, subsequently, omit lattice vectors in (3.16) and (3.17).

[^14]:    ${ }^{1}$ The BSSE is removed beyond microhartree accuracy with the CP correction [234, 235], [Section 4.1], by surrounding the monomer additionally with the basis functions of eight neighboring monomers.

[^15]:    ${ }^{2}$ The two first and the two last monomers at the ends of the oligomers are not regarded as they are appreciably influenced by finite-size effects.

[^16]:    ${ }^{3}$ Doll et al. [177] utilize point charges to represent left-out ions in their determination of the van der Waals constants of ionic crystals.

[^17]:    ${ }^{1}$ Following Kramers' theorem, time reversal symmetry implies $E_{n}^{N \pm 1}(\vec{k})=E_{n}^{N \pm 1}(-\vec{k})[6]$.

[^18]:    ${ }^{2}$ External points are those points in a self-energy diagram to which free propagator lines are attached automatically by means of the Dyson equation.
    ${ }^{3}$ The external points of the self-energy (5.17) depend on the same crystal momentum $\vec{k}$ as the Hamiltonian (2.4) is translationally symmetric.

[^19]:    ${ }^{4}$ This denotes the analogous change from an advanced to a retarded free propagator (5.19).
    ${ }^{5}$ Loops are formed by a few totally connected fermion lines that can be travelled along the specified direction of the lines reaching the point again where one started. See also Table 5.1 for an example.

[^20]:    ${ }^{1}$ This diagram vanishes in Reference [90] because, there, the one-particle operator - the complex absorbing potential-vanishes in the occupied-occupied block which minimizes the artefacts of the artificial potential.

[^21]:    ${ }^{2}$ The first order contribution to the static self-energy is described by diagram II in Figure 5.3 which vanishes for the crystal momentum representation of the Hamiltonian (3.4). However, it arises in the Wannier representation of (3.8) where the corresponding analytic expression is (5.23).

[^22]:    ${ }^{3}$ Note the close relationship between the vectors $\vec{x}^{ \pm}(\vec{k}, \omega)$ in (6.43) and the vectors $V_{r}^{ \pm}(\vec{k})$ in (6.25).

[^23]:    ${ }^{4}$ Specifically in $\operatorname{CO}-\operatorname{ADC}(2)$ for Bloch orbitals, a single matrix times vector operation requires $N_{\text {flops }}=$ $\left.2\left[N_{\mathbf{F}(\vec{k})}^{2}+\left(2 N_{\mathbf{F}(\vec{k})}+1\right)\left(N_{\mathbf{K}+(\vec{k})}+N_{\mathbf{K}-(\vec{k})}\right)\right)\right]=O\left(N_{\mathbf{F}(\vec{k})} N_{\mathbf{K}+(\vec{k})}\right)$ flops. Here $N_{\mathbf{A}}$ denotes the number of rows of the square matrix $\boldsymbol{A}$. By affixing bar accents to the matrices showing up in the expression for $N_{\text {flops }}$, I immediately obtain the corresponding formula for the number of flops required in the CO-ADC $(2,2)$ approximation for Wannier orbitals.
    ${ }^{5}$ The number of (block-)Lanczos iterations, necessary to determine the eigenvalues and eigenvectors of the band structure matrix (6.46) with a given accuracy, is assumed to be the same for a single unit cell and a supercell consisting of two unit cells.

[^24]:    ${ }^{1}$ This observation can be compared to studies of the ionization spectra of the xenon fluorides where a shift of the inner valence (and core) IPs is also observed. There, the addition of fluorine atoms leads to a reduced screening of the nuclear charge of the xenon atom [74, 75].

[^25]:    ${ }^{2}$ For covalent crystals, it is assumed in Reference [67] that the treatment of electron correlations causes valence and conduction bands to shift by equal amounts upwards and downwards, respectively, at the $\Gamma$ point to obtain a theoretical estimate of the (direct) band gap of diamond and silicon.

[^26]:    ${ }^{3}$ This value for the lattice constant of a LiF crystal is utilized in References [31, 70, 267] and told to originate from the book of Wyckoff [268]. Yet, a value of $4.0173 \AA$ is reported therein which is consistent with early and recent experimental values. To facilitate comparison, I adopt the previously used value of $3.990 \AA$. Although the deviation is small, it has a quite noticeable influence on the fundamental band gap which decreased by 0.65 eV when changing from $3.918 \AA$ to $4.026 \AA$ as reported in a recent density functional theory study at the LDA level [269].
    ${ }^{4}$ The experimental band gap of LiF is communicated in the early work of Roessler and Walker to be $13.60 \pm 0.06 \mathrm{eV}$ [271-273]. Piacentini [274] estimates the band gap of LiF to be 14.5 eV . This value is refined in Reference [275] to $14.2 \pm 0.2 \mathrm{eV}$. Shirley et al. [270] communicate $14.1 \pm 0.1 \mathrm{eV}$ from the dissertation of Himpsel.

