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Abstract

The interaction of small amplitude linear waves with nonlinear spatial localized and time-

periodic excitations discrete breathers (DBs) is studied by means of spectroscopic methods.

In Hamiltonian systems, where linear waves can freely propagate through the system, the

scattering problem is studied. Due to the time periodicity DBs generate time-periodic scattering

potentials. The anharmonicity of DBs gives rise to the existence of higher harmonics. Each

harmonic generates a scattering channel which could be open or closed. Closed channels are

active only in the core of DBs, therefore, locally several channels can be active simultaneously.

It leads to the possibility of interference phenomena. One of them is the perfect reflection of

waves by DBs. This phenomenon is of a resonant nature and is similar to the Fano resonance

in atomic systems.

Based on the experimental observations of various types of DBs in Josephson junction

ladders, the interaction of DBs with plasmons is studied by means of resonances. Due to

the presence of dissipation DBs can survive them. It gives us the possibility to study the

medium, where DB is excited, by varying the DB in a controled way and using these resonances.

Numerically resonances are monitored by jumps in the current-voltage characteristics and by

the power of ac librations at the edge, while in the experiments only the first method is used.

Both results are in a very good agreement.
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Introduction

Without sun no light

Without breath no life

The phenomenon of dynamical localization in nonlinear homogeneous lattices has been
widely studied during the last decade. The interplay between nonlinearity and discreteness
of space gives the possibility for the existence of spatial localized and time periodic excitations
- discrete breathers (DBs). Discrete breathers are also known under different names - Intrinsic
Localized Mode (ILM), Self-localized Anharmonic Mode (SLAM), Nonlinear Localized Excita-
tion (NLE). The nonlinearity induces the frequency dependence of amplitudes of excitations.
The discreteness is crucial in order to provide structural stability by preventing resonances be-
tween a DB and plane waves. DBs have been mathematically proven to be generic solutions for
the dynamics of nonlinear coupled oscillators for any lattice dimension. In phase space DBs are
periodic orbits which, in addition, localize in space. The spatial decay depends on the type of
nonlinearity, range of interaction and could be algebraic, exponential or even superexponential.

Initially the concept of DBs was developed for conservative systems. But it can be extended
to dissipative systems as well, where DBs become time-periodic spatially localized attractors.
Spatial localization of DBs is predicted to persist under a spatially homogeneous driving force,
which is introduced in order to compensate the dissipative losses.

DBs have been also observed experimentally in diverse systems such as coupled optical
wave guides, low-dimensional crystals, anti-ferromagnetic materials, in photonic crystals with
a nonlinear Kerr medium, networks of small Josephson junctions, micromechanical oscillator
arrays and in biomolecules.

By definition a DB is a stationary state. But moving breather-like states have been observed
numerically in different systems. They are not time-periodic anymore and the existence of
moving DBs as exact solutions is still an open question. But there is one special case, where
moving DBs are exact solutions. This is the Ablowitz-Ladik lattice, which is an integrable
system.

Another interesting question is the localization of energy in quantum systems. If the Hamil-
tonian of a given system is invariant under spatial translations then all eigenstates are spatially
delocalized. It means that such a quantum system does not allow for spatially localized states.
But still there is a possibility for quantum analogues of classical DBs by taking many-phonon
bound states which tunnel from site to site. Then in the classical limit the tunnelling rate will
just vanish and a DB will be pinned at a certain site.

There are mathematical and numerical tools which allow to prove and find DBs in concrete
systems and then check their stability. These tools are well developed due to some special
properties of different systems. But, usually, in experiments it is impossible to resolve both the
full dynamics and space structure. Thus, there is need to construct theoretical methods which
can be used by experimentalists and are useful in order to determine the existence of DBs in the
systems and examine their properties. Spatial localization allows to use spectroscopic methods.
By spectroscopy we mean the interaction of DBs with plane waves. Moreover, plane waves can
be easily generated and registered in experiments.

This work is devoted to the study of main properties of interaction between DBs and ex-
tended states. The first part is devoted to 1D Hamiltonian systems. The extended states are
small amplitude linear waves, which can freely propagate in such systems. Thus we will con-
sider the problem of interaction of localized and delocalized states in the framework of transport
spectroscopy by sending the plane wave onto a DB. Due to the smallness of the amplitude of
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extended states this problem can be considered as a scattering problem, taking the DB as a
scattering potential. We need to compute transmission and reflection coefficients. Due to their
localization DBs usually generate local modes with the frequencies outside of the phonon bands.
By changing the breather itself it is possible to vary these frequencies. For some cases perfect
transmission was observed. But perfect reflection was observed as well. This is a characteristic
property of time-dependent scattering potentials . It is similar to the Fano resonance in atomic
systems. In this work the scattering process is considered for different types of DBs (optical
and acoustic) in different Hamiltonian systems using an improved numerical scheme.

In the second part DBs in dissipative systems such as Josephson junction ladders (JJLs)
are studied. Due to the presence of dissipation there are no freely propagating extended states
in this system. By varying the control parameter (dc bias) the frequency of DB can match
the plasmon spectrum and different types of resonances occur. Again due to the presence
of dissipation not all resonances lead to the destruction of the DB (as in the Hamiltonian
case), but to the excitation of librations in the DB tails. It gives the possibility to use an
inverse spectroscopy method, which also allows to study the interaction between localized and
delocalized states. It is possible to monitor this delocalization by measuring the power of ac
libration at the edge of the ladder. The analysis of the peaks of the power of ac libration shows,
that they correspond exactly to the cavity modes of the ladder. When the resonances become
stronger and instabilities occur, the DB can switch to other states such as a resonant DB, the
Homogeneous Whirling State (HWS) or the superconducting one. All of them are time periodic.
By using the Floquet theory we found that such instabilities occur due to resonances between
a DB and plasmons. In some special cases DBs can switch to incommensurate quasi-periodic
states. These cases were studied separately numerically and experimentally and the results are
in a very good agreement.

Any abbreviation in this these can be found in the List of Abbreviations.



1 Review of discrete breathers

Discreteness appears in systems of interacting ’objects’, which are separated in space. In
crystals these ’objects’ are atoms with the distance between them about 7 Å, in photonic
crystals the ’objects’ are waveguides which are equally placed in space with the distance between
them about 10µm, in a network of Josephson junctions each junction is an ’object’ and the
characteristic linear scale between them is ≈ 50µm, in a mechanical system of pendulums each of
them can be considered as an ’object’ and a characteristic distance could be order of 10 cm. The
discreteness causes a cut-off of frequency (energy) spectrum. If, in addition to discreteness, the
system is nonlinear there is a possibility to excite time periodic and spatially localized states -
discrete breathers (DBs). They have been observed numerically and experimentally in a variety
of systems.

In this chapter the key ideas on DBs and their applications are described.

1.1 Basic properties

1.1.1 Definitions

In order to describe the main properties of DBs a chain of coupled oscillators is used. The
dynamics of such systems is characterized by time-dependent coordinates xn(t), where n nu-
merates each particle. The Hamiltonian can be written in general form as

H =
∑

n

(

ẋ2n
2

+ V [xn] +W [xn − xn−1]

)

. (1.1)

Here V [x] is an optional on-site (substrate) potential, which acts uniformly for each particle,
and W [x] is the nearest neighbor interaction. The equations of motion become

ẍn = −W ′[xn − xn−1] +W ′[xn+1 − xn]− V ′[xn] . (1.2)

Without loss of generality the following assumptions can be used: V [0] = W [0] = V ′[0] =
W ′[0] = 0 and V ′′[0] ≥ 0, W ′′[0] > 0 in order to satisfy the positive definiteness of the
Hamiltonian. The ground state of the system (1.2) is xn(t) ≡ 0 for all n.

This Hamiltonian supports the excitation of small amplitude linear waves. In order to find
the frequency spectrum of such excitations, equations (1.2) should be linearized around the
ground state

ξ̈n(t) = W ′′(0)(ξn−1 − 2ξn + ξn+1)− V ′′(0)ξn (1.3)

and the ansatz for the plane wave ξn(t) = Aei(qn−ωqt) gives the dispersion relation

ω2q = V ′′[0] + 4W ′′[0] sin2
(q

2

)

, (1.4)

with q being the wave number.
The spectrum is bounded from below and from above. It is an important property of any

discrete system. It means that only the waves with frequencies from some interval, which
is determined by Eq. (1.4) can freely propagate through the system. Waves with frequencies
outside of this interval will decay in space. The second note is that the frequency ωq is symmetric
and periodic in q. So it is enough to consider the range q ∈ [0, π]. When V ′′(0) = 0 the spectrum
is gapless and is called acoustic, the value ωq(0) = 0 belongs to the spectrum. In the opposite
case there is a gap between two branches ω±q and the spectrum is called optical.
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Figure 1.1: A schematic representation of different types of discrete breathers: a) acoustic
breather; b) acoustic rotobreather; c) optical breather.

The competition between nonlinearity and discreteness in (1.2) can lead to the appearance
of spatially localized time-periodic states: discrete breathers (DBs). Due to the nonlinearity the
frequency of excitations depends on their amplitude and the discreteness leads to the existence
of an upper bound of the phonon band. That is why spatially localized and time periodic states
are not so common in continuous systems. Their unbounded spectrum leads to resonances of a
localized state with phonons.

It was shown that DBs exist for different types of potentials V [x] and W [x], although at
least one of the two functions (V [x] and/or W [x]) has to be anharmonic.

DB solutions are characterized by being time-periodic x̂n(t + Tb) = x̂n(t) and spatially
localized x̂|n|→∞ → 0 (except one-dimensional systems with V = 0 where x̂n→±∞ → ±c with
c ≥ 0). If the HamiltonianH is invariant under a finite translation (rotation) of any xn → xn+λ,
then discrete rotobreathers (RBs) may exist [110]. These excitations are characterized by one
or several sites in the breather center evolving in a rotational state x̂0(t+Tb) = x̂0(t)+λ, while
outside this center the lattice is governed again by time periodic spatially localized oscillations.
Due to time periodicity the breather state can be expanded into a Fourier series

x̂n(t) =
∑

k

Anke
ikΩbt . (1.5)

DBs are represented by a closed path in the phase space. Each breather is characterized by
its frequency Ωb = 2π/Tb. By varying the frequency one obtains families of breathers in the
phase space. But breathers exist not for any frequency Ωb. The necessary condition of existence
is kΩb 6= ωq for all nonzero integers k. Due to the upper bound of the spectrum (1.4), breathers
can exist, generally, for Ωb > ωq. The case of an acoustic spectrum is also interesting, because
for any Ωb there is k = 0, which fulfills the condition kΩb = ωq(0). But if the Hamiltonian is
invariant under the parity transformation xn → −xn, then the breather can be also invariant
under this transformation. Therefore Ank ≡ 0 for all even k, including k = 0 and this resonance
does not manifest itself.
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As ω2q is an analytic function of q, DBs are exponentially localized on the lattice, but in
general DBs can possess others spatial localization extension [42]. It was shown that a spatial
localized state with time dependence, in general, should be periodic in time [43]. Indeed,
consider the simple case of a state with two incommensurate frequencies Ω1 and Ω2. It can be
expanded into a double Fourier series

x̃n(t) =
∑

k1,k2

Ank1k2e
ik1Ω1t+ik2Ω2t . (1.6)

For this state the resonance condition is k1Ω1+k2Ω2 = ωq. Following Ref. [31] one can conclude
that for any incommensurate frequencies Ω1 and Ω2 there are always k1 and k2 such that the
resonant condition is fulfilled and thus, it is impossible to construct a quasi-periodic in time
and spatially localized state.

1.1.2 Proof of existence

For some potentials the existence of breathers can be proved analytically [77, 32, 8, 76, 5, 62].
The first approach is based on the anticontinuous limit [77]. It can be used when the

interaction potentialW (y) is parameterized asW (y) = εΨ(y). For the case ε = 0, the equations
of motion are decoupled in space and each oscillator moves in its anharmonic potential V (x) 6= 0.
Now it is possible to choose one (or several) oscillator(s) moving with the frequency Ω while
the others are at rest. Then it is possible to find a periodic orbit of the lattice with ε 6= 0 but
close to zero such that the new periodic solution will have the same frequency Ω and will be
close to the initial periodic orbit at ε = 0. These periodic orbits will be exponentially localized
in space and are thus discrete breathers.

The main idea is to find the zeros of an operator F(x; ε) = (. . . , F1(x; ε), F2(x; ε), . . .), where

Fn(x; ε) = ẍn +
∂H(ε)

∂xn
. (1.7)

The continuation for nonzero ε can be done by using the implicit function theorem for F(x(ε); ε) =
0. This method is quite general and can be used for lattices of any dimension and numbers of
sites.

This approach gives a key idea how to find numerically and even experimentally breathers
in such systems. First, (if it is possible) switch off the coupling, excite several sites and then
switch the coupling adiabatically on. Numerically it can be done by means of the Newton
method (see Appendix A).

A modification of this method was used in order to prove the existence of discrete breathers
in diatomic FPU chains with light and heavy masses [76]. As a small parameter the mass ratio
was used. On the basis of the center manifold reduction [61], which does not use the concept of
the anti-continuous limit, it was proven that discrete breathers exist in a diatomic FPU chain
for arbitrary mass ratios [62].

As was shown in [32], it is possible to separate the time and space dependence in homo-
geneous FPU chains. It was proven that a discrete map for spacial amplitudes possesses a
homoclinic orbit. Together with the periodicity of the time variable it constitutes a proof of
existence of DBs in such systems.

A variational approach was applied for optical and acoustic systems in order to prove the
existence of hard breathers with frequencies above the phonon band [5]. DBs are considered
as loops in the phase space which maximize a certain average energy function for a fixed
pseudoaction appropriately defined.

1.1.3 Stability of breathers

To study the stability of a DB the equations of motion (1.2) should be linearized around a
breather solution xn(t) = x̂n(t) + εn(t):

ε̈n = −W ′′[x̂n(t)− x̂n−1(t)](εn − εn−1)

+W ′′[x̂n+1(t)− x̂n(t)](εn+1 − εn)− V ′′[x̂n(t)]εn . (1.8)
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Figure 1.2: The schematic views of the positions of Floquet multipliers for a Hamiltonian system
for two different values of a control parameter.
(Left): The generic situation is shown when there are some localized states.
(Right): The instability occurs by collision between the localized and delocalized eigenvalues.
Note that there are always two eigenvalues at +1.

This is a set of coupled linear differential equations with time periodic coefficients of period Tb.
Note that these coefficients are determined by the given DB solution x̂n(t).

Eq. (1.8) determines the linear stability of the breather through the spectral properties of
the Floquet matrix,[82, 84, 42, 19] which is given by a map over one breather period

(

~ε(Tb)

~̇ε(Tb)

)

= F

(

~ε(0)

~̇ε(0)

)

, (1.9)

where ~ε ≡ (..., εn−1, εn, εn+1, ...). For marginally stable breathers all eigenvalues of the symplec-
tic matrix F will be located on the unit circle and can be written as eiθ. The corresponding
eigenvectors are the solutions of Eq.(1.8), and fulfill the Bloch condition

εn(t+ Tb) = e−iθεn(t) . (1.10)

Because the DB solution is exponentially localized on the lattice, equation (1.8) will reduce
to the usual small amplitude wave equation far away from the breather center. Thus, only a
finite number of Floquet eigenvectors are spatially localized, while an infinite number of them
(for an infinite lattice) are delocalized and these solutions correspond to plane waves with
the spectrum (1.4) and the Floquet phases θ = ±ωqTb. The remaining Floquet eigenvalues
correspond to local Floquet eigenvectors and are separated from the plane wave spectrum on
the unit circle. Note here, that two eigenvectors with the degenerated eigenvalue eiθ = + 1
always exist and correspond to the perturbations tangent to the breather family of solutions (see
Fig. 1.2(left)). By changing some control parameter of the system (1.2), Floquet multipliers
will move on the unit circle and, therefore, can cross each other. It leads to possible collisions
of them and subsequent resonances. As a result a DB will loose its stability. There are several
typical scenarios of instability. One takes place when eigenvalues collide on the real axis at ±1,
i.e. when one of the Floquet multipliers meets its complex conjugate partner. It can written as
θ = nπ, where n ⊂ N or

ωq/Ωb = n/2 , n = 1, 2, 3, . . . . (1.11)
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Figure 1.3: The same situation as on Fig. 1.2 but for a dissipative system. Even in the case
of a collision between two eigenvalues the instability will not take place as long as one of the
eigenvalues does not cross the unit circle.

Even n’s correspond to collisions at +1 and odd n’s to collisions at −1. The case of even n may
lead to the disappearing of the breather as a solution and the odd one to the period doubling
bifurcation, when the breather can still exist but becomes dynamically unstable.

Another possibility is to have a collision somewhere on the unit circle. In this case more
Floquet eigenvalues take part in the collision. But not any two multipliers will collide. It was
shown that they should have the same Krein signatures [2, 3, 83].

1.1.4 Dissipative systems

DBs exist not only in Hamiltonian systems, but in systems with dissipation and homogeneous
bias as well [105]. The bias could be constant (dc bias) or periodic in time (ac bias). In terms
of the phase space it means that after introducing a dissipation some periodic orbits (DBs) will
be destroyed and others will become attractors. A DB in these systems retains all its properties
such as exponential localization and linear stability. The Floquet eigenvalues lie not on the unit
circle but inside on a circle with a smaller diameter, which is determined by the dissipation
strength. It means that not all collisions of Floquet eigenvalues lead to the instability of the
DB. If the collision is weak, eigenvalues can just deviate from the internal circle and return to
it without crossing the unit circle (see Fig. 1.3). It gives a possibility to study the resonances
between DBs and phonons in a different way and will be considered in part II of this work for
a network of Josephson junctions.

1.2 Experimental observations

There are many recent experiments on the DB detection in various systems. Here only some of
them will be briefly described.

1.2.1 Nonlinear optics

One of the first observations was made on weakly coupled waveguides with length of several
mm in the presence of the nonlinear Kerr effect [25, 47]. They are equally positioned in space,
which implies a constant coupling between them (see Fig. 1.4 (Left)). Characteristic diameters
and distances between waveguides are of order of micrometers.



16 1 Review of discrete breathers

Figure 1.4: (Left): Schematic drawing of coupled waveguides (input facet). (Right): Images of
the output facet of a sample for different powers: a) weak power (70W ) demonstrates linear
feature, b) intermediate power (320W ), the distribution is narrowing, and c) strong power
(500W ), discrete soliton is formed. This is a colored version of the same figure in [25] and has
been taken from the web-site of one of the authors.

In this experiment a focused laser beam is injected into the central waveguide on one side
and the way how this beam is spreading out among other waveguides during its propagation is
observed on the opposite side. The images of outcome are shown in Fig. 1.4 (Right). When the
power of the laser beam is rather small and the nonlinearity can be neglected light disperses
to the neighboring coupled waveguides and is equally distributed among them (70W ). By
increasing the power, light is localizing around the input waveguide (320W ) and when sufficient
power is injected, a discrete soliton is formed (500W ).

Due to a band structure a beam can be launched in gaps. By injecting two beams in differ-
ent gaps it is possible to observe an interference pattern along the propagation direction. As it
was shown in Ref. [81], the beams can form an optical breather with periodically varying inten-
sity during the propagation which was monitored in an experiment by collecting multiphoton
fluorescence (see Fig. 1.5) .

Quite recently, two-dimensional discrete solitons were observed in optically induced photonic
lattices [24, 46]. This is the first experimental observation of 2D discrete breathers. A 2D
array of waveguides is induced in a photosensitive material by interfering two or more plane

Figure 1.5: Top view of waveguide arrays. In all cases the array period is 11µm. These pho-
tographs show the multiphoton fluorescence by the optical breathers along their propagation.
Light is injected at the bottom. This figure is taken from [81].
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Figure 1.6: (Left): Diagram of the experimental set-up. The photosensitive crystal with electro-
optic anisotropy is used (green). Two interfering pairs of ordinarily polarized plane waves (black
arrows) induce the photonic array. An additional polarized probe beam (red) is focused into a
single waveguide. (Right): Intensity structure of the probe beam at the exit face of a crystal
at strong nonlinearity. This figures are taken from [46].

waves. In addition to this, a voltage is applied in order to control the focusing (or defocusing)
photorefractive screening nonlinearity. The probe beam is injected into a central waveguide.

The formation of a 2D discrete soliton at high voltage (strong nonlinearity) is observed (see
Fig. 1.6 (Right)).

1.2.2 Discrete low-dimensional materials

As another example, the localization of vibrational energy in the halide-bridged transition metal
complex PtCl was observed [108].

This material possesses a highly one-dimensional crystal structure. Moreover, very strong
coupling between the lattice and the electronic motions provides for large nonlinearity. The
experiment was done by means of resonance Raman spectroscopy. The spectra are shown on

Figure 1.7: (Left): Structure of PtCl crystal. (Right): Raman spectra of a PtCl crystal. Each
peak in the spectra corresponds to a phonon bound state. This figures are taken from [108].
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Fig. 1.7, where the data are presented in a stack plot with successively traced offsets along the
horizontal axis by increasing multiples of the fundamental frequency (321 cm−1).

Each peak corresponds to an n-phonon bound state. The shift is due to the binding energy
of phonons. As much as seven-phonon bound states were observed experimentally. One can
also see a well pronounced peak which corresponds to the mixture of a six-phonon bound state
and one additional phonon.

All these bound states can be interpreted as quantum discrete breathers (QDBs) [104, 3, 48,
22].

1.2.3 Josephson junctions

A much more investigated system is a network of biased Josephson junctions. Each junction
can be either in a superconducting or in a resistive state. Geometrical structures of a network
(ladder) were proposed which possess discrete breathers, i.e. several junctions are in resistive
states and all others are in the superconducting one. A large variety of DBs was observed
experimentally [115, 13, 12]. Several examples of a system of coupled Nb-based Josephson

Figure 1.8: Two types of DBs in a system of coupled Josephson junctions are shown.
(Left): Schematic view of an annular ladder. Crosses mark the individual junctions. Arrows
indicate the direction of external current flow. (Middle): Almost all junctions are in the resistive
state. (Right): Only few junctions are in the resistive state. This figures are taken from [13].

junctions with localized states corresponding to discrete breathers are shown in Fig. 1.8. These
states of the ladder are visualized by using low temperature scanning laser microscopy.

The second part of this work is devoted to a detailed description of DBs in Josephson
junction ladders.

1.2.4 Micromechanical oscillator arrays

The cantilever array is produced from a photoresistive mask over a silicon nitride layer on a
silicon substrate. Cantilevers are made from 300nm thick Si3N4 film. The average length of
cantilevers is ≈ 53µm. Width and pitch are 15µm and 40µm, respectively. Such cantilevers
have a hard nonlinearity. Following the method described in Ref. [93], in order to produce ILMs,
a large amplitude uniform mode instability should be achieved. It can be done by driving the
system with the highest frequency of the uniform mode.

Fig. 1.9 shows the room temperature cantilever excitation pattern versus time for a 248-
element array. The dark regions versus time identify the trajectories of large amplitude localized
excitations.

1.2.5 Other proposals

In addition to the above described examples two more experiments will be discussed.
The first of them is the observation of intrinsic localized spin waves in the quasi-1D biaxial

antiferromagnent (C2H5NH3)2CuCl4 [103]. A microwave pulse was applied in order to create
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Figure 1.9: (Left): Schematic view of a cantilever array. (Right): Excitation of cantilevers
versus time. The regions with bright background correspond to the time where the pulse is on.
The dark trajectories indicate localized excitations. This figure is taken from [98].

intrinsic localized modes (ILMs) via the modulational instability [93]. This antiferromagnet
is a layered organic material with a strong ferromagnetic coupling of the magnetic Cu2+ ions
within a layer and with a weak antiferromagnetic coupling between the layers. The size of the
sample is 3× 3× 0.5mm3.

The driving pulse excites spin waves and its frequency is lowered due to the intrinsic non-
linearity of the spin Hamiltonian. This allows to study the absorption by the spin system for
different power levels of the driving pulse. Experimentally the formation of the broad asym-
metric spectral band below the antiferromagnetic resonance with increasing power levels was
observed. Following the authors of Ref. [103] this is the signature of localized mode generation.

The other experiment is the observation of self-trapping of the amide I band in a peptide
mode crystal [23]. The crystal consists of quasi-1D dimensional chains of hydrogen bonded
peptide units (-CO-NH-). The length of this hydrogen bond modulates the transition frequency
of the amide I mode of the peptide unit. In this experiment the nonlinear spectroscopy was
used. A small fraction of the infrared pulses was split off in order to obtain broadband probe
and reference pulses, which were spectrally dispersed after interaction with the sample. Pump
and probe pulses were polarized about the NH bond. The formation of an anomalous peak
in the absorption spectra was observed with decreasing temperature. This peak is not due
to the disorder-induced Anderson localization, which should increase in strength with rising
temperature. Therefore, the increasing intensity of this peak at low temperature indicates a
self-trapped state formation. This state exists on an ultrafast time scale of less then 400 fs.

There are also several theoretical predictions of observation of localized states in other
systems. In Refs. [116, 64] it is shown that there is a possibility for discrete breather existence
in a Bose-Einstein condensate (BEC) loaded into one- and two-dimensional optical lattices.
The condensate is trapped in the potential minima and can coherently tunnel between them.
The heights of the barriers can be tuned by the intensity of the laser beam. The interaction
within the BEC gives rise to a nonlinearity and the full dynamics of the system is governed by
the Discrete NonLinear Schrödinger (DNLS) equation.





Part I

Transport spectroscopy





Motivation

In Hamiltonian systems the small amplitude plane waves with frequencies from the phonon
band can freely propagate in the absence of any inhomogeneities. The space localization of
the DB implies that such plane waves can also propagate at the tails of DB, far from it’s
core, where the system is almost at rest. It leads to the possibility to consider the transport
spectroscopy method by sending phonons with different frequencies to the DB and measure the
scattering outcome. Due to the smallness of the amplitude of the phonons it is enough to take
into account only the linear approximation of the interaction between phonons and the DB. It
will reduce the problem to the scattering setup, where the results of interaction will be also
plane waves moving in opposite directions from the DB core. From this point of view the DB
is a time-periodic scattering potential. The most interesting question is about new features of
time-periodic scattering potentials compared to the static ones. One of them is the resonant
suppression of the transmission or perfect reflection , which was observed already numerically
in optical systems and in the DNLS equation [19, 68].

In this part, by using a generalized numerical scheme, the transmission problem is studied
for the optical and acoustic systems as well. In both cases zeros of transmission were observed.
As it follows from the detailed analysis these zeros exactly correspond to Fano resonances known
for atomic systems.

In addition to this, the scattering of a soliton by two different defects is considered. The
defects are chosen such that both lead to resonant scattering. One of them provides for a
resonant transmission while the other provides for a perfect reflection. A question of interest is
the role of nonlinearity in the scattering of solitons.





1 The scattering process

In this part only 1D Hamiltonian systems

H =
∑

n

(

ẋ2n
2

+ V [xn] +W [xn − xn−1]

)

(1.1)

with the nonlinear potentials V [x] and/or W [x] will be considered. These systems support
time-periodic x̂n(t+ tb) = x̂n(t) and spatially localized x̂|n|→∞ → 0 states - discrete breathers
(DBs).

1.1 One channel scattering

In order to study the scattering problem, the equations of motion ẍn = − ∂H
∂xn

should be
linearized around the breather solution xn(t) = x̂n(t) + εn(t):

ε̈n = −W ′′[x̂n(t)− x̂n−1(t)](εn − εn−1)

+W ′′[x̂n+1(t)− x̂n(t)](εn+1 − εn)− V ′′[x̂n(t)]εn . (1.2)

This is a set of linear equations with time-periodic coefficients. By using Bloch’s theorem the
solutions of (1.2) can be represented in the form

εn(t) =
∞
∑

k=−∞

enke
−i(ωq+kΩb)t . (1.3)

Each harmonic of a DB generates a channel. Generally there is an infinite number of these
channels. There are two types of channels: one of them are open conducting channels, where
plane waves can freely propagate. Others are closed channels which are active inside the breather
core, i.e., the spatial amplitudes enk are localized in space (see Fig. 1.1).
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Figure 1.1: Schematic representation of the one-channel scattering of a wave by a discrete
breather.
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If Ωb > 2|ωπ| then there is only one open channel k = 0 and all channels with nonzero k are
closed. The frequencies of transmitted and reflected waves are equal and coincide with the the
frequency of the incoming wave, since they all belong to the open channel with k = 0.

In the case |ω0| + |ωπ| < Ωb < 2|ωπ| a q′ exists such that the equality ωq′ = Ωb − ωq is
fulfilled. This implies that in this case two channels are open and the frequencies of incoming
and outcoming waves may not coincide. Note here, that for acoustic systems ω0 ≡ 0. For optical
systems the frequency of the breather may lie in a gap Ωb < |ω0|. It leads to the additional
(and more general) condition for the multi-channel scattering

ωq′ = ωq + kΩb . (1.4)

The one-channel scattering is more common and the only one which will be considered.

For harmonic interaction potentials W it was shown in Ref. [19] that the momentum

J = −W ′′[0]〈Imε∗nεn−1〉 (1.5)

is independent of the lattice site. Here the averaging is meant with respect to time. In a similar
way it is straightforward to show that the quantity

J̃ = −〈W ′′[x̂n(t)− x̂n−1(t)]Imε
∗
nεn−1〉 (1.6)

is independent of the lattice site (see Appendix B). Since the breather solution x̂n(t) is spa-
tially localized, at large distances from the breather it is found again that the momentum J
is independent of the lattice site. Especially, it is the same for n → ±∞. Following Ref. [19]
it is possible to conclude that the one-channel scattering case is elastic, i.e., the energy of an
incoming wave equals the sum of the energies of the outgoing (reflected and transmitted) waves.

Assuming that the breather is located around the central site n = 0, the one-channel scat-
tering problem can be written as

εn(t) = AIe
−i(ωqt+qn) +ARe

−i(ωqt−qn), n < 0 ,

εn(t) = AT e
−i(ωqt−qn) , n > 0 (1.7)

for

|n| À sup[ξb(0), ξb(ωq)] (1.8)

where ξb(ω) = sup ξ(ω + kΩb) and

sinh2 ξ(ν)/2 = V ′′[0]−ν2

4W ′′[0] , |ν| < ωq(0)

cosh2 ξ(ν)/2 = ν2−V ′′[0]
4W ′′[0] , |ν| > ωq(π)

(1.9)

Here ξ measures the characteristic localization length of a closed channel at frequency ν (note
that for ν = kΩb the localization length is that of the breather itself, see also [19]). The
incoming wave has amplitude AI , and the reflected and transmitted wave amplitudes are given
by AR and AT , respectively. The transmission coefficient tq = |AT /AI |2.

For further considerations the notation of the Bloch functions ζn(t) defined as

εn(t) = ζn(t)e
−iωqt (1.10)

will be used.

In order to estimate the relative strength of closed channels with k 6= 0 the time-periodic
coefficients of (1.2) are expanded in a Fourier series with respect to time:

W ′′[x̂n(t)− x̂n−1(t)] =

∞
∑

k=−∞

wn,ke
ikΩbt ,

V ′′[x̂n(t)] =

∞
∑

k=−∞

vn,ke
ikΩbt . (1.11)



1.2 Time-averaged scattering potential 27

Firstly, the case of a strongly localized optical breather located at site n = 0 with W (y) = c
2y
2

is considered. By inserting (1.11) and (1.3) into (1.2) and taking into account a single closed
channel with some value of k at the breather center n = 0, we get

ω2qe0,0 = −e00 + C(e1,0 + e−1,0 − 2e0,0)− (v0,0 − 1)e0,0 − v0,−ke0,k ,

(ωq + kΩb)
2e0,k = C(e1,k + e−1,k − 2e0,k)− v0,0e0,k − v0,ke0,0 . (1.12)

Assuming that e1,k ≈ e−1,k, one can extract enk from the second equation in (1.12) and sub-
stitute it into the first one

ω2qe0,0 = −e00 + C(e1,0 + e−1,0 − 2e0,0)− (v0,0 − 1)e0,0

+
|v0,k|2

(ωq + kΩb)2)− v0,0 − 2c(1− ηk)
e0,0 , (1.13)

where ηk is the relative amplitude

ηk = ±e1,k
e0,k

= e−1/ξ(ωq+kΩb) . (1.14)

It has a positive sign for ωq +kΩb located inside the phonon gap and a negative sign otherwise.
The relative strength sk of the closed channel with respect to the open one can be estimated

through the competition between the fourth and the third terms in (1.13)

sk =
|v0,k|2

|(v0,0 − 1)(v0,0 + 2c(1− ηk)− (ωq + kΩb)2)|
. (1.15)

For sk ¿ 1 there is no significant contribution from the given closed channel, while sk ≥ 1
indicates a strong influence of the closed channel on the scattering process. Note that the
expression

√

v00 + 2c(1− ηk) in the denominator of (1.14) is just a frequency ωL0 of a local
phonon mode of the time-average scattering potential. Notice that in discrete systems these
local phonon modes may be located below or above the phonon band. The denominator of
(1.14) may vanish for certain wave numbers, which would imply a resonance-like enhancement
of the closed channel contribution (for certain wave numbers q). Such a resonant enhancement
of a closed channel amplitude acts as a huge effective scattering potential to the open channel,
and therefore a resonant suppression of transmission is expected. Thus, qualitatively such a
complete suppression of transmission (Fano-like resonance [26, 66], discussed below) is explained
by a resonant interaction of the propagating phonon with the specific local phonon mode.
However in order to quantitatively analyze this effect the renormalization of the value of ωL0

due to all nonresonant processes has to be taken into account.
In a similar way an estimate of the closed channel contribution of acoustic breathers may

be obtained, which gives the following expression for the relative strength rk

rk =
|w0,k|2

|(w0,0)(w0,0 − (ωq + kΩb)2)|
. (1.16)

Thus, again a resonant suppression of transmission is found, when the presence of acoustic DB
leads to a local increase in the nearest neighbor interaction and to a corresponding local phonon
mode. However, this case is much more involved as compared to an optical DB case, and Eq.
(1.16) may serve only as a qualitative tool to check whether or not a closed channel is strongly
contributing to the transmission.

1.2 Time-averaged scattering potential

In order to understand the importance of the time dependence of the scattering potential, a
comparison of the numerical results with those obtained by time-averaging the DB scattering
potential must be made. This time-averaging can be done numerically and Eq. (1.2) becomes

¨̃εn = −〈W ′′[x̂n − x̂n−1]〉(ε̃n − ε̃n−1) +

〈W ′′[x̂n+1 − x̂n]〉(ε̃n+1 − ε̃n)− 〈V ′′[x̂n]〉ε̃n (1.17)



28 1 The scattering process

Since in this case all inhomogeneities are time-independent the standard scattering matrix
method can be used. With ε̃n(t) = ζ̃ne

−iωqt Eq. (1.17) is rewritten as

(

ζ̃n+1
ζ̃n

)

=Mn

(

ζ̃n
ζ̃n−1

)

, (1.18)

with

Mn =

(

1 +
En+cn,n−1−ω2q

cn+1,n
− cn,n−1

cn+1,n

1 0

)

(1.19)

where En = 〈V ′′(x̂n)〉 and cn,n−1 = 〈W ′′(x̂n − x̂n−1)〉. It follows that
(

ζ̃N+1
ζ̃N

)

=M

(

ζ̃−N

ζ̃−N−1

)

, (1.20)

with

M =

−N
∏

i=N

Mi (1.21)

The expression for the transmission coefficient t̃q for the time averaged scattering potential
is then given by [112]

T̃q =
4 sin2 q

|M11(q)e−iq +M12(q)−M21(q)−M22(q)eiq|2
(1.22)

where Mij are the four matrix elements of the 2× 2 matrix M.



2 Acoustic lattices

In this chapter wave scattering by so-called acoustic breathers is studied. The corresponding
systems are characterized by a gapless spectrum ωq of propagating linear waves, and by a
conservation of the total mechanical momentum.

2.1 Scattering by acoustic breathers

The generic choice for the potentials in the Eq. (1.2) is

V (y) ≡ 0 , W (y) =
1

2
y2 +

β

3
y3 +

1

4
y4 . (2.1)

This choice leads to the well known Fermi-Pasta-Ulam (FPU) system [82].

2.1.1 Case β = 0

First the case β = 0 is considered. It implies even parity of the interaction potential W . We
will comment on the influence of an odd parity contribution for β 6= 0 later on. The dispersion
relation of phonons is given by

|ωq| = 2 sin
q

2
(2.2)

A breather solution with frequency Ωb = 4.5 and the corresponding Fourier components of
the scattering potential are plotted in Fig. 2.1.
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Figure 2.1: (Left): Displacements of an acoustic breather with zero velocity at t = 0 and
Ωb = 4.5. Inset: Relative strength rk for the second and fourth closed channels versus q.
(Right): Fourier components wnk for different k versus n for the breather

Acoustic breathers can be found with frequencies above the phonon band |Ωb| > max |ωq|.
However, here the following condition |Ωb| > 2max |ωq| should be used, which implies |Ωb| > 4.
This condition is needed to realize the one-channel scattering case of linear waves. For β = 0
the ac part of the interaction potential W contains even harmonics only. The closed channels
in this case are weak and play no important role in the scattering process. As a consequence
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4 .
The dashed lines show the predicted plateau heights (see text). The inset shows the dependence
of the transmission on q for the two observed plateau regions.

wave scattering by acoustic breathers is practically identical with scattering by the time-averaged
potential. Indeed, numerical computations do not show any relevant difference between the
linear wave propagation in the presence of time-dependent and static (time-averaged) potentials.
Yet there is a number of interesting features of the scattering which deserve to be exploited.

For V = 0 the lattice conserves the total mechanical momentum P =
∑

n ẋn in addition
to the energy. Without loss of generality P can be chosen zero here. From this conservation
law it follows that the total mechanical momentum of the linearized problem Π =

∑

n ε̇n is
also conserved. This implies that for any solution εn(t) the shift ε(t) + C is also a solution. In
particular εn = C is a solution, which corresponds to a wave with q = 0 and therefore tq=0 = 1.
It follows, that the transmission of waves by a breather for acoustic systems at q = 0 is always
perfect, no reflection occurs. This is in sharp contrast to systems without conservation of total
mechanical momentum.

The peculiar dependence of the transmission coefficient Tq on the wave number q and the
breather frequency Ωb is shown in Fig. 2.2. The breather frequency is varying over nearly three
decades. We indeed observe perfect transmission at q = 0, and zero transmission at q = π.
However, in the studied breather frequency range, two rather narrow peaks around q = π
appear with perfect transmission. These structures are due to the detachment of localized
Floquet eigenvectors from the continuum of extended Floquet eigenstates.

A surprising result is shown in Fig. 2.2. The transmission tq at q = π/4 as a function of
the breather frequency Ωb is plotted. There are plateaus and crossovers at certain breather
frequencies. The crossover positions clearly correlate with the appearance of localized Floquet
states, which are traced through the perfect transmission close to q = π in Fig. 2.2. The
dependence of the transmission on q for the two observed plateaus is shown in the inset of Fig.
2.2. The plateaus range over several decades in Ωb, and the q-dependence of tq is rather similar
on different plateaus.

To understand this feature one should keep in mind that large breather frequencies imply
that the breather energy and its amplitude in the breather center are large as well. Thus it is
possible to neglect the harmonic part of the interaction potential W inside the breather core.
The resulting amplitude distribution of the breather core is characterized by a superexponential
decay x̂n(t) = AnG(t), An ∼ A3n−1, where G(t) is an oscillatory master function [31, 21]. Due to
the symmetry of the breather solution the spatial profile is described by A−n = −An+1 , n ≤ 0.
The amplitudes An have been computed: A1 = 1, A2 ' − 0.166, A3 ' 4.796 10−4,
A4 ' − 1.15 10−11, and so on [82]. The overall amplitude of the oscillations x̂n(t) is tuned
by the amplitude of the master function G(t). The scattering is essentially described only by
the time-averaged scattering potential. This potential corresponds to a large increase in the
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Figure 2.3: (Left): Displacements of an acoustic breather with zero velocities at t = 0 and
Ωb = 4.5 for the case β = 1.. Inset: Relative strength rk for the second and fourth closed
channels versus q.
(Right): Fourier components wnk for different k versus n for the breather.

nearest neighbor coupling terms. In the breather center it is

〈W ′′[x̂1(t)− x̂0(t)]〉 = 1 + 3〈(x̂1(t)− x̂0(t))
2〉 . (2.3)

This time average coupling term is proportional to the square of the frequency of the breather
(see Appendix C.1)

3〈(x̂1(t)− x̂0(t))
2〉 ≡ X2 ≈ 2

3π
Ω2b . (2.4)

Due to the large value of X for large Ωb it becomes evident that time-dependent corrections
to the scattering potential are negligible. By making use of the distribution of oscillation
amplitudes in the lattice it is found that

3〈(x̂n(t)− x̂n−1(t))
2〉 ≈ A2nX

2. (2.5)

The scattering on a plateau in Fig. 2.2 is due to a finite number of matrices Mn which should
be taken into account in Eq. (1.21). Qualitatively the crossover threshold can be defined as

A2nX
2 ' 1 . (2.6)

Thus it produces the two crossover frequencies Ωb1 = 13.1 and Ωb2 = 4527, which match
with the observed crossover positions. For 4 < Ωb < Ωb1 only 4 matrices Mn are needed,
for Ωb1 < Ωb < Ωb2, 6 matrices Mn and so on. The transmission at q = π/4 using the
corresponding reduced set of relevant matrices was computed too. The obtained limiting values
of tq are shown as a dashed line in Fig. 2.2.

One can see a very good agreement between the predicted plateau heights and the actual
data obtained in direct numerical simulations.

The acoustic breather presents an effective potential well for the propagating phonons. The
width of this well increases with the breather frequency, and the number of possible localized
Floquet states also increases. Such a periodic appearance of perfect transmission is similar to
the quantum mechanical scattering by a potential well in the presence of quasi-discrete levels
[90].

2.1.2 Case β 6= 0

Finally, the influence of β 6= 0 was checked. With respect to the breather the presence of cubic
terms in the interaction potential leads to the generation of a kink-shaped dc lattice distortion
Fig. 2.3(left). The corresponding scattering potential becomes asymmetric in space and odd
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harmonics in the ac scattering potential appear Fig. 2.3(right). This immediately leads to
the possibility of matching between the frequency of a propagating phonon in a closed channel
Ωb − ωq (see Fig. 2.3(inset)) and several local modes of the time-averaged scattering potential.

Thus, a resonant suppression of a transmission appears in this case. Indeed, this effect can
be observed by direct numerical simulations as shown in Fig. 2.4, where two transmission zeros
are found. One of them at q ≈ 0.7 corresponds to the sharp peak on the relative strength of
the channel k = 1 on Fig. 2.3(inset).

Moreover, this figure shows the existence of perfect transmissions also. This is due to local
levels generated by the DB itself.

2.2 Scattering by acoustic rotobreathers

Remarkable differences to the results of the preceding Section are obtained if the interaction
potential W is chosen to be a periodic one (the potential V is still zero in this Section):

W (y) = 1− cos(y). (2.7)

With such an interaction potential the nonlinear chain allows for the existence of rotobreathers
(RB) (cf. Fig. 1b). In the simplest case a rotobreather consists of one particle being in a
rotating (whirling) state and all others particles oscillating with spatially decaying amplitudes
from the center of DB:

x̂0(t+ tb) = x̂0(t) + 2π,

x̂n6=0(t+ tb) = x̂n6=0(t), (2.8)

x̂|n|→∞ → 0.

To excite such a rotobreather the central particle needs to overcome the potential barrier
generated by its two nearest neighbors. The rotobreather energy is thus bounded from below
by Eb > 4. At sufficiently large energies Eb À 4 the central particle will perform nearly free
rotations x̂0(t) = Ωbt+ δ(t) with δ(t + tb) = δ(t) being a small correction. The time-averaged
off-diagonal hopping terms between site n = 0 and n = ±1 are then given by

〈cos(x̂0(t)− x̂1(t))〉 ≈ −〈sin(Ωbt)(δ(t)− x̂1(t))〉 (2.9)

where x̂1(t) is also a small function and can be written as (see Appendix C.2)

〈cos(x̂0(t)− x̂1(t))〉 ≈ −
3

2Ω2b
. (2.10)
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Figure 2.5: (Left): Displacements (solid line) and velocities (dashed line) of an acoustic roto-
breather at t = 0 with Ωb = 4.5. Inset: Relative strength rk of the first and second closed
channel versus q.
(Right): Fourier components wnk for different k versus n for the rotobreather

Thus the time-averaged scattering potential of a rotobreather cuts the chain into nearly non-
interacting parts, contrary to the previous case of an acoustic breather. Therefore it becomes
extremely difficult for waves to penetrate across the rotobreather. The rotobreather solution
with Ωb = 4.5 is shown in Fig. 2.5.

The corresponding Fourier components of the scattering potential are shown in Fig. 2.5. In
Fig. 2.6 the q-dependence of the transmission for a rotobreather with Ωb = 4.5 is shown and
compared to the corresponding curve of an acoustic breather from the preceding section. On
can see a dramatic decrease of the transmission at all q-values for the rotobreather, in agreement
with the above analysis.

The time-averaged scattering potential for large Ωb corresponds to two neighboring weak
links of strength (2.10) inserted in a linear acoustic chain. Three matrices Mn are enough to
compute the transmission. Two of them involve matrix elements which are proportional to Ω2b .
The elements of the product will thus contain terms proportional to Ω4b , and according to (1.22)
the result is

T̃q ∼ Ω−8b . (2.11)

This is precisely what was found in a numerical evaluation of the transmission for the time-
averaged scattering potential in Fig. 2.6. However, although the transmission coefficient Tq

for the full time-dependent scattering potential also drastically decreases with q and Ωb, the
dependence is weaker than for the case of the time-averaged rotobreather potential. It scales
as

Tq ∼ Ω−4b (2.12)

(see also Fig. 2.6). The reason is that besides a weak static link the rotobreather scattering
potential has an ac term with frequency Ωb of amplitude one (see Fig. 2.5). Thus an alternative
route for the wave is to approach the rotobreather, to be excited into the first closed channel, to
pass the breather and to relax back into the open channel. The corresponding scattering process
of ”virtual” absorption and emission of phonons from the rotobreather can be also represented
by three matrices as it happens for the dc analysis. However, now there are two weak links in
open channel and there are links of order one in closed channels with a frequency change at
site n = 0 from ωq to ωq +Ωb. This occurs in exactly one of the three matrices. Consequently
the product matrix will contain elements proportional to Ω2b and the transmission will scale as
(2.12).

To conclude this section it should be stressed that wave scattering by an acoustic rotobreather
is essentially relying on the time-dependence of the scattering potential. The rotobreather ef-
fectively cuts the chain into weakly interacting parts and thus hinders strongly waves from
propagating.
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3 Optical lattices

In this chapter systems with a nonvanishing on-site potential V [xn] 6= 0 (see Fig. 1c) are
considered. The difference of such systems to acoustic models is the existence of a gap in the
spectrum of phonons |ωq=0| = V ′′[0]. As a consequence the total mechanical momentum is
not conserved, and the transmission coefficient vanishes not only at q = π but also at q = 0.
An exception is the case when a localized Floquet eigenstate bifurcates from the corresponding
band edge for some special parameters [19, 68, 67]. Because of the presence of a gap in the
plane wave spectrum there are now two different cases of interest - the breather frequency being
located outside the spectrum |Ωb| > max |ωq| or inside the gap |Ωb| < min |ωq|.

Scattering on some of these systems was already considered in Ref. [19, 68]. The aim of
this chapter is to compare the results of time-averaged and time-periodic scattering potentials
in optical systems.

3.1 The case |Ωb| > max |ωq|.
Here the particular potentials V (y) = 1

2y
2 + 1

3y
3 + 1

4y
4 and W (y) = c

2y
2 are chosen.

In this case the spectrum of phonons is

ω2q = 1 + 4c sin2(
q

2
) . (3.1)

The breather profile for Ωb = 1.5 and c = 0.05 and the corresponding Fourier components of
the scattering potential are plotted in Fig. 3.1.
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Figure 3.1: (Left): The initial displacements of an optical breather with Ωb = 1.5 and c = 0.05
(velocities are zero). Inset: sk=1,2 versus q.
(Right): Fourier components vnk for different k versus n for the breather.

It should be noted that the DB scattering potential perturbs the diagonal terms and in
this particular case (Ωb > ωq) presents a barrier for propagating phonons. For large breather
frequencies the breather is strongly localized, i.e., essentially only one central oscillator is ex-
cited. It is straightforward to observe that the transmission coefficient will thus scale as (see
Eq.(2.12))

T̃q ∼ Ω−4b . (3.2)
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Figure 3.2: (Left): The dependence of the transmission coefficient Tq on the wave number q.
The optical breather frequency is Ωb = 1.5 and the coupling c = 0.05. The results are shown
for the time-averaged DB scattering potential (dotted line); the time averaged part and the
second harmonic of the DB scattering potential (dashed line); the full DB scattering potential
(solid line).
Inset: same with tq on a logarithmic scale. Note the resonant suppression around q = 2.1.
(Right): The dependence of the transmission coefficient Tq on the optical breather frequency
Ωb for a particular value of wave number q = 0.5. The dashed line corresponds to the scattering
by a time-averaged DB scattering potential.

Due to the fact that the transmission vanishes exactly for both q = 0 and q = π we conclude
that for large breather frequencies transmission is suppressed in general.

However, in the case of an optical DB the time-dependent part of the DB scattering potential
(more precisely its second harmonic, see Fig. 3.1 ) is also large. Thus, the time-dependent part
of the DB potential can be rather important. Indeed, for the breather from Fig. 3.1 the obtained
transmission as a function of q shows that T̃q (see Fig. 3.2, dashed line) is at least one order of
magnitude larger than Tq (see Fig. 3.2, solid line). In addition Tq shows a resonant minimum
around q = 2.1 (see inset). Let us use the estimation (1.15) for k = 1, 2. The parameters are
v0,0 = 3.5 , v0,1 = 0.69 , v0,2 = 3. First one can find that s1 ≈ 0.05 for all q implying that
the k = 1 closed channel does not participate in the transmission process. At the same time
s2 > 10 for all q and thus, the k = 2 closed channel strongly participates in the transmission
process. It is because the frequency of the propagating phonon 2Ωb − ωq ' 1.92 is close to a
localized eigenmode of the time-averaged scattering potential ωL = 1.9.

Notice here that the frequency of this local mode is above the phonon band. Thus the
suppression of transmission can be interpreted as a strong coupling between the propagating
wave and a localized mode of the time-averaged scattering potential, mediated by the ac terms
of the scattering potential (the k = 2 channel in this case). But this description is valid only for
weak coupling between open and closed channels and was already discussed for the oscillating
δ-function potential, see [7, 111, 74, 86]. The whole true picture is quite surprising and will be
described in details in the next chapter.

Note here, that taking into account the static part and the second harmonic of the DB
potential allows to obtain a good agreement with the direct numerical simulations of a scattering
by the ”full” DB (compare solid and dashed lines in Fig. 3.2). It is also interesting to mention
that the static part and the first harmonic of the DB potential (k = 1) lead to an increase of
the transmission coefficient compared to the scattering by the time-averaged DB potential. It is
just due to the interplay between the strengths of different channels of the scattering potential
(see Eq. (1.15)).

Thus, in the presence of a closed channel the absorption and emission of phonons around
the center of the breather leads to strong interference effects which are of destructive nature in
the given example of an optical breather.
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Figure 3.3: (Left): The initial displacements of an optical breather with Ωb = 0.85 and c = 0.15
(velocities are zero). Inset: sk=1,2 versus q.
(Right): Fourier components vnk for different k versus n for the breather.

3.2 The case |Ωb| < min |ωq|
In this case the on-site potential is chosen in the form V (y) = 1

2y
2 − 1

3y
3 (note here that the

results do not change if the cubic term has a positive sign) and the interaction term as berfore
W (y) = c

2y
2. The breather profile for Ωb = 0.85 and c = 0.15 is shown in Fig. 3.3.

The corresponding Fourier components of the scattering potential are plotted in Fig.3.3.
In this case the time-averaged DB scattering potential corresponds to a potential well in the
diagonal terms. In distinction to the optical DB with high frequency (preceding subsection),
the number of active closed channels may now increase substantially. This leads to a more
complicated interference scenario between the open channel and several closed channels. Indeed,
an estimate of sk=1,2 shows that the first channel is strongly contributing, and the second closed
channel can not be neglected either. In distinction to the previous case for all propagating
phonon frequencies the k = 1 closed channel has a much stronger contribution than the k = 2
one.

In Fig. 3.4 the time-averaged DB scattering potential shows perfect transmission at a certain
wave number due to the presence of a quasi-bound state in the static scattering potential. At
the same time the transmission for the full dynamical problem shows a maximum value of 0.1,
and an additional minimum in t(q) with vanishing transmission. These patterns are entirely
absent in the scattering by the time-averaged potential.

We conclude that the presence of active closed channels inside the breather core leads to
strong interference effects. In the next chapter, by using a simple model an improved under-
standing of such phenomena will be provided.
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4 Perfect reflections and Fano

resonance

The previous results show that vanishing transmissions are quite general in scattering by
DBs. This is a crucial difference between static and time-periodic scattering potentials. In Ref.
[68] the similarity between perfect reflection in the transmission through a DB and Fano reso-
nance was discussed. Fano [26] has shown that in an atomic system under proper conditions the
transition probability to an additional energy level, which is coupled to a continuum vanishes.
It produces an asymmetric line shape in the transmission. This phenomenon was observed in
different experiments, mostly in quantum systems.

The aim of this chapter is to provide a full understanding of the appearance of the zeros of
transmission concerning breathers. Firstly, the DNLS equation will be considered, where zeros
of transmission were observed as well [68]. A DBs in this model generates only two channels
- one of them is open and the other one is closed. Due to this tractable form it is possible to
do an analytical approach in the limit of weak coupling. Keeping in mind the understanding of
the mechanism for the total reflection, this will be used to predict the Fano resonance position
for wave scattering by breathers in weakly coupled anharmonic oscillator chains. Analytical
results will be compared with numerical data.

4.1 Discrete nonlinear Schrödinger equation

The discrete nonlinear Schrödinger equation (DNLS) has been frequently used to study breather
properties due to its tractable form. Wave scattering by breathers in the DNLS has been already
studied numerically in [68], where again resonant total reflection has been observed.

The equations of motion for the DNLS are given by

iΨ̇n = C(Ψn+1 +Ψn−1) + |Ψn|2Ψn , (4.1)

where n is an integer labelling the lattice sites, Ψn is a complex scalar variable and C describes
the nearest-neighbor interaction (hopping) on the lattice. The last term in (4.1) yields the
requested nonlinearity. For small amplitude waves Ψn(t) = εe−i(ωqt−qn) the dispersion relation

ωq = −2C cos q (4.2)

follows from Eq.(4.1).

Breather solutions have the form

Ψ̂n(t) = Âne
−iΩbt , Â|n|→∞ → 0 , (4.3)

where the time-independent amplitudes Ân can be taken real valued, and the breather frequency
Ωb 6= ωq is some function of the maximum amplitude Â0. The spatial localization is given by an

exponential law Ân ∼ e−λ|n| where coshλ = |Ωb|/2C. Thus the breather can be approximated
by a single-site excitation if |Ωb| À C. In this case the relation between the single-site amplitude
Â0 and Ωb becomes Ωb = Â20. In the following breather amplitudes for n 6= 0 will be neglected,
i.e., Ân6=0 ≈ 0. In fact Â±1 ≈ C

Â0
. Correction effects will be discussed later.

Perturbing the breather by small fluctuations φn(t)

Ψn(t) = Ψ̂n(t) + φn(t) (4.4)
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and substituting this into (4.1) gives, after linearization, the following set of equations:

iφ̇n = C(φn+1 + φn−1) + Ωbδn,0(2φ0 + e−2iΩbtφ∗0) (4.5)

with δn,m being the usual Kronecker symbol. The general solution to this problem is given by
the sum of two channels

φn(t) = Xne
iωt + Y ∗n e

−i(2Ωb+ω)t , (4.6)

where Xn and Yn are complex numbers satisfying the following algebraic equations:

− ωXn = C(Xn+1 +Xn−1) + Ωbδn,0(2X0 + Y0)

(2Ωb + ω)Yn = C(Yn+1 + Yn−1) + Ωbδn,0(2Y0 +X0) . (4.7)

When treating Eqs. (4.7) as an eigenvalue problem the corresponding matrix is nonhermitian
due to the nonzero coupling between the variables X0 and Y0. This is a consequence of the
fact that the linearized phase space flow around a time-periodic orbit of a general Hamiltonian
is characterized by a Floquet matrix, which is symplectic. As a result the orbit may be either
marginally stable or unstable, i.e., ω may be real or complex. In the following attention will be
paid to the transmission properties only, leaving aside the issue of linear dynamical stability.
Note here, that in the considered limit of a nearly single-site localized breather solution of the
DNLS it is well known that the solution is linearly stable [3].

Away from the breather center n = 0 Eq. (4.5) allows for the existence of plane waves with
spectrum ωq. This spectrum will be dense for an infinite chain. Therefore for propagating waves
ω should be set as ω ≡ ωq with some value of q. Then it follows that the X-channel is open and
guides propagating waves, while the Y -channel is closed, i.e., its frequency −(2Ωb + ωq) does
not match with the spectrum ωq.

Instead of solving (4.7) directly, it is better to consider a slightly more general set of equations

− ωqXn = C(Xn+1 +Xn−1)− δn,0(VxX0 + VaY0)

(Ω + ωq)Yn = C(Yn+1 + Yn−1)− δn,0(VyY0 + VaX0) , (4.8)

which reduces to (4.7) for Ω = 2Ωb and Vx = Vy = 2Va = −2Ωb.
Note, that for Va = 0 the closed Y channel possesses exactly one localized eigenstate due to

a nonzero value of Vy and can be found by assuming that

Yn = Y e−λ|n| . (4.9)

Using the notation ωL = Ω+ ω
(y)
L , it is possible to write for n 6= 0

ωL = 2C coshλ (4.10)

and for n = 0

ωL = 2Ce−λ + Vy . (4.11)

Taking the difference of these two expressions, we obtain

λ = arcsinh
Vy
2C

. (4.12)

Substitution this Eq. (4.12) into (4.11) gives

ωL =
√

V 2y + 4C2 (4.13)

and finally

ω
(y)
L = −Ω+

√

V 2y + 4C2 . (4.14)

To compute the transmission coefficient the transfer matrix method is used. The boundary
conditions are:

XN+1 = teiq , XN = t , YN+1 = D/κ , YN = D (4.15)
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for the right end of the chain and

X−N−1 = 1 + r , X−N = eiq + re−iq ,

Y−N−1 = F , Y−N = κF (4.16)

for the left one. Here t and r are the transmission and reflection amplitudes. F and D describe
the exponentially decaying amplitudes of the closed Y -channel, where the degree of localization
is connected with the coefficient κ ≡ eλ, and λ is defined by the Eq. (4.12)

κ =
1

2C

[

Ω+ ωq +
√

(Ω + ωq)2 − 4C2
]

. (4.17)

The transfer matrix is a 4 × 4 matrix which is defined by (4.8) at n = 0. After finding the
solutions for the corresponding four linear equations, the transmission coefficient can be written
as

T =
4 sin2 q

(

2 cos q − a− d2κ
2−bκ

)2

+ 4 sin2 q
,

a =
−ωq + Vx

C
, b =

Ω+ ωq + Vy
C

, d =
Va
C

. (4.18)

This central result allows to conclude that total reflection is obtained when the condition

2− bκ = 0 (4.19)

is realized. It is equivalent to the condition

ωq = ω
(y)
L , (4.20)

which has a very clear physical meaning: perfect reflection takes place when a local mode,
originating from the closed Y -channel, is resonating with the spectrum ωq of plane waves from
the open X-channel. The only condition is that the interaction between these channels is
nonzero Va 6= 0. Remarkably, the resonance position is not depending on the actual value of
Va, so there is no renormalization. The existence of local modes which originate from the X-
channel for nonzero Vx and possibly resonate with the closed Y -channel is evidently not of any
importance. This resonant total reflection is very similar to the Fano resonance effect, as it is
unambiguously related to a local state resonating and interacting with a continuum of extended
states. The fact that the resonance is independent of Va is due to the assumed local character of
the coupling between the local mode (originating from the Y -channel) and the open channel. If
this interaction has some finite localization length by itself, then the resonance condition (4.20)
may be renormalized.

Returning to the case of a DNLS breather at weak coupling, substituting Ω , Vx , Vy and
Va into (4.18), the expression for the transmission Tb is:

Tb =
4 sin2 q

(

2Ωb
C −

Ω2
b

2C2
κb

2C−cos qκb

)2

+ 4 sin2 q
(4.21)

with

κb =
1

2C

(

2Ωb + ωq +
√

(2Ωb + ωq)2 − 4C2
)

. (4.22)

The result is that any breather solution of the DNLS close to the anticontinuous limit provides
with perfect reflection close to q = π/2. In the very anticontinuous limit perfect reflection is
obtained precisely at q = π/2. Indeed, expanding (4.21) in C

Ωb
and taking into account the

lowest order, gives (provided C
2|Ωb|

¿ | cos q|)

Tb ≈
4C4

Ω4b
sin2 2q . (4.23)
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Figure 4.1: Squared transmission amplitude |t|2 = T for DNLS breather with C = 0.01 and
Ωb = −1 versus q. Dashed line: numerically exact result, solid line: analytical result (4.21).
Inset - zoom around perfect reflection, where dotted line marks q = π/2.

At the same time the DNLS breather is linearly stable, so another conclusion is that total
reflection is not related to stability or instability of the scattering periodic orbit. The reason
for the appearance of total reflection at the anticontinuous limit is that the energy of the closed
channel differs by 2Ωb from the open channel, but the local state of the closed channel differs
also by 2Ωb from the energy of the closed channel, leading to a resonance with the open channel.

In Fig. 4.1 the numerically obtained dependence of the transmission coefficient on q is
compared with (4.21) for C = 0.01. There is very good agreement, except for a small shift of
the true perfect reflection position as compared to q = π/2.

There are three possibilities to be considered. First, assuming that the single site approx-
imation for the breather solution is correct, one may examine (4.19) or (4.20) which leads in
the lowest order to the following shift of the perfect transmission resonance

qTb=0 =
π

2
+

C

2Ωb
. (4.24)

This shift is solely due to the shift of the local mode (4.14) with C. The predicted shift in
q is positive as one sees in the inset of Fig. 4.1, which is opposite to what we observe from
numerical simulations (see again inset in Fig. 4.1). Thus the small but nonzero amplitudes
Â±1 of the breather solution should be taken into account. A second possibility is that the
corrections to the local mode frequency (4.14) coming from the nearest neighbor sites are
responsible for the observed discrepancy. It is straightforward to find that these corrections are
of order C4 for the local mode frequency. Thus there is again no way to explain the observed
discrepancy. Finally, the only possible explanation is that it is the nonlocality of the scattering
potential due to the nearest neighbor contribution, which leads to a spread of the interaction
between the local mode and the open channel, being responsible for the observed discrepancy.
In other words, this nonlocality leads to a shift of the perfect reflection resonance away from
the original resonance condition (4.20). This result was tested numerically by reducing the
scattering potential originating from the breather to just the central and the two neighboring
sites and obtain the correct renormalization values for the resonance position. Indeed such
renormalization effects have been discussed for the conductance properties of quantum dots
[92].
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4.2 Klein-Gordon chain

Now it is possible to apply the same procedure for weakly coupled anharmonic oscillators.

Ẍn = −V ′(Xn) + C(Xn−1 +Xn+1 − 2Xn) , (4.25)

where the oscillator potential V possesses one minimum, V ′(0) = 0 and V ′′(0) = 1. The
spectrum of small amplitude plane waves is given by ω2q = 1+4C sin2(q/2) and discrete breather
solutions are time-periodic spatially localized solutions of (4.25) with frequency Ωb 6= ωq/m
and nonzero integer m. Again, the weak coupling limit is considered and thus it is possible to
assume that the breather is essentially a single-site excitation X̂0(t) = X̂0(t+ 2π/Ωb) 6= 0 and
X̂n6=0(t) ≈ 0. The equations for the linearized phase space flow around the breather solution
are then given by

ε̈n = C(εn−1 + εn+1 − 2εn)− δn,0V
′′(X̂0(t))ε0 . (4.26)

By putting C = 0 Eq. (4.26) reduces to the Hill equation ε̈ = −V ′′(X̂0(t))ε. There are two
Floquet multipliers for this equation. Due to the fact that X̂0(t) is time-periodic and satisfies

the equation of motion
¨̂
X0 = −V ′(X̂0), both Floquet multipliers are equal to +1.

It is better to rewrite this equation by using the Fourier expansion V ′′(X̂0(t)) =
∑

k vke
ikΩbt

and the Floquet representation ε0(t) =
∑

k eke
i(ω+kΩb)t and to arrive at the set of equations
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Figure 4.2: Determinant of the system (4.27) without open channel versus frequency Ωb for
ω ≡ 1 and the given potential (4.29). The determinant is equal to zero at Ωb ≈ 1.38.

− (ω + kΩb)
2ek = −

∑

k′

vk−k′(Ωb)ek′ . (4.27)

In order to find a nonzero solution of the system (4.27), its determinant should be equal to zero.
Following the above results for the DNLS the open channel mode e0 should be dropped out from
(4.27). To solve the remaining homogeneous set of equations, the corresponding determinant
has to vanish. For the case C = 0 the frequency ω should be equal to one ω = 1. It will lead to
a resonance between a local mode of the closed channel with the open one (at zero coupling).
It is evident that such a case will not be realized for an arbitrary value of Ωb. But assuming
ω = 1 and scanning Ωb for a given potential V , it is possible to find a discrete set of Ωb values
for which the resonance occurs.

If the strength of all harmonics is weak, except the zeroth one, then the matrix will be a
diagonal one and the resonant condition is (ω + mΩb)

2 ≈ v0. It means that the resonance
occurs when the difference between incoming frequency ω and the frequency of the local level
ωL = ±√v0 of the static potential (open channel) is equal to the multiple breather frequency
mΩb, i.e.,

ω − ωL = mΩb . (4.28)
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Figure 4.3: Squared transmission amplitude |t|2 = T versus q for a Klein-Gordon chain breather
with Ωb = 1.38 and C = 0.001.

This is exactly the case that was considered in the Refs. [7, 111, 74, 86] with a δ−oscillating
potential and, therefore, explains their results, which are valid only in the limit of the weak
coupling between the open and closed channels.

Thus in dinstintion to the DNLS case, a Klein-Gordon chain at infinitesimally weak coupling
will lead to perfect reflection of waves by breathers only for a selected discrete set of breather
frequencies. However, increasing the coupling C will transform each of these values into stripes
on the real axis, which will continue to increase. This follows from the fact that the width
of ωq increases linearly with C because it belongs to a continuous part of the spectrum, but
the renormalization of eigenvalues belonging to some discrete part of the spectrum will be
proportional to C2.

In order to demonstrate the validity of our approach, the following potential is chosen

V (x) =
1

2
x2 +

1

3
x3 +

1

4
x4 (4.29)

and we search for frequencies Ωb of oscillations in V (x) such that ω = 1 makes the determinant
corresponding to (4.27) vanishing. The result is Ωb ≈ 1.38 (see Fig. 4.2). The prediction then is
that for small C a breather with Ωb close to this value yields perfect reflection. The numerical
result for the transmission is shown in Fig 4.3 for C = 0.001.

Indeed, there is a perfect reflection around q ≈ 1, as was expected.



5 Resonant soliton scattering

Concerning the previous chapters, a DB can be represented in the scattering problem as
a set of open and closed channels. There are only two important things which can affect the
transmission by a DB. One of them are local levels, generated by the DB itself, which lead to
the possibility of perfect transmission. And others are local levels, generated by the subset of
closed channels, which manifest themselves through the perfect reflection. All these phenomena
were observed numerically for the scattering of small amplitude monochromatic plane waves by
DBs in the linear limit.

The next step is to study the influence of nonlinearity. It becomes important when the am-
plitude of incoming waves is sufficiently large. But due to the nonlinearity there is a possibility
to form a small amplitude moving soliton in some systems. And this immediately leads to the
soliton-soliton interaction problem . There are many effects of this interaction such as full and
partial propagation and reflection and pinning of solitons. But they are not fully understood.

Here the attempt to study soliton-soliton (or better to say ’mode-mode’) interaction is made
by taking, instead of the DB itself, different scattering centers, which model the desired level
structure.

One of the systems, which supports the small amplitude travelling soliton solution, is the
DNLS model. In the previous chapter it was shown, that the DB in this model generates one
open and exactly one closed channels. From this point of view a Fano-Anderson impurity (see
Appendix D) can be used instead of the DB in the scattering problem. The presence of such an
impurity leads to the resonant backscattering of solitons. When the role of closed channels is
not so important, the DB can be considered similar to the static scattering potential. Then it
is possible to observe the perfect transmission. The replacement of a DB by a two sites defect
allows to observe the resonant transmission of soliton.

5.1 Soliton backscattering

Let us add a Fano-Anderson impurity (see Appendix D) to the DNLS equation

iφ̇n = C(φn−1 + φn+1) + λ|φn|2φn + εϕδn0 ,

iϕ̇ = −Eϕ+ εφ0 . (5.1)

For ε = 0, the first equation in (5.1) is the DNLS equation. It supports the small amplitude
moving soliton solution of the continuous NLS for sufficiently large time

φn(t) ≈
η

2

√

λ

2C
exp

[

i(
V

2C
n− (ωs + 2)Ct)

]

sech

[

ηλ

4C
(n− V t)

]

, (5.2)

where V is the velocity of the soliton, ωs =
(

4C2
)−1

(V 2 − η2λ2/4) is its intrinsic frequency,
and η is the amplitude [70]. The velocity of soliton V determines the effective wave number
qs = V

2C of its spectral decomposition. The soliton solution can be considered as a weighted
superposition of linear waves with the wave numbers from some interval centered around qs.
The width of this interval in q-space is given by

∆qs =
ηλarccosh(2)

πC
. (5.3)

There are two characteristic time scales, which describe the scattering of the soliton (5.2) by a
Fano-Anderson impurity. One of them is the time of interaction of the soliton and the impurity,



46 5 Resonant soliton scattering

0

0.5

1

-600 -400 -200 0 200 400 600
n

0

0.5

1 V=22.0
V=30.0
V=31.416

a) t=0

b) t=35

PSfrag replacements

10
2
|φ

n
|2

10
2
|φ

n
|2

Figure 5.1: Initial (a) and after interaction (b) profiles for three values of velocities are shown.
The chosen parameters are: qF = π

2 , C = 10.0, ε = 4.0, η = λ = 1.0 After interaction there are
two soliton-like excitations, which move in opposite direction with the same velocity.

which is given by the ratio between the width of the soliton in real space 1/∆qs and its velocity
V

τint =
1

∆qsV
. (5.4)

The mode-mode interaction of the waves composing the soliton is defining the second time
scale. It can be obtained from the time of the dispersion of the wave packet (5.2) in the linear
system (5.1), when λ = 0. Using the representation of the soliton as a bunch of phonons, this
time can be estimated, in analogy with the previous one (5.4), as

τdis =
1

∆qs∆vq
, (5.5)

where vg is a group velocity vg(q) = 2C sin q and ∆vg = vg(qs +∆qs/2)− vg(qs −∆qs/2) =

4 sin ∆qs
2 cos qs is the relative velocity between the faster and slower waves composing the soliton.

When τint ¿ τdis, the mode-mode interaction does not play a significant role during the
scattering of the soliton. The soliton can be thus considered as a set of noninteracting plane
waves. The transmission of each wave is given by (see Appendix D)

T =

[

1 +
1

4C2 sin2 q

ε4

(E + ωq)2

]−1

. (5.6)

If now the condition

∆qs < ∆q , (5.7)

where ∆q = ε2

2C2 sin2 qF
(see Appendix D), is satisfied, i.e. essentially all the waves in the soliton

reflect nearly totally, then we expect that the soliton itself will be totally reflected. To check
this statement, numeric simulations were done. The transmission coefficient can be computed
by using the conservation laws. In this case the conservation law of number of particles

∑

n
|φn|2

is used. The soliton is put from the left hand side with some positive velocity V . After the
interaction the soliton is split into two soliton-like parts which move in opposite directions from
the defect (see Fig. 5.1).
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Figure 5.2: This figure represents the dependence of transmission of soliton on its velocity V
through the local defect for parameters as in Fig. 5.1. The minimum locates at VF = 2CqF .

The transmission coefficient is then defined as the ratio between the norm of the transmitted
part and the initially launched soliton:

T =

∑

n>0
|φn(t∗)|2

∑

n
|φn(0)|2

(5.8)

where t∗ À τint.

The energy EF is chosen such, that qF = π
2 . For this value of wave number the τdis goes to

infinity and the soliton does not disperse at all in the linear system. The condition (5.7) can
be written as

ηλ <
ε2

C sin2 qF
. (5.9)

In order to satisfy this condition other parameters were taken as η = λ = 1., C = 10. and ε = 4.
The result is shown in Fig. 5.2

There is a minimum in the dependence of the transmission on soliton velocity exactly at
VF = 2CqF as predicted. The minimum does not reach total zero value. It is due to the finite
width ∆qs, i.e. there are always some plane waves which form the soliton but do not fully
backscatter.

But mode-mode interactions become important when τint ≥ τdis. By shifting qF to the
spectrum edge it is possible to vary τdis, preserving all other parameters. The Fano resonance
is observable until τint ≈ τdis. Decreasing τdis more, the Fano minimum in the T (V ) curve
becomes less and less pronounced and disappears at some critical value of the wave number.
As an example, we found numerically that for C = η = λ = ε = 1.0, when the condition of
smallness τdis is fulfilled, the Fano resonance disappears at q ≈ 1.0.

This result implies that the plane wave modes which make up the soliton, loose their resonant
backscattering features. This is not unexpected, as the interaction of many modes with each
other can be interpreted as a many channel scattering problem (as opposed to many single
channel scattering problems in the absence of mode-mode interaction). Many channel scattering
problems are known to have less pronounced Fano resonance features, since Fano resonances are
inherently based on keeping phase coherence in order to provide with destructive interference.
This phase coherence is of course less pronounced due to the mode-mode interaction, which
leads to a dephasing.
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Figure 5.3: The dependence of the transmission of the soliton on its velocity V through the
Fano defect for the following parameters C = η = λ = ε = 1.0 and q = 1. The minimum at
VF = 2CqF does not reach zero and is rather smooth.

5.2 Soliton resonant transmission

The propagation of the soliton through a single site defect has been already studied in many
papers [60, 50, 16, 59, 20]. This type of defect provides a maximum of transmission of linear
waves at q = π

2 being always less then one. By increasing the size of the defect up to two there
is a possibility for perfect transmission. Indeed, the transmission coefficient for the system

iφ̇n = C(φn−1 + φn+1) + δn,0ε0φn + δn,1ε1φn (5.10)

for the case when ε0 = ε1 ≡ ε is given by

T =
4C4 sin2 q

ε2(ε− 2C cos q)2 + 4C4 sin2 q
. (5.11)

The perfect transmission exists when ε ≤ 2C at q′ = arccos( ε
2C ). For the small value of the

strength of the impurity ε ¿ 2C the perfect transmission takes place around q = π
2 . By

increasing ε → 2C the value of q′ moves towards zero. When ε = 2C perfect transmission
occurs at the edge of the phonon band at q′ = 0 and disappears for larger values. Therefore, it
is possible to vary the width of the resonance by using the strength of the impurity ε.

The transmission of the soliton (5.2) through such a defect

iφ̇n = C(φn−1 + φn+1) + λ|φn|2φn + δn,0ε0φn + δn,1ε1φn (5.12)

was computed numerically for different values of parameters. The results are in a very good
agreement with the formula (5.11). The only difference is the value of the maximum. When
the parameters are chosen such that τint ¿ τdis and it is possible to neglect the mode-mode
interaction, there is a perfect transmission of the soliton, as predicted by the formula (5.11).
And when the mode-mode interaction becomes stronger τint

τdis
≥ 1, the maximum of transmission

does not reach unity, but its position locates exactly at q′. Far from the resonance value q′, the
transmission coefficient is the same as given by (5.11).

The above considerations show that it is possible to observe resonant transmission (as
opposed to backscattering) of solitons with specific velocity values. Moreover, the mode-mode
interaction does not destroy this resonance (as it happens for the backscattering).

Finally, such special properties of the propagation of a soliton through different defects as
resonant backscattering and resonant transmission are understood by analyzing the scattering
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Figure 5.4: A typical dependence of the transmission coefficient T for the soliton in the model
(5.12) on V for η = λ = 1. and (a) ε = 19 and C = 10 (solid line); (b) ε = 3.8 and C = 2
(dashed line); (c) ε = 2.85 and C = 1.5 (dotted line) In this figure the normalized velocity
V̄ = V

2C is used. In all the cases, the position of the resonance is fixed at V̄res ≈ 0.318. Note
here, that the solid line is exactly described by formula (5.11)

.

of plane waves by these defects. It gives a very good description for weak mode-mode interac-
tion. When the interaction becomes stronger one of these phenomena (resonant backscattering)
disappears due to dephasing while the other still survives.





Summary of Part I

Discrete breathers can be represented in the scattering problem by a set of open and closed
channels, due to time periodicity. Plane waves can freely propagate in open channels only.
Closed channels become active at the core of DBs and interference phenomena can take place.
In general this leads to a suppression of transmission, compared to a static scattering potential.
Moreover, in some cases a destructive interference (perfect reflection) was observed. It happens
when local levels, generated by a subset of closed channels, are inside the phonon band. These
have a resonant behavior and are similar to the Fano resonance, but the position of zeros does
not coincide with the positions of local levels. There are renormalizations due to the finite
size of DBs. In the case of weak coupling, these renormalizations can be neglected and it is
possible to predict the appearance of Fano resonance in a transmission line by using the method
described in Chapter 5. This type of resonances does not affect the stability of breathers. At
the same time, DBs are fully transparent for some plane waves. This is due to the existence of
local levels of the DB itself.

All above phenomena are valid for soliton scattering on defects similar to DBs in the presence
of nonlinearity. But in this case mode-mode interaction should be taken into account. When
it is weak resonant backscattering and resonant transmission of solitons are observed. For
strong interaction only resonant transmission occurs, while backscattering looses its resonant
feature. By increasing the mode-mode interaction, phase coherence becomes less pronounced
and destructive interference does not take place. This picture is helpful in order to understand
a realistic soliton-soliton interaction.





Part II

Inverse spectroscopy





Motivation

The concept of DBs is valid for dissipative systems as well. Breathers preserve their main
properties such as time periodicity and spatial localization. In the phase space they are still
periodic orbits, which become attractors. Each breather possesses a basin of the attraction and
therefore is separeted from other breather solutions.

One of the most investigated dissipative systems is a network of coupled Josephson junctions.
DBs were observed numerically and experimentally in the ladder geometry [115, 13]. This type
of geometry implies a plasmons multiband structure. There are many different types of DBs in
Josephson junction ladders [12] for certain boundary conditions. Due to exponential localization
and presence of the dissipation it is possible to assume that the tails of DBs are almost at rest
and analyze the properties of DBs by paying attention to the core only. It was done in Ref.
[11], were the whole ladder was reduced to a single plaquette. Such a small size system allows
to do some analytical investigation for regions of the existence and stability, different types of
resonances and their dependence on a magnetic field [27]. This consideration is in a very good
agreement with experimental observations [94].

The second part of the present work is devoted to the analysis of the properties of DBs
in large Josephson junction ladders, where the dynamics of the tails can be important. The
interaction between DBs and phonons is analyzed by tuning the frequency of DBs exactly into
resonances. The analysis shows that there are three types of resonances: primary, parametric
and combinational ones, which were also observed and classified in experiments [102]. Due to
the presence of the dissipation DBs can survive resonances and generate extended excitations,
which can be detected at the edge, for example, by measuring the power. This is the so-called
inverse spectroscopy method. When these resonances are very strong, DBs become unstable.
By loosing the stability the DB switches to other attractors, which can be different DBs again.





1 Josephson junctions: basic facts

There are different models of the single Josephson junction [75]. Here only the Resistively
Shunted Junction model will be used. A comparison of different models can be found in Ref.
[114].

1.1 Josephson’s laws

A Josephson junction manifests the superconductivity phenomenon - the existence of nonzero
current without a voltage drop. The physical origin of the effect lies in the quantum nature of
the superconducting state, where electrons form a condensate of Cooper pairs. Each Cooper
pair consists of two electrons of opposite spins and momenta. It obeys the Bose-Einstein
statistics and at low temperatures the ground state has a macroscopic occupation number. All
the Cooper pairs in this state are described by one macroscopic wave function |φ >=

√
neiθ,

where
√
n is the particle density of the Cooper pairs.

A Josephson junction consists of two superconductors which are connected via a weak link.
Therefore two wave functions may overlap and generate a tunnelling current. Josephson found
that the supercurrent Is is a function of the phase difference ϕ = θ1 − θ2 of the two supercon-
ductors

Is = Ic sin(ϕ), (1.1)

where Ic is the critical value of current, above which there is no supercurrent. Josephson also
predicted that a finite voltage drop across the tunnel junction induces a time-varying phase
difference described by the ac Josephson equation as

dϕ

dt
=

2eV

h
. (1.2)

From this equation (1.2) one can see that ϕ could be a nonzero constant for V = 0 and,
therefore, generates some value of Is 6= 0. These are the two basic equations which describe the
Josephson effect.

1.2 Single Josephson junction

The whole current which flows through a single Josephson junction, in the frame of Resistively
Shunted Junction (RSJ) model, can be divided into three parts

I = C
dV (t)

dt
+
V (t)

R
+ Is sin(ϕ), (1.3)

where CdV/dt is the displacement current through the capacitor C, V (t)/R is the current
through the resistor R and Is sin(ϕ) is the Josephson supercurrent. V (t) is the actual voltage
drop across the junction. By using Eq. (1.2) the expression (1.3) can be transformed into an
equation for the phase ϕ

I =
Ch

2e

d2ϕ

dt2
+

h

2eR

dϕ

dt
+ Is sin(ϕ). (1.4)

It is convenient to introduce the dimensionless variables:

τ = ωJ t , α = 1/(ωJRC) , (1.5)
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where

ωJ =

√

2eIs
hC

(1.6)

is the plasma frequency. By this choice Eq. (1.4) can be written as

ϕ̈+ αϕ̇+ sin(ϕ) = γ, (1.7)

where γ = I/Is is the normalized dc bias.

1.2.1 Mechanical model

Formally ϕ can be treated as the angle of the pendulum in the gravitation field with damping
α under the influence of an external constant torque γ. Therefore a mechanical analog can be
used in order to gain better insight into the behavior of the Josephson device.
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Figure 1.1: Schematic view of a pendulum model.

1.2.2 Overdamped limit

Let us consider the case of small capacitance C << 1. It means that α >> 1 and we can neglect
the term with the second derivative on time

αϕ̇+ sin(ϕ) = γ. (1.8)

This equation can be solved explicitly. For the case γ > 1 we obtain one attractor

ϕ(τ) = 2 arctan

[
√

γ2 − 1

γ2
tan(

πτ

T
)− γ

]

. (1.9)

It is a periodic solution with the period T

T =
2πα

√

γ2 − 1
. (1.10)

Thus, the first derivative on time dϕ(t)/dt is also a periodic function with the same period T .

By using the ac Josephson effect V (t) ∝ dϕ(t)
dt , one can conclude that if an external dc bias γ

through the junction exceeds the critical current γ > 1, it causes the voltage V (t) to appear
across the junction, which periodically oscillates in time around a nonzero mean value. This



1.2 Single Josephson junction 59

phenomenon is called Josephson radiation [91]. The dc voltage drop V across the Josephson
junction is proportional to the time average of dϕ/dt

¯̇ϕ =
1

T

T
∫

0

dϕ

dt
dt =

1

T
(ϕ(T )− ϕ(0)) =

2π

T
(1.11)

or in other words V = ¯̇ϕ = Ω, where Ω = 2π/T is the frequency of the solution (1.9). Therefore
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Figure 1.2: I − V characteristic for overdamped case.

the relation between current and voltage is

V =

√

γ2 − 1

α
(1.12)

For large values of the current γ >> 1 it shows the normal Ohm’s law V ≈ γ/α. When the
dc bias γ → 1, the dc voltage drop disappears: V → 0 and ϕ = π

2 . It means that in this limit
there is only a supercurrent flowing through the junction, which equals to 1.

1.2.3 Phase space structure

For intermediate values of α solutions of the Eq. (1.7) can not be written explicitly and it is
more convenient to study it by analyzing the phase space structure. To do this let us replace
Eq. (1.7) by two equivalent equations of the first order

{

ϕ̇ = p
ṗ = γ − αp− sinϕ

, (1.13)

The state of the system (1.13) is represented for any given time by a point in the ϕ− p plane.
For a particular initial condition, the system (1.13) generates a trajectory. For different initial
conditions ϕ(0) and p(0) there are different trajectories which do no intersect at any time. A
closed curve corresponds to a periodic solution, a point at which ϕ̇ = ṗ = 0 is an equilibrium
point (constant solution). By linearizing the phase space flow around a certain solution we can
obtain information about the linear stability of this solution.

Note here that all points which differ by 2π in the variable ϕ are equivalent. Therefore, it
is more convenient to consider the phase space on a cylinder. Each closed trajectory can be
characterized by a winding number m, which counts how many times a trajectory is encircling
the cylinder ϕ(T ) = ϕ(0) + 2πm.

Therefore there are two types of closed trajectories with zero and nonzero winding number.
In terms of mechanical analogy a trajectory with zero winding number corresponds to an
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oscillatory motion of the pendulum and a trajectory with nonzero winding number corresponds
to a rotary motion.

One restriction is that only positive values of the dc bias γ > 0 will be considered, because
for negative values of γ we can apply the transformation γ → −γ, ϕ→ −ϕ and p→ −p which
does not change the system (1.13). It means that for negative dc bias it is enough just to change
the sign of the solution ϕ(γ) = −ϕ(−γ).

Now, let us find the equilibrium points of the system (1.13). The are determined by the set
of equations

p = 0, γ − αp− sin(ϕ) = 0. (1.14)

For 0 < γ < 1 there are two solutions ϕ1 = ϕ∗ and ϕ2 = π − ϕ∗, where ϕ∗ = arcsin(γ).
One of them is stable and another is not. The system under consideration is dissipative, non-
conservative. It means that the stable equilibrium point is a stable focus and therefore there
is no closed trajectory with zero winding number. When γ > 1 there are no solutions of Eq.
(1.14). From this fact we can conclude that again for γ > 1 there is no closed trajectory with
zero winding number. Hence, there is no closed path with zero winding number at all in this
system. Therefore, there are only closed trajectories with nonzero winding numbers. It was
shown, that they exist always when γ > 1 [1]. For 0 < γ < 1 there is a threshold α0 such that
for α < α0 there is a unique periodic solution and for α > α0 no periodic motions. The closed
trajectory disappears for α = α0 when it merges with the separatrix loop that encircles the
cylinder.

It is possible to estimate the value of α0 by the means of the energy balance consideration.
Let us multiply Eq.(1.7) with ϕ̇ and integrate over time. It gives

1

2
ϕ̇2 + (1− cosϕ)− E = γ

∫

dϕ− α

∫

ϕ̇ dϕ . (1.15)

The energy balance assumes that the r.h.s. of eq.(1.15) should vanish after integrating over one
period T or over ϕ from 0 to 2π

α

2π
∫

0

ϕ̇ dϕ = 2πγ . (1.16)

The l.h.s. of eq.(1.15) can be treated as the energy of a nonlinear oscillator. Using the fact that
for the separatrix E = 2, we find

ϕ̇ =
√

2(1 + cosϕ). (1.17)

Substituting (1.17) into (1.16) and taking the integral gives

8α0 = 2πγ. (1.18)

Usually, when the I − V characteristics is scanned, the dc bias γ is changed and all other
parameters are fixed, i.e. α = const and the expression (1.18) can be rewritten as

γr =
4α

π
, (1.19)

which is called retrapping current and has a very physical meaning - it is the current when the
junction switches from the resistive state to the superconducting one (V → 0). If α is chosen
such that the relation 4α

π < 1 is valid, there is an interval for γ where two stable attractors, a
limit cycle and a fixed point, coexist. For γ > 1 there is a limit cycle and for γ < γr there is a
fixed point only. The existence of the bistable region leads to the appearance of the hysteresis
loop in the I − V curve.
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Figure 1.3: I − V characteristics for a SJJ for the damping α = 0.1 (underdamped case).
Arrows show the hysteresis in the region of bistability.

1.3 Josephson junction ladders

Taking a single Josephson junction as a basic element it is possible to construct different circuits.
On of the simplest is a dc SQUID (Superconducting Quantum Interference Device) - a cell
which consists of two junctions which are connected in parallel. Another possibility is to
take N junctions instead of two. This structure is called a Josephson junction array (JJA).
All junctions are assumed to be equivalent and under the same dc bias Ib. Josephson junction
arrays show different dynamics: phase locking of moving fluxons with plasma waves, parametric
instabilities, Fiske modes and Eck peaks.

In this section the dynamics of Josephson junction ladders (JJLs) is considered. It has a
slightly different geometry compared to the array with additional horizontal junctions. The
critical current of the horizontal junction IHc may be different from IVc . The value η = IHc /I

V
c

is the anisotropy parameter of the ladder.
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Figure 1.4: Josephson junction ladder. Crosses mark the individual junctions. Arrows indicate
the direction of external current flow (dc bias γ).

1.3.1 Dynamics

The dynamics of each junction is described by

φ̈vn + αφ̇vn + sinφvn = Ivn,

φ̈hn + αφ̇hn + sinφhn =
1

η
Ihn , (1.20)

¨̃
φhn + α

˙̃
φhn + sin φ̃hn =

1

η
Ĩhn ,

where φvn, φ
h
n and φ̃hn are the vertical, upper and lower horizontal junctions in the nth cell.

Currents Ivn, I
h
n and Ĩvn are measured in units of the critical current of the vertical junction
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IVc . The positive current direction is chosen to be directed from bottom to top and from left
to right. The currents flowing through Josephson junctions are governed by the Kirchhoff laws

γ = Ivn + Ihn − Ihn−1,

γ = Ivn − Ĩhn + Ĩhn−1 (1.21)

and the flux quantization law in each cell

− βLI
m
n = φhn + φvn+1 − φ̃hn − φvn, (1.22)

where the mesh current Imn and the normalized inductance of the cell βL are introduced.
By subtracting Kirchhoff equations (1.21) from each other, one obtains

Ihn + Ĩhn = Ihn−1 + Ĩhn−1 ≡ C, (1.23)

where C is a constant for a whole ladder. This constant corresponds to the net difference
between the currents flowing through the upper and lower horizontal junctions. For an open
ladder of finite size, C is zero. For a ladder of annular geometry with periodic boundary
conditions C may be nonzero and corresponds to the flux ”trapped” by the ladder ring. In the
following we will consider the case of a finite open ladder with C = 0. It implies that Ĩhn = −Ihn .
More over, it gives the following relation between mesh and horizontal currents

Imn = Ihn . (1.24)

The Kirchhoff law can be rewritten now as

Ivn = γ − Imn + Imn−1. (1.25)

Inserting relation (1.25), (1.24) and (1.22) into Eq. (1.20) we get the set of coupled differential
equations

φ̈vn + αφ̇vn + sinφvn = γ +
1

βL
(4φvn +∇φhn−1 −∇φ̃hn−1)

φ̈hn + αφ̇hn + sinφhn = − 1

ηβL
(∇φvn + φhn − φ̃hn) (1.26)

¨̃
φhn + α

˙̃
φhn + sin φ̃hn =

1

ηβL
(∇φvn + φhn − φ̃hn) ,

where the notations 4fn ≡ fn−1 − 2fn + fn+1 and ∇fn ≡ fn+1 − fn are used. It is a quasi 1D
system with three degrees of freedom per cell.

The ground state of the system (1.26) is when all horizontal junctions are at rest with zero
current and all vertical junctions are in the superconducting state (similar to a single junction)

φ∗hn = φ̃∗hn ≡ 0 , φ∗vn = arcsin γ . (1.27)

1.3.2 Dispersion relation

The next step of the analysis is to get the spectrum of small amplitude electromagnetic waves
(EW’s) which can propagate through the ladder. To find it the Eqs. (1.26) should be linearized
around the ground state (1.27) by decomposing the Josephson phases into the particular form:

φvn = φ∗vn + ϕv
n , φ

h
n = φ∗hn + ϕh

n , φ̃
h
n = φ̃∗hn + ϕ̃h

n , (1.28)

where ϕv
n, ϕ

h
n and ϕ̃h

n describe the small amplitude EWs. Substituting these expressions into
system (1.26) and using the smallness of the amplitude of EWs, gives

ϕ̈v
n + αϕ̇v

n +
√

1− γ2ϕv
n =

1

βL
(4ϕv

n +∇ϕh
n−1 −∇ϕ̃h

n−1)

ϕ̈h
n + αϕ̇h

n + ϕh
n = − 1

ηβL
(∇ϕv

n + ϕh
n − ϕ̃h

n) (1.29)

¨̃ϕh
n + α ˙̃ϕh

n + ϕ̃h
n =

1

ηβL
(∇ϕv

n + ϕh
n − ϕ̃h

n) .
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In order to get dissipationless propagation one should assume that the damping is rather small
α ¿ 1, therefore it can be can neglected. By taking the Josephson phases ϕv

n, ϕ
h
n and ϕ̃h

n in
the form





ϕv
n

ϕh
n

ϕ̃h
n



 = ei(qn+ωt)





Av

Ah

Ãh



 , (1.30)

by substituting them into (1.29) provides with the set of three algebraic equations

− ω2Av +
√

1− γ2Av =
1

βL
((2 cos q − 2)Av + (1− e−iq)(Ah − Ãh))

−ω2Ah +Ah = − 1

ηβL
((eiq − 1)Av +Ah − Ãh) (1.31)

−ω2Ãh + Ãh =
1

ηβL
((eiq − 1)Av +Ah − Ãh) .

It is more convenient to introduce new variables

A+ =
1

2
(Ah + Ãh) ,

A− =
1

2
(Ah − Ãh) (1.32)

and rewrite (1.31)

− ω2Av +
√

1− γ2Av =
1

βL
((2 cos q − 2)Av + (1− e−iq)A−)

−ω2A− +A− = − 1

ηβL
((eiq − 1)Av + 2A−) (1.33)

−ω2A+ +A+ = 0 .

At last the system of three linear homogeneous equations (1.33) is obtained. One can see that
A+ is decoupled from Av and A−.

This system possesses the trivial solution Av = A− = A+ ≡ 0. In order to find a nonzero
solution we put the determinant of the system (1.33) to zero. As a result it will give a dispersion
relation ω(q). As was mentioned above there are three degrees of freedom per cell. It leads to
the existence of the three dispersion curves. One of them can be immediately obtained from
(1.33)

ω20 = 1 , Av = A− = 0. (1.34)

This branch is dispersionless and EWs corresponding to this branch are characterized by non-
active vertical junctions and in phase Ah = Ãh (symmetric) librations of the upper and lower
horizontal junctions.

The two others solutions are

ω2± = F ±
√

F 2 −G ,

F =
1

2
+

1

βLη
+

1

2

√

1− γ2 +
1

βL
(1− cos q) , (1.35)

G = (1 +
2

βLη
)
√

1− γ2 +
2

βL
(1− cos q) .

Both branches have a nonzero dispersion.
The branch ω+ is characterized by A+ = 0 for all wave vectors q, i.e. the upper and lower

horizontal phases are antisymmetric Ah = −Ãh. The frequency range of the branch is above
the degenerate branch ω0, i.e. ω+(q) > ω0 and it depends strongly on βL. As the parameter
βL increases, the width of ω+(q) decreases and the branch approaches the dispersionless one,
ω0. In the opposite case of small βL, the frequencies ω+(q) increase as 1/

√
βL. For zero wave
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Figure 1.5: Typical spectrum of EW’s for βL = 3.0 and η = 0.35

number q = 0, the amplitudes of EWs in this branch are characterized by Av = 0 and A+ = 0,
which means that only horizontal junctions are excited.

The branch ω− becomes dispersionless for the particular case of γ = 0. The frequency
range of this branch is located below ω0, i.e. ω−(q) < ω0(q). For zero wave number q = 0 the
horizontal junctions are not active (A+ = A− = 0) and only vertical junctions are excited.

For a finite-size ladder the wave number q can take only a discrete set of values. The exact
values are determined by the boundary conditions. As was mentioned above, the system under
consideration possesses N cells and open boundary conditions. Therefore, it is possible to add
fictive cells to the left n = 0 and to the right n = N + 1 edges and assume that the mesh
currents in these cells are absent Im0 = ImN+1 ≡ 0. By using (1.20) and (1.24), this leads to

φh0 = φ̃h0 = 0 ,

φhN+1 = φ̃hN+1 = 0. (1.36)

and substituting these relations into (1.22) we find

φv0 − φv1 = 0 ,

φvN+1 − φvN = 0. (1.37)

This result implies that a ladder consists of three subchains with different boundary conditions:
horizontal subchains with fixed boundaries (1.36) and vertical one with free boundaries (1.37).
Both boundaries give us the following wave numbers

ql =
lπ

N + 1
, (1.38)

where l = 0, 1, . . . N for vertical junctions and l = 1, 2, . . . N for horizontal ones.

1.3.3 Homogeneous whirling state

Josephson junction ladders and arrays possess another homogeneous state, when all vertical
junctions are in a resistive state with the same voltage drops across them. In addition to this,
in the case of a ladder geometry all horizontal junctions are at rest. Therefore the dynamics
is similar in each vertical junction and the I − V curve characteristics is similar to the I − V
curve for a single Josephson junction except for some regions which will be discussed later.



1.3 Josephson junction ladders 65

The HWS possesses a maximum voltage drop across the whole ladder. Due to its homo-
geneity it is possible to obtain the spectrum of small amplitude oscillations around it. It can
be done in the same way as before. The spectrum also can be obtained from Eq. (1.35) by
putting γ = 1.





2 Discrete breathers in Josephson

junction ladders

Dynamical localized excitations persist in a JJL due to the intrinsic bistability property of
a single small underdamped Josephson junction. A breather state in a JJL is characterized by
few junctions being in the resistive state, while the rest of the junctions is in the supercon-
ducting state. The average voltage drop for any type of the breather due to its localization
in space lies between zero and the one of the HWS, and exists only for the following range of
dc bias γr < γ < 1. The Josephson phases of resistive junctions are unbounded in time and
the Josephson phases of superconducting junctions display small amplitude librations with a
frequency Ω. This frequency is called the breather frequency. The presence of breather states
may be verified by measurements of a total dc voltage drop across the ladder and plotting the
current-voltage (I−V ) characteristics. It has been successfully combined with snapshots made
using low-temperature laser microscopy techniques, which allow for a spatial resolution of the
dc voltage drop. Both methods provide only with time-averaged voltage drop data and the
internal dynamics is so far not accessible in experiments.

Experimentally different types of breathers were observed. The aim of this chapter is to
describe the main properties of breathers in JJLs and to study the resonant interaction between
the breathers and electromagnetic excitations (EE’s).

Figure 2.1: The experimental (left) and schematic (right) view of different types of DBs in
JJLs. This picture is taken from from[12]
.



68 2 Discrete breathers in Josephson junction ladders

2.1 Symmetries of breathers

Different types of breathers in JJLs can be classified into three symmetry types using the
reflection symmetries of the JJL. Some possible realizations are presented schematically in Fig.
2.2 Breathers from the first group reveal an ’up-down’ reflection symmetry Ŝud (see, Fig.
2.2a), i.e. they are invariant under exchange of upper and lower horizontal junctions. The
second group consists of breathers invariant under a ’left-right’ reflection symmetry Ŝlr

(see, Fig. 2.2b), i.e. they are invariant under a reflection at a vertical line cutting the ladder (this
line is located either in the middle between two vertical junctions, or passes directly through
one vertical junction). A third distinct group of breathers possesses an ’inversion’ symmetry

Ŝin (Fig. 2.2c), i.e. these breathers are invariant under a reflection at a point which is either
located on a vertical junction or in the center of a plaquette. A fourth group of breathers
has no symmetries at all and does not belong to any of the three listed symmetry types. A
particular example of a breather without symmetry is shown in Fig. 2.2d. All of these types
of breather excitations have been observed experimentally and numerically [115, 13, 12, 114].
Each group of breathers can also have a different number of vertical junctions in the resistive
state. Note that the particular example in Fig. 2.2a possesses not only Ŝud symmetry, but also
Ŝlr and Ŝin symmetries. However it is also possible to construct more complex breather states
which display Ŝud symmetry only.

d)

 

a) b) c)

Figure 2.2: Examples of different types of breathers: a) up-down symmetry, b) left-right
symmetry, c) inversion symmetry, d) no symmetry. Black spots indicate the positions of resistive
junctions.

It is possible to derive the average voltage drop across a resistive vertical junction V = 〈φ̇v〉
for different breather types. For the particular case of a breather with up-down symmetry
Ŝud, there are k resistive vertical junctions in cells (i+ 1)..(i + k) and two resistive horizontal
junctions in the (i)th and (i+k)th cells respectively. Voltage drops across the vertical junctions
in the resistive state are identical due to the flux quantization law (1.22). For the same reasons
the voltage drops across the horizontal junctions are two times smaller. Neglecting nonlinear
contributions from the time average of sinφ on resistive junctions gives:

αV
2 = 1

η 〈Imi 〉
αV = γ + 〈Imi+1〉 − 〈Imi 〉
...
αV = γ + 〈Imi+k〉 − 〈Imi+k−1〉
αV
2 = − 1η 〈Imi+k〉 .

(2.1)

Thus, the voltage drop across a resistive vertical junction that corresponds to the experimentally
measured voltage drop across the ladder, is given by

V =
kγ

α(k + η)
. (2.2)

A breather with left-right symmetry Ŝlr and with inversion symmetry Ŝin can be analyzed in
a similar way, but taking into account that in these cases the voltage drops across resistive
horizontal and vertical junctions are identical

V =
kγ

α(k + 2η)
. (2.3)
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In a similar manner the result for a breather which has no symmetry (cf. Fig. 2.2d) reads

V =
kγ

α(k + 3
2η)

. (2.4)

The above results for the dependence of the average voltage drop on the dc bias may be combined
in a single expression

V =
kγ

α[k + (3− 1
2δ)η]

, (2.5)

where k is the number of vertical resistive junctions and δ denotes the number of resistive
horizontal junctions. Note that δ = 4 for breathers with up-down symmetry, δ = 2 for left-right
or inversion symmetry, and δ = 3 for no symmetry.

The breather frequency is given by the lowest realized voltage drop across a resistive junction
1) up-down symmetry

Ω =
kγ

2α(k + η)
, (2.6)

2) left-right symmetry and inversion symmetry

Ω =
kγ

α(k + 2η)
, (2.7)

3) no symmetry

Ω =
kγ

α(2k + 3η)
. (2.8)

2.2 Spatial tails of breathers

Far from the breather center Josephson phases librate with small amplitudes. These amplitudes
decay exponentially and can be represented in the following form





ϕv
n

ϕh
n

ϕ̃h
n



 = eλn+iΩt





Av

Ah

Ãh



 . (2.9)

As before, it is more convenient to introduce new variables

A−h =
1

2
(Ah − Ãh) , A+h =

1

2
(Ah + Ãh) . (2.10)

Substituting (2.9) and (2.10) into Eq. (1.29) gives the following set of equations

(C − 2

βL
coshλ)Av −

2

βL
(1− e−λ)A−h = 0 ,

− 1

βLη
(1− eλ)Av +DA−h = 0 , (2.11)

(−Ω2 + iαΩ+ 1)A+h = 0 ,

where the frequency dependent parameters C and D are

C = −Ω2 + iαΩ+
√

1− γ2 +
2

βL

D = −Ω2 + iαΩ+ 1 +
2

βLη
. (2.12)

From (2.11) it follows that A+h = 0 and hence Ah = −Ãh. Therefore ϕ
h
n = −ϕ̃h

n, i.e. breather
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Figure 2.3: Dependence of (a) real part Re(λ), (b) imaginary part Im(λ), and (c) Pac on γ for
different types of breathers: solid line - up-down symmetry, dashed line - left-right symmetry,
dotted line - no symmetry. The parameters are α = 0.1, βL = 3.0, η = 0.35 and k = 1.

tails appear with perfect up-down symmetry. This is at variance with the complex symmetry
properties of the resistive breather center.

A nontrivial solution to the first two equations in (2.11) exists if

CD − 2

βL
D coshλ− 4

β2Lη
+

4

β2Lη
coshλ = 0 . (2.13)

The dependence of the complex parameter λ on the breather frequency Ω is given by

λ = ln(z +
√

z2 − 1) , (2.14)

with

z =
4− β2LηCD

4− 2βLηD
. (2.15)

Note here that this expression can be obtained directly from Eqs. (1.35) by assuming that
q = iλ and substituting Ω2 − iαΩ instead of ω2±.

The real Re(λ) part determines the spatial decay and imaginary Im(λ) part - the spatial
period of oscillations of Josephson phases in the breather tail. Re(λ) and Im(λ) strongly depend
on the breather frequency that in turn, can be changed by varying the external dc bias γ. In
Fig. 2.3(a,b) the real and imaginary parts of λ for three breather types (cf. Fig. 2.2) versus γ
are plotted. The minima of the real part of λ correspond to resonances with linear EWs ω+(q)
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Figure 2.4: (a) <(λ) and (b) Pac versus γ for different values of the inductance of the cell:
βL = 3, solid line; βL = 1, dashed line; βL = 0.2, dotted line. All of these curves are for a
left-right symmetry breather with k = 1.

and ω−(q). Since the EW frequencies ω+(q) decrease with increasing inductance of the cell ,
the position of the global minimum also depends strongly on βL (see Fig.2.4(a)).

These resonances do not destroy the breather itself due to the presence of the damping
term α, only the amplitudes of the Josephson phases in the tail become larger. The strength
of the resonances can be measured by means of the time-average power Pac of the libration of
a junction at the edge of a JJL. The value of Pac is determined by the average kinetic energy
of the edge vertical junction (see also Appendix E)

Pac =
1

2

〈

φ̇v
2

l

〉

l = −N
2

(2.16)

The typical dependencies of Pac on the dc bias and the inductance of the cell for different types
of breathers are presented in Figs. 2.3c, 2.4b.

2.3 Linear stability of breathers

The stability of periodic motion is analyzed with the help of the Floquet theory [2, 118]. Here
we will show that the system under consideration can be reduced to an effective Hamiltonian
one [87].

First of all, the phase-space flow around a given breather solution φb
n should be linearized.

Linearization of system (1.26) is made by means of a small fluctuation εn around the breather
φn = φbn + εn

ε̈vn + αε̇vn +Xv
n(t)ε

v
n =

1

βL
(4εvn +∇εhn−1 −∇ε̃hn−1)

ε̈hn + αε̇hn +Xh
n(t)ε

h
n = − 1

ηβL
(∇εvn + εhn − ε̃hn) (2.17)

¨̃εhn + α ˙̃εhn + X̃h
n(t)ε̃

h
n =

1

ηβL
(∇εvn + δhn − ε̃hn) ,

where Xn(t) = cos(φbn(t)) are time-periodic coefficients determined by the given breather state.
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The substitution




εvn
εhn
ε̃hn



 = e−
1
2
αt





κvn
κhn
κ̃hn



 (2.18)

allows one to eliminate the dissipation

κ̈vn +Bv
n(t)κ

v
n =

1

βL
(4κvn +∇κhn−1 −∇κ̃hn−1)

κ̈hn +Bh
n(t)κ

h
n = − 1

ηβL
(∇κvn + κhn − κ̃hn) (2.19)

¨̃κhn + B̃h
n(t)κ̃

h
n =

1

ηβL
(∇κvn + κhn − κ̃hn) ,

where Bn(t) =
1
4α

2 +Xn(t). Introduction of new variables

zvn = κvn , zhn =
√
ηκhn , z̃hn =

√
ηκ̃hn , (2.20)

produces the following system of equations

z̈vn +Bv
n(t)z

v
n =

1

βL
4zvn +

1

βL
√
η
(∇zhn−1 −∇z̃hn−1)

z̈hn +Bh
n(t)z

h
n = − 1

ηβL
(zhn − z̃hn)−

1

βL
√
η
∇zvn (2.21)

¨̃zhn + B̃h
n(t)z̃

h
n =

1

ηβL
(zhn − z̃hn) +

1

βL
√
η
∇zvn .

These equations describe a Hamiltonian system, namely

~̇zn =
∂H

∂~pn
, ~̇pn = − ∂H

∂~zn
, (2.22)

where ~zn = (zvn, z
h
n, z̃

h
n) , ~pn = (pvn, p

h
n, p̃

h
n) and the Hamiltonian H(~zn, ~pn, t) is

H =
1

2

∑

n

[pv
2

n + ph
2

n + p̃h
2

n ] +
1

2

∑

n

[Bv
nz

v2

n +Bh
nz

h2

n + B̃h
n z̃

h2

n ] (2.23)

+
1

2βL

∑

n

(zvn − zvn−1)
2 +

1

2βLη

∑

n

(zhn − z̃hn)
2 +

1

β
√
η

∑

n

zvn[z
h
n−1 − z̃hn−1 − zhn + z̃hn] .

Since the particular Hamiltonian can be represented in a general quadratic form, the symplectic
product of two different trajectories {~pn(t), ~zn(t)} and {~p ′n(t), ~z ′n(t)} does not change in time
[2]

I =
∑

n

[~p ′n(t)~zn(t)− ~pn(t)~z
′
n(t)] . (2.24)

Rewriting the set of equations (2.21) in the form

δ~̇zn =
∂2H

∂~p 2n
δ~pn +

∂2H

∂~pn∂~zn
δ~zn

−δ ˙~ np =
∂2H

∂~zn∂~pn
δ~pn +

∂2H

∂~z 2n
δ~zn , (2.25)

and using the notation

J =

(

0 E
−E 0

)

, (2.26)
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where E is the identity matrix, leads to
(

δ~̇pn
δ ˙~nz

)

= J−1∇2H
(

δ~pn
δ~zn

)

, (2.27)

where ∇2H is the Hessian of H.
Following the Floquet theory, the map, which is obtained by integrating the equations (2.27)

over one period Tb of the initial solution, should be analyzed
(

δ~pn(Tb)
δ~zn(Tb)

)

= F(Tb)

(

δ~pn(0)
δ~zn(0)

)

. (2.28)

Since the form I is symplectic (2.24) , F(Tb) is symplectic too. As a result, the eigenvalues of
F(Tb) have to fulfill the condition that if ν is an eigenvalue then 1

ν , ν
∗ and 1

ν∗ are also eigenvalues.
These relations may be rewritten for the original εn(t) variables with corresponding Floquet
eigenvalues µ. First of all, most eigenvalues will be located on a circle of radius

R(α) = e
−απ
Ω , (2.29)

in the complex plane, which is less than 1. Further, it follows that if µ is an eigenvalue then
e−αTb

µ , µ∗ and e−αTb
µ∗ are eigenvalues too and may be expressed in the general form

µ = R(α) exp

(

±iω 2π

Ω

)

, (2.30)

where Ω is the breather frequency and ω is some characteristic frequency. Stable breathers are
characterized by all Floquet multipliers being located inside or on the unit circle (see Fig. 1.3
in Part I ). Note that due to the periodicity of the breather state there is always one eigenvalue
µ = 1, whose eigenvector is tangent to the breather orbit. There is always, consequently,
another eigenvalue µ = e−αTb which is located on the positive real axis inside the unit circle.

The corresponding eigenvectors may be divided into two classes, namely those which are
localized on a breather and those which are delocalized. Delocalized Floquet eigenstates simply
correspond to the linear EWs with frequencies ω from the spectrum (1.35). The concrete form
of localized eigenvectors and its frequencies ωL has to be obtained numerically. The localized
states are similar to the bound states of a potential well with the frequencies out of the spectrum
(1.35).

2.4 Types of resonances

Stable breathers are characterized by all Floquet multipliers being located inside or on the unit
circle. Instabilities occur after collisions of multipliers on the inner circle with radius (1.37)
and a subsequent shift from this circle towards larger absolute values. In the dissipative case a
finite change of the control parameter (dc bias γ) away from the collision is necessary in order
for the corresponding Floquet eigenvalue(s) to cross and leave the unit circle.

It should be noted, that for Hamiltonian systems any collision and shift from the unit
circle leads to an instability. A finite, even possibly weak dissipation may drastically change
the instability patterns by selecting the strong instabilities (large detachments) over the weak
instabilities (small detachments).

The collision means that two (or more) eigenvalues µ1 and µ2 coincide on the circle of radius
(1.37). The equivalence µ1 = µ2 leads to the relation between phases

ω1
2π

Ω
= ω2

2π

Ω
+ 2πm , (2.31)

where m is integer number.
The first case is realized when the collision takes place on the positive real axis in the

complex plane at +1. This implies that a multiplier is colliding with its complex conjugate
partner. In (2.31) it means that ω2 = 0 and therefore

ω = mΩ , (2.32)
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for any integer number m. These are primary resonances of the breather frequency or its
higher harmonics with any of the frequencies of the EEs.

The collision of an eigenvalue with its complex conjugated partner can also take place on
the negative real axis in the complex plane at −1. This condition is realized when, formally
ω2

2π
Ω = π or ω2 =

Ω
2

ω = (
1

2
+m)Ω . (2.33)

These are parametric resonances of a breather state with EEs .
The third case is realized when the collision takes place away from the real axis. Then a

multiplier has to collide with a different one, but not with its own complex conjugate partner.
It follows that

ω1 ± ω2 = mΩ . (2.34)

This is a combination resonance, as the breather frequency (or its multiple) has to match a
sum (difference) of the frequencies of two different EE frequencies.

The collisions between delocalized Floquet multipliers can be studied analytically. But this
is not a case for the localized ones, for which numerical calculations should be used. Especially
the combination resonance may involve either two delocalized, two localized or one delocalized
and one localized Floquet eigenvalues. In addition the above mentioned dissipation-induced
selection of weak and strong instabilities will result in some possible collisions being harmless
(leaving the breather stable) while others will turn out to be important for understanding
breather instabilities.

2.5 Current-Voltage characteristics of breathers

The breather dynamics is studied by varying a control parameter (dc bias) in the direct numer-
ical simulations of the set of equations (1.26). It gives the possibility to study the outcome of
instabilities of breathers. Moreover, this scheme is close to the experimental setup and allows
us to compare the results. The Newton scheme together with Floquet analysis are used in order
to study the types of instabilities.

All simulations were carried out for JJLs with N = 10 cells and open boundary conditions
by the means of the 4th order Runge-Kutta method. Time is measured in dimensionless time
units. The initial value of the dc bias was γ = 0.8. The initial conditions can be obtained
with the help of the derived expressions (2.5) that lead to the relaxation of the system into a
particular breather state of left-right symmetry with one resistive vertical junction, as in Fig.
2.2b. After a waiting time of 500 time units, the next 500 time units are used to calculate
the time averaged characteristics of the state. Then the dc bias γ is decreased by a tiny step
of ∆γ = 0.0005 and the whole procedure is repeated again. It was checked that the results
do not change upon further increase of the waiting time. The tunable parameters for different
simulations are the anisotropy η and the inductance of the cell βL, while the dissipation α = 0.1
was fixed.

There are three different ways to monitor the simulations. The first one is the I − V
characteristics, that is the dependence of the averaged voltage drop across the resistive vertical
junction on the dc bias. Furthermore the power Pac (2.16) of ac oscillations of the vertical
junction at the edge of JJLs is used. Finally the time-resolved images (movies) of the full
dynamical behavior of the ladder are considered to check visually whether the system still
resides in the initially chosen breather state, or switches into another state.

Each figure consists of two parts. In the left hand parts the I −V characteristics are shown
(solid lines) together with the approximate results from subsection (2.3.1) (dotted lines). The
vertically oriented dashed lines indicate the band edges of the linear EWs. In the right hand
part of the figures the dependence of Pac (solid lines) on the dc bias is shown together with the
approximate analysis from subsection (6.1) (dashed lines) where appropriate.

The first example is the case of small βL values. For βL = 0.2 and η = 1.15 (Fig. 2.5)
the breather is easily excited, and its frequency is located below ω+(q). In the Pac plot there
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Figure 2.5: I − V characteristics and the Pac dependence on the dc bias current for α = 0.1,
βL = 0.2, η = 1.15.

are peaks that are due to the resonance of the second and third harmonics of the breather
with ω+(q). These resonances are primary ones as discussed above. The series of observed
peaks is related to the finite size of the system, and therefore to the resonant interaction of the
breather with a discrete set of cavity modes (1.38). In order to test this assumption, the size
of the system was increased and the predicted increase in the number of resonance peaks was
observed. Close to the lowest possible current (around γ = 0.55) there is a switching to another
breather state, which however has the same symmetry and spatial structure. Note that shortly
after this switching (upon further lowering of the current) the breather is destroyed and the
system switches to the superconducting ground state.
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Figure 2.6: I − V characteristics and the Pac dependence on the dc bias current for α = 0.1,
βL = 0.2, η = 0.35.

For lower values of the anisotropy η = 0.35 (Fig. 2.6) the resonances are again not detectable
in the I−V curve. However, the singularities in Pac correspond to the primary resonance 2Ω =
ω+(q) . Moreover, at the dc bias γ ≈ 0.35 a weak third-order primary resonance 3Ω = ω+(q) is
detected in the breather tail. The dashed line in the right part of the figure is the prediction
of Pac using the approximate tail analysis. The approximate tail analysis is based on the
assumption of a dense spectrum of EWs. Consequently the calculated Pac presents an envelope
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of the numerically observed series of discrete peaks.

For the next simulation the inductance of the cell was increased to βL = 0.5. Fig. 2.7
represents the results for η = 1.15. For the initial value of the dc bias γ = 0.8 the breather
frequency is already located inside the ω+(q) band of EWs, and this primary resonance is
observed in the I − V curve. Indeed, the slope of the I − V curve is larger than the prediction
(2.5) which does not take into account resonant interactions with EEs. With decreasing dc
bias, the breather frequency is lowered and the above primary resonance disappears. However
at lower current values the next primary resonances 2Ω = ω+(q) occur and are observable, both
in the breather tail and in the I − V characteristics.
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Figure 2.7: I − V characteristics and the Pac dependence on the dc bias current for α = 0.1,
βL = 0.5, η = 1.15.

The primary resonance structures (Ω = ω+(q)) in the large current domain are also
observed for smaller values of the anisotropy parameter η = 0.5 (see Fig. 2.8). In this case,
they manifest themselves through resonant steps in the I − V curve. At lower values of the dc
bias the primary resonances with m = 2 are observed.
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Figure 2.8: I − V characteristics and the Pac dependence on the dc bias current for α = 0.1,
βL = 0.5, η = 0.5.
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For βL = 1.0 and η = 0.5 (Fig. 2.9) the breather frequency is located above ω+(q) for large
current values. Upon decreasing the dc bias there is a peculiar switching to a different breather
state with the same spatial structure but a lower frequency located inside ω+(q). The most
interesting feature here is that shortly before the switching the breather frequency is clearly
larger and outside of the ω+(q) region. Upon further lowering of the dc bias primary resonances
Ω = ω+(q) occur and corresponding resonant steps in I − V curve.
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Figure 2.9: I − V characteristics and the Pac dependence on the dc bias current for α = 0.1,
βL = 1.0, η = 0.5.

For βL = 3 and η = 0.5 (Fig. 2.10) the breather frequencies are located again above ω+
for large current values. Similar to the previous case there is a switching when the breather
frequency is clearly outside (above) the branch ω+(q). This brings the system into another
breather state with the same spatial structure, but with a frequency again located above ω+.
This highly nonlinear state is then lost by switching to the superconducting ground state after
further decrease of the dc bias.

An interesting observation is found for lower values of the anisotropy η = 0.35 (Fig. 2.11).
For this case there is the switching at a breather frequency being located above ω+(q). However
the switching increases the voltage drop. The new state is of different internal structure, while
all previous numerical results have been obtained for a breather with a structure as in Fig.
2.2b. After the switch the new breather state is characterized by three vertical junctions being
in the resistive state. At the same time the symmetry is broken. In fact the new state exactly
corresponds to the example given in Fig. 2.2d. Note that similar switchings (which lead to an
increase of the number of resistive junctions) have been reported in early experimental studies
[13]. Note here, that similar switchings with the increase of number of resistive junctions have
been obtained in numerics in Ref. [52] for a rather different set of dynamic equations. Such
switchings have not been found in extensive numerical simulations, in Ref. [114]. The reason
for that is a rather large step of the dc bias decrease using in their simulations. The left-right
symmetry breaking leads to new interesting features in the breather tails. The nonsymmetric
breather has two times lower frequency than the voltage drop across the vertical junction. Thus
the new breather frequency is inside the upper band ω+(q), and a primary resonance is clearly
observed in the Pac dependence on γ.

At last the breather dynamics in the JJL with an extremely large inductance of the cell
βL = 500 was numerically simulated . There is no indication of resonances and instabilities.
The reason for that is the weak dispersion of the linear EWs for such large values of βL. This
implies that interactions along the ladder are weak. The breather is continued to small current
values until it switches to the superconducting state at the dc bias γ = 0.22 for η = 0.35. This
particular value can be obtained similar to the standard theory of the retrapping current in a
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single small Josephson junction [114, 9]

γr = (1 + 2η)
4α

π
. (2.35)

This equation yields a value of 0.22 for the considered case, in good agreement with the nu-
merical observation. Note that within this theory retrapping occurs purely due to energy
considerations, not due to resonances (or instabilities).
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Figure 2.10: I − V characteristics and the Pac dependence on the dc bias current for α = 0.1,
βL = 3.0, η = 0.5.

It is very important to notice that for cases with small or intermediate values of inductance
of the cell (Fig. 2.5-2.11) the observed currents at which the breather state switches to the
superconducting one exceed the expected retrapping values (1.19). This will be explained in
the next section.
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Figure 2.11: I − V characteristics and the Pac dependence on the dc bias current for α = 0.1,
βL = 3.0, η = 0.35.



3 Evaluation of resonances

As was shown in the previous chapter there are three types of resonances, which are charac-
terized by some relations between the frequency of a breather Ω and the spectrum of EEs. From
numerical simulations in Fig.(2.5-2.11) it follows that not all resonances lead to the instability
of a breather state due to the presence of the dissipation, while some others do. The aim of
this chapter is to give a quantitative explanation of the observed resonances and switchings.

3.1 Primary resonances

Primary resonances are characterized by the condition mΩ = ω, where ω is some EE fre-
quency.Various primary resonances were detected with extended EWs. The case m = 1, which
corresponds to the breather frequency being located inside the ω+(q) band, shows up with res-
onant steps in the I − V curves (see, Figs. 2.5-2.11). The finite number of observed resonant
steps is due to the discrete spectrum of the excited cavity modes. In addition we observe strong
variations of the breather tail amplitudes.

Higher order primary resonances (m = 2, 3) are much less pronounced in the I − V char-
acteristics. They mainly lead to a weaker localization of the breather tail and can be clearly
detected in the form of sharp peaks in the Pac(γ) dependence. Since the breather in our case
has left-right symmetry, the only linear cavity modes which can be exited are symmetric (see
section II). These modes are characterized by even values of k in the expression qk(1.38).

The first case of the manifestation of a primary resonance is represented in Fig. 2.6. The
value of the dc bias γ of each observed peak in Pac(γ) corresponds to the breather frequency
Ω(γ). Then its multiples are compared with the discrete spectrum of linear mode frequencies
of the ω+ branch. The numbers are listed in Table 3.1. All observed resonances are due to
symmetric linear modes (even k = 2, 4, 6, 8, 10) as expected.

The same method of analysis allows to conclude that the three peaks in Fig.2.6(b) (in
decreasing order of dc bias) are due to the following resonances: (m, k) = (2, 6); (2, 4); (3, 8).
Similarly the shoulder and the peak in Fig. 2.7 are due to resonances with (m, k) = (2, 10); (2, 8).
Finally the resonances in Fig. 2.8 correspond to the values (m, k) = (2, 8); (2, 6); (2, 4). Note

k ω+(qk) 2Ω 3Ω

1 5.475
2 5.581 5.594 5.590
3 5.745
4 5.949 5.947 5.945
5 6.174
6 6.400 6.387 6.384
7 6.609
8 6.788 6.769 6.772
9 6.923
10 7.008 6.960 6.958

Table 3.1: Comparison of theoretical predictions of primary resonances with the numerical
results from Fig. 2.6. First column: k. Second column: the spectrum of EWs ω+(qk) (cf.
(1.38). Third column: 2Ω obtained from the peak positions of Pac(γ) in Fig. 2.6(a). Fourth
column: 3Ω obtained from the peak positions of Pac(γ) in Fig. 2.6(b).
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that in all of these cases the deviations between the theoretical and observed numbers are much
less than the frequency difference between adjacent cavity modes.

Steps in the I − V curve correspond to the case m = 1, when the breather switches to the
resonant state, preserving its spatial structure and time periodicity. If instead of decreasing the
dc bias γ it will be increasing, these steps will produce hysteresis loops due to the coexistence
of different states of the same breather for a given value of the current γ (normal and resonant).

3.2 Parametric resonances

The switching from a breather state to the superconducting state for small and intermediate
values of βL will be discussed here. There are three possibilities which can lead to such a
switching of a DB. The first one is due to an instability of a breathers. The second one is due
to the disappearing of a breather as a solution. And the last one is due to the large sadden
changing of a control parameter, which lead to a sadden changing of the phase space and a
given trajectory may now belongs to the basin of attraction of another breather. The Floquet
analysis results show that all above switchings are due to an instability of the breather. In terms
of Floquet multipliers, all of these instabilities are due to a collision of two localized Floquet
multipliers on the negative real axis. The breather state continues to exist as a solution to
the dynamical equations for lower current values, but it is unstable. Note that the so-called
retrapping mechanism instead (as for a single junction) uses the critical current value as a
criterion for retrapping. This argument is based purely on energy considerations and does not
take into account any resonance mechanism. This is not surprising, as a single junction has
no other degrees of freedom it may resonate with. Below the retrapping current, the resistive
state disappears in this case. So the switching from a breather state to the superconducting one
as observed in the simulations is usually driven by resonances with localized EEs (frequency
matching) and is not due to energy effects (current value matching).

3.3 Combination resonances

Here the nature of the switchings of the breather for intermediate βL values when the breather
frequency is located above the branch ω+(q) will be discussed. These switchings are again due
to an instability. It is characterized by Floquet multipliers colliding away from the real axis.
As was discussed above this corresponds to a combination resonance. The numerical Floquet
analysis shows that one of the two participating multipliers is a localized one (which bifurcates
from the lower branch ω−(q))., while the second one belongs to the delocalized spectrum of
ω+(q). The Floquet multiplier which finally leaves the unit circle is a localized one. So again
the instability of the breather is driven by a localized perturbation. In Fig. 3.1 the dependence of
the arguments and absolute values of all relevant Floquet multipliers is shown for the breather of
Fig. 2.11. For convenience the complex conjugate multipliers are not plotted and the arguments
are restricted to 0 ≤ arg(µ) ≤ π. The narrow band ω−(q) and broad band ω+(q) are nicely
observed. The degenerate band ω0 is located slightly above ω−(q). This band does not interact
with other multipliers when crossing them, as expected from our analytical considerations. The
two separated arguments which are located below the ω−(q) band have localized eigenvectors.

In the plot of the absolute values we observe the predicted values µ = 1 and e−αTb . The
multipliers which correspond to lines between these two states generally reside on the circle
with radius (2.29). Many of them depart from this circle due to collisions. At current values
of 0.55 < γ < 0.7 there is a parametric resonance 2Ω = ω+(q), which belong to the set of weak
resonances and does not evolve into a global instability. However it is possible that a slight
variation of control parameters (e.g. decreasing the damping α) might change these resonances
into strong ones. Then one can expect sudden instabilities of the breather state at these large
current values. In this case the global instability is realized when one of the localized multipliers
collides with the ω+(q) band around γ = 0.48. Subsequent lowering of the current leads to a
fast escape of this multiplier from the unit circle and to the observed switching.

The importance of localized EEs for the destabilization of a breather is simply due to
the localized nature of the latter. It is hard (if not impossible) for a breather to generate a
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Figure 3.1: Arguments and absolute values of Floquet multipliers versus γ for the breather
state in Fig. 2.11.

parametric instability through extended EWs alone, as these excitations are damped out far
from the breather center. In contrast localized EEs do not travel away from the breather center.
These modes can be effectively excited by the breather, leading to an instability of the latter.

Motivated by the above findings the I−V characteristics of the HWS was investigated upon
lowering the current. We remind that in this state all vertical junctions are resistive and all
horizontal ones are superconducting. Usually it is assumed that the HWS loss is again due
to a standard retrapping mechanism. It is important that any numerical simulation of such
a process is done with the addition of some weak noise, because the processor will otherwise
perform a perfect simulation of a single junction repeated N +1 times. The chosen parameters
are βL = 3 and η = 0.35. The I − V characteristic is shown by a thick dashed line in Fig.
2.11. The expected retrapping current 4α/π = 0.127 is clearly not reached. Instead, the HWS
switches to the superconducting state at γ = 0.273. At the same time it follows from equations
(1.26) that the HWS exists as a solution down to the retrapping current of a single Josephson
junction, i.e. down to γ = 0.127 ! So in this case it is possible to conclude that the numerically
observed loss of the HWS at γ = 0.273 is due to an instability. The HWS continues to exist
as a solution down to the standard retrapping current, but it is unstable. This novel result is
very important, since very often the current value of the HWS loss in the absence of a magnetic
field is used to estimate different parameters of the system assuming that the HWS is behaving
similar to a single Josephson junction.
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To understand the nature of the observed instability of the HWS its Floquet multipliers
are plotted in Fig. 3.2. As in the previous plot, there are weak parametric resonances of the
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Figure 3.2: Arguments and absolute values of Floquet multipliers versus γ for the HWS in Fig.
2.11.

upper EW band at current values γ ∼ 0.38 which do not evolve into a global instability. The
observed instability is driven by a combination resonance at γ = 0.273. Since the HWS is
an extended state, all Floquet multipliers are also extended. The combination resonance is
due to the collision of two Floquet multipliers belonging to the two EW branches ω±(q) with
q = π (it should be noted here that the EW spectrum of the HWS is different from that of the
superconducting state and can be obtained by putting γ = 1 in (1.35)). Indeed for the present
case, the frequency of the HWS at the instability equals 2.73, while the value of the combination
ω−(π)+ω+(π) = 2.69. For current values γ ∼ 0.18 the HWS is becoming stable again. However
around γ = 0.17 another even stronger instability due to parametric resonance sets in, which
brings the HWS to the next instability well above the expected retrapping current.



4 Other possible localized states

Far from any resonances the breather state is absolutely periodic with the period T = 2π/Ω.
As was shown above, close to the (primary) resonant region, a breather can switch to the
resonant state when the amplitudes of ac libration of the Josephson phases are increased. This
is still a periodic state with strong higher harmonics (which match the resonant condition
ωq = mΩ). But it is possible also to switch to an aperiodic state which is characterized at least
by two frequencies Ω1 and Ω2.

4.1 Commensurate dynamics

In real experiments there is always noise. In order to test the influence of small fluctuations on
the I − V curves all simulations were repeated in the presence of small noise with amplitude
≈ 10−8. All obtained results are stable except the switching outcome in Fig. 2.11 . While
this switching occurs at the same current value, the breather state is changed. In particular it
switches to the left-right symmetry breather with three junctions being in the resistive state.
Thus there may be extreme sensitiveness of the outcoming breather structure (including its
symmetries) to small fluctuations. This implies that the boundaries of the volumes of attraction
of different attractors (breathers) are entangled in a very peculiar way. We can reliably predict
the switching position, but not the outcome of the switching.
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Figure 4.1: I − V characteristics for α = 0.1, βL = 3.0, η = 0.35 in the presence of small noise
and for different types of breathers. One can observe the different outcome ot the switching
compared to Fig. 2.11 and the novel breather state with commensurate ratio of voltage drops
across horizontal junctions (green circles).

The novel breather state (green circles) is periodic with commensurate ratio between average
voltage drop across up and down horizontal junctions 2φh = 3φ̃h. The possibility of existence
of such a state was predicted in [13].

Another initial state with up-down symmetry also shows the switching to this commensurate
state, which may serve as a proof that this state is quite general. But it still was not observed
in experiments.
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4.2 Incommensurate resonant breather

All symmetry considerations aboved concern the symmetry of the average voltage drop distribu-
tion across the junctions. The symmetries of the time-resolved dynamics may be lower. Indeed,
if we take a breather with ’up-down’ symmetry with one vertical junction being in resistive
state, it is possible to find such values of parameters when there are two breathes with the same
dc voltage drop for some interval of dc bias γ and, therefore, they have the identical slope in
I −V curve, but different relative phase shifts of horizontal junctions at the core 〈φh

0 + φ̃h0 〉: for
one of them it equals to π for another to −π.

In Fig. 4.2 the I−V curves for these two states are represented for the case when α = 0.0025,
βL = 0.378 and η = 0.49. Two curves coincide up to the resonant value of the dc bias γ. After
that they switch to slightly different states and continue to be roughly similar.
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Figure 4.2: I − V characteristic for two breathers, which initially possess the same average
voltage drop distribution, but different average phase shifts between horizontal junctions. The
two I − V curves look quite similar except for the resonant region.

The Floquet analysis shows that the breather with full dynamical ’up-down’ symmetry (zero
phase shift) exists but becomes unstable for such chosen parameters. These other two states
are stable at the same time. The equivalence of an average voltage drop distribution implies
that these two states possess the same energy.

It is possible to estimate numerically the value of the barrier between the two stable states
by means of an external white noise. The aim is to find such a value of the amplitude of the
noise Anoise when the switching between these state will arise. For weak noise with amplitude
Anoise ≈ 10−5 there are just small oscillations around of this state with typical frequency
ω ≈ 0.02ωpl.

For moderate noise Anoise = 0.175 ·10−3 there are switchings and the small barrier between
these states can be estimated as

U0 ≈ EJ

(

α(1 + η)

γ

)2

¿ EJ , (4.1)

where EJ = ~Ic
2e is the energy of a small Josephson junction.

The most interesting fact is that both states switch to the state with incommensurate
(aperiodic) dynamics, which corresponds to the part of the I−V curve on Fig. 4.2 with different
(nonresonant) slope then for large value of dc bias γ. In order to analyze this phenomenon it
is enough to consider one of these states (e.g. with 〈φh

0 + φ̃h0 〉 = π).

The switching happens due to a primary resonance ωql = Ω between the breather and EW’s
for γ ≈ 0.38. Thus in the region of the dc bias current 0.31 < γ < 0.38 the up-down symmetry of
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Figure 4.3: Time evolution of the phase shift between resistive junctions of DB for small
amplitude noise and fixed value of dc bias γ = 0.7. For such noise there is no switching between
two states.

the dc voltage pattern is violated and a novel resonant breather like state with incommensurate
(aperiodic) dynamics appears. Indeed, as the system jumps to this state there are at least two
incommensurate frequencies, namely Ω1 ' 3.4 and Ω2 ' 5.3. Moreover, with decreasing dc
bias the value of Ω1 practically does not change, in contrast to Ω2. A closer look at the I-V
curves of the horizontal junctions (see Fig. 4.5b) also shows that the upper (lower) horizontal
junctions display the resonant (non-resonant) behavior. Thus we can conclude that this novel
incommensurate breather-like state can be viewed as a coexistence of resonant and non-resonant
junction behavior in the JJL. It should be noted here that similar aperiodic breather states were
found in a wide range of parameters βL ' 1 and η ≤ 1.

By making use of a dc analysis [115, 88], i.e. neglecting ac components of the Josephson
current, it is found that the voltage jumps ∆Vh and ∆Ṽh of the non-resonant and resonant
horizontal junctions have to satisfy the relationship:

∆Vh =
∆Ṽh
1 + 2η

(4.2)

Moreover, the presence of the incommensurate resonant breather state is characterized by a
lower resistance ∝ (α(2η + 1))−1 as compared to the non-resonant case. Indeed, the simula-
tions show that the dc voltage jump of the lower horizontal junctions is approximately two
times smaller than the corresponding dc voltage jump of the upper horizontal junctions, in full
accordance with the dc analysis.

In order to characterize an incommensurate breather state more precisely the Fourier trans-
form was applied to the time dependent voltage φ̇v1(t) of the vertical junction (see Fig. 4.6),
which is in the superconducting state and the closest one to the core of the breather. If the
breather state is the periodic one , i. e. for large (see Fig. 4.6a) and small (see Fig. 4.6c)
values of dc bias current, the Fourier transform contains the breather frequency Ω and higher
harmonics. However, in the intermediate region of the dc bias as the breather displays incom-
mensurate dynamics, the Fourier transform becomes more rich (see Fig. 4.6b). There are two
different harmonics Ω1 and Ω2, and the various combination frequencies mΩ1 + nΩ2, where n
and m are integers. The incommensurate breather-like state was also observed in experiments
in Nb-based Josephson junction ladders (see Fig. 4.7). The measured I−V curve qualitatively
looks similar to the current-voltage characteristic obtained in numerical simulations. In spite of
small differences, such as a tiny voltage difference between upper and lower horizontal junction
in the bias region above the incommensurate state, the last one was observed under various
experimental conditions, which were partly influenced by magnetic fields.
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Figure 4.4: Time evolution of the phase shift between resistive junctions of a DB for moderate
noise and fixed value of dc bias γ = 0.7. There are switchings between the two states.
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Figure 4.5: I−V curve for one of the DBs from Fig. 4.2, namely for the case 〈φh
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the upper figure (a) I−V curve for the vertical resistive junction is shown, and in the down (b),
for the upper (blue) and down (red) horizontal junctions in the resistive state. The doubled
value of the averaged voltage drop for the horizontal junction is used in the plot.



4.2 Incommensurate resonant breather 87

0

-2

-4

0

-2

-4

FT
 o

f  
  . φ 1v (t)

, a
rb

. u
ni

ts

0 5 10 15 20
ω

0

-2

-4

a) γ=0.39

b) γ=0.35

c) γ=0.3

(1,1)
(0,1)

(1,0)

(-1,1)

(2,-1)

Figure 4.6: The Fourier transform (FT) of the ac voltage φ̇v1(t). Three different values of dc
bias current are shown and the logarithmic scale for FT was used.

0.075

0.08

0.085

0.09

0.095

0.1

m
A

0.4 0.5 0.6 0.7 0.8 0.9
mV

0.075

0.08

0.085

0.09

0.095

0.1

m
A

a) <φ
.v
0>

b) 2|<φ
.h
0>|,   2|<φ

~. h
0>|

Figure 4.7: Measured I-V curves of an initially symmetric breather state created at a dc bias
of γ = 0.4: (a) voltage drop across vertical junction, (b) voltage drops across upper (thin solid
line) and lower (dashed line) left horizontal junctions. The breather state with incommensurate
voltages is formed for 0.34 < γ < 0.37.





Summary of Part II

By using symmetry considerations the classification of DBs in JJLs was done. Far from any
resonances the frequency of the breathers is determined only by the parameters of the system.
Close to resonances the dynamics of DBs becomes highly nonlinear. The presence of dissipation
gives the possibility to tune DBs into resonances. There are three types of resonances: primary,
parametric and combinational. In primary and parametric resonances only frequencies of DBs
and plasmons take part. In the case of combinational resonance, the frequency of a localized
mode, generated by the DB is crucial. These resonances allow to study the interaction between
DBs and plasmons by the inverse spectroscopy method. For weak resonances breathers preserve
their stability. They manifest themselves through the increasing of the amplitude of ac librations
in the breather tails. Thus, this phenomenon allows to identify the resonant excitations with
the cavity modes of the system. Strong resonances destroy the stability of DBs and result in
the switchings to other stable states. It can be a DB again, HWS or superconducting state. For
some range of parameters, the switching to aperiodic spatially localized states was observed.
All these results are in a very good agreement with experimental data. Finally, the instability
of HWS is studied. The dynamics of HWS does not coincide with the one of SJJ. The spatial
extension leads to the resonance with plasmons. Recently this was confirmed experimentally.





Conclusion

The concept of DBs is still under development due to an increasing number of experimental
observations. Many open questions remain: mobility of discrete breathers [34, 79, 85], targeted
energy transfer [71] are only few of them.

In the present work the interaction between discrete breathers and small amplitude plane
waves is studied by means of spectroscopic methods. In Hamiltonian lattices, where plane
waves can freely propagate, the transport spectroscopy method was used. A DB corresponds to
a local time-periodic scattering potential. Time periodicity allows to decompose DB into a set
of open and closed channels. The most interesting question concerns the role of closed channels.
The transmission coefficient was computed for acoustic and optical Hamiltonian systems on the
basis of a generalized numerical scheme (see Appendix A.3). Numerical results show that the
presence of closed channels leads, in general, to a suppression of the transmission. But there is
still a possibility to observe perfect transmission. It exists due to local levels, generated by a
breather, and is similar to resonant transmission by static scattering potentials. The presence
of closed channels manifests itself only in a renormalization of the position of the resonance.
Perfect reflection was observed as well. A detailed analysis of this phenomenon shows that
the role of closed channels is of crucial importance. It has a resonant behavior and is similar
to the Fano resonance in atomic systems, but it does not affect the stability of breathers.
This is the main difference between static and time-periodic scattering potentials and thus this
phenomenon can be used by experimentalists in order to examine the presence of DBs in the
system.

Some results for one-channel scattering processes, which were discussed here, can be applied
to heat conductivity (phonon transport) in 1D systems [99, 72, 73]. By thermalizing the lattice
a spontaneous creation of DBs is possible [39, 117, 51, 100]. As scattering centers they will
affect the conductivity. But the interaction between nonlinear phonons and DBs and many-
channels scattering set ups should be taken into account. Both of them are inelastic processes
and, therefore, can destroy the breather, during interactions.

The next possible task is the scattering with many open channels, in systems with several
phonon bands and generalization to higher lattice dimensions.

In dissipative systems plane waves can not freely propagate. They will decay in space. But
DBs can generate extended states in the tails at the resonances. It allows to apply the inverse
spectroscopy method. This method was used in order to study the interaction between plasmons
and DBs in Josephson junction ladders.

First of all the classification of diversity of DBs was done by using symmetry considerations.
The obtained approximations for the frequency of DB far from any resonances can be used
as initial conditions for the desired type of breather. Their stability is checked with the help
of Floquet theory. The analysis of Floquet multipliers gives three resonant conditions which
may lead to the loosing of stability of DBs and consequent switchings (jumps) to other states.
Depending on the DB internal symmetry, these new states could be periodic (superconducting,
HWS, resonant DB) or aperiodic, but still localized. The case when two DBs with different
phase shifts between resistive junctions exist, but with the same time-average structure (with
the same energy), was the issue of special interest. They both switch to the aperiodic states
which were also observed in the experiment. By applying external white noise the height of
effective barrier is estimated. Finally, the instability of HWS is studied. The dynamics of HWS
does not coincide with the SJJ one. The spatial extension leads to the resonance with the
plasmons and was recently observed in experiments.

A resonant DB can be used as generator of microwave radiation. A straightforward applica-
tion is to study the scattering of waves by DBs in JJLs, by putting two breathers into a ladder
and tuning on of them into a resonance. The tuning is possible by a local change of the dc
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bias. Following the above consideration about the Fano resonance, one can conclude that the
suppression of the transmission should be also observed in such systems. It could be used for
constructing a tunable frequency filter.

In general, besides the existence of DBs, nonlinear systems possess other interesting phe-
nomena as well. And all methods, investigated here, can be used also to study some of these
phenomena. Below, several applications to different topics will be briefly mentioned.

Discrete breathers in one-dimensional Hamiltonian lattices are time-reversal states. There-
fore, it does not matter in the scattering problem from which side plane waves are sent into the
breather. The transmission from left to right TLR is equal to the transmission from right to
left TRL. If the time-reversal symmetry of time-periodic scattering potential is violated then
these two transmissions can be different TLR 6= TRL. This situation can be realized in quantum
systems with local potential under external electric ac field [28], for example, and it is known
as a quantum pump effect [14, 109]. As a result the directed nonzero current is possible.

The generation of dc current from an external ac force with zero mean is a well known
rectification or ratchet phenomenon in classical systems [10, 63, 96]. Usually it was observed in
the motion of the particle in spatial periodic and asymmetric potential under periodic ac force
with one harmonics. The symmetry analysis shows that it is possible to observe generation
of dc currents in periodic and symmetric potentials, but with a proper choice of ac force with
two harmonics [44]. This symmetry consideration was applied to spatially distributed systems.
It was shown that if in the system there is a nonzero topological charge it possible to observe
ratchet phenomena [45, 97]. This statement can be checked experimentally on the Josephson
junction annular array with a trapped flux inside, and in the presence of an ac bias. In order
to generate a dc current of the flux the ac bias with two harmonics should be applied.

On more interesting result of rectification phenomena is the zeroth harmonic generation in
spin systems [40, 38]. By applying a dc magnetic field along the z direction and an ac magnetic
field in the x−z plane, based on symmetry analysis, it is possible to observe staticmagnetization
along the y direction. The setup is similar to an NMR one, just the ac field is tilted in the x−z
plane with nonzero angle to the x axis.

In Appendix D the Fano-Anderson one particle model is discussed. It can be used to describe
the zero-bias and zero-temperature conductance of electrons through a quantum dot. In 1D
there are two different structures: substitutional and side dot configurations. In substitutional
configurations there is a Kondo resonance and in a side dot configuration a Fano resonance
[65, 15, 113]. Experimentally it was shown that by varying the strength of coupling between
left and right leads of a quantum dot it is possible to observe the transition from Kondo to
Fano resonance [53].

Electrons possess a spin. Therefore, there are two sorts of electrons in the Fano-Anderson
model. For a zero magnetic field the Fano resonance for spin up and spin down takes place
at the same energy and two spin-resolved transmission curves coincide. In the presence of a
nonzero magnetic field these curves will be shifted and the zeros as well. It leads to the idea of
spin-polarized conductance [119, 6, 101]. To be more precise the interaction of electrons inside
the dot should be taken into account. It can be done by adding a Hubbard interaction [80, 58].
Numerical results show that the Fano resonance survives for each spin-resoled transmission
[57]. There are just renormalizations of it’s position and width [65]. As conclusion, it gives
the possibility to construct spin filters based on the Fano resonance phenomenon on a side dot
configuration.



Appendix A Numerical methods

A.1 Newton method

There are several methods for obtaining a DB state up to some precision. All of them use
the fact that the DB is a periodic orbit. The Newton scheme is based on the phase space
representation of the DB and gives a rather good precision. In the phase space a DB is a
loop or a closed trajectory. In the intersection with some hyperplane it yields a finite set of
points, in the analogy with Poincare section. If the initial conditions are chosen in this plane
{~x(0), ~̇x(0)} after one period Tb they will return to this plane again and reproduce the initial

state {~x(Tb), ~̇x(Tb)} = {~x(0), ~̇x(0)}. But if the initial conditions are not exactly on the loop

(perturbed a bit) {~xε(0), ~̇xε(0)} = {~x(0), ~̇x(0)}+ ~ε then after one period they will not coincide

with themselves {~xε(Tb), ~̇xε(Tb)} 6= {~xε, ~̇xε(0)}. In other words, the periodic orbits with period
T are the zeros of the following operator

N(~x(0), ~̇x(0)) =

(

~x(0)

~̇x(0)

)

−
(

~x(T )

~̇x(T )

)

(A.1)

In order to find zeros numerically, it is possible to expand the expression for N into a Taylor
series up to the first order

~N( ~X) = ~N( ~X0) +M( ~X − ~X0) (A.2)

where ~X = {~x, ~̇x} and

Mnm =
∂Nn

∂Xm
| ~X0 =

∂Xn(T )

∂Xm
| ~X0 − δnm (A.3)

is the matrix of the first derivatives of N. This equation (A.2) can be considered as an equation

for initial conditions ~X. Taking the initial guess ~X0 with ~N( ~X0) 6= 0 it is possible to obtain a

better approximation ~X using the condition that ~N( ~X) should be be equal to zero

~X = ~X0 −M−1 ~N( ~X0) (A.4)

and repeat (A.4) until ‖ ~N‖ will be smaller than 10−15.
This method allows to obtain different types of DB with high accuracy using a good initial

approximation. Such an approximation can be obtain from the anticontinuous limit, from
the given DB by slightly varying control parameter (frequency, coupling, etc.). In the case of
Josephson junction ladders, DBs are attractors. Using the approximation for the frequencies
of different types of DBs (2.6-2.8) it is better to integrate the system for some amount of time,
when the tragectory will approach the attractor with some accuracy, and only then to use a
Newton scheme, just to increase the accuracy.

High accuracy of DB allows to study its stability by the Floquet method.

A.2 Stability analysis

The analysis of stability is done by using the Floquet theory. The first step is to compute the
Floquet matrix

(

~ε(Tb)

~̇ε(Tb)

)

= F

(

~ε(0)

~̇ε(0)

)

(A.5)
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where {~ε, ~̇ε} are small fluctuations around the DB (1.8). The computation of F is similar to M,
indeed

F =M+E (A.6)

where Enm = δnm. It means that it is possible to take a DB ~Xb(0), which was obtained by a
Newton scheme, perturb it in some direction X ′i(0) = Xb

i (0) + εi and then integrate over one
period Tb, which gives

Fji =
1

εi
(X ′j(Tb)−Xb

j (Tb)) (A.7)

After that, one should obtain the eigenvalues of F. It is a general real matrix, therefore the
eigenvalues will be complex, in general. The DB solution is stable if the absolute value of all
eigenvalues is less then 1. Due to the time periodicity of the DB there is always one eigenvalue
which equal to +1.

A.3 Transmission coefficient

To compute the transmission coefficient a numerical scheme was developed, which generalizes
the one given in Ref. [19] (which relies on a spatial reflection symmetry of the breather and
thus of the scattering potential). At variance with Ref. [19] this scheme is capable of dealing
with any (perhaps spatially nonsymmetric) time-periodic scattering potential.

Let us look for solutions of Eq. (1.8) which correspond to zeroes of the operator

G(~ε(0), ~̇ε(0)) =

(

~ε(0)

~̇ε(0)

)

− eiωqTb
(

~ε(Tb)

~̇ε(Tb)

)

(A.8)

on a lattice with 2N+1 sites labelled −N, (−N+1), ...,−1, 0, 1, ...(N−1), N . The incoming wave
is fed from the left, and the transmitted wave is leaving the system to the right. The boundary
condition at the right end is εN+1 = e−iωqt, which implies that the transmitted wave will have
amplitude 1. With a given boundary condition at the left end ε−N−1 = (A+ iB)e−iωqt, where
A and B are real numbers, one may find the zeroes of Eq. (A.8) using a standard Newton
routine. Due to the linearity of the equations of motion in ε an arbitrary initial guess and
one Newton step are needed to converge to the zeroes. In practice due to roundoff errors an
additional Newton step may be required.

However with arbitrary A and B we will not realize the scattering case in general. This is
due to the fact that all extended Floquet states of an infinite system are twofold degenerated
because time reversal symmetry holds far from the breather center. To succeed a second Newton
procedure which uses A and B as free parameters was added, such that the solution on site
N becomes εN = e−iq−iωqt, ensuring that we realize a single transmitted travelling wave of
amplitude one at the right end of the system. After the Newton procedures are completed, the
transmission coefficient is given by

Tq =
4 sin2 q

|(A+ iB)e−iq − ζ−N |2
. (A.9)

While the Bloch functions ζn are in general time-dependent close to the breather center, they
will be time-independent complex numbers at large distance from the breather. It should be
note that the computation operates at the machine precision, and we obtain results which are
size independent, i.e. with the above described boundary conditions we emulate an infinite
system. The discrete breather solution itself has to be obtained beforehand using standard
numerical procedures [18].

The enumerator in (A.9) vanishes at the extremal values of ωq, i.e. at q = 0 and q = π. If
the denominator is finite at these values of q, the transmission will also vanish. This is indeed
the generic case for a quadratic dependence of the spectrum ωq on q around these points.
Exceptions are expected for acoustic chains.

Another peculiar point is that if upon changing some control parameter, e.g. the breather
frequency, a localized Floquet eigenstate attaches to or disattaches from the extended Floquet
spectrum, the transmission coefficient will be exactly t = 1 for the q-value which corresponds
to the edge of the spectrum ωq, i.e. q = 0 or q = π [19, 68].



Appendix B Conservation of the

momentum J̃

Let us multiply both sides of the linear equation

ε̈n = −W ′′[x̂n(t)− x̂n−1(t)](εn − εn−1)

+W ′′[x̂n+1(t)− x̂n(t)](εn+1 − εn)− V ′′[x̂n(t)]εn (B.1)

by ε∗n and take the imaginary part

Im(ε̈nε
∗
n) = W ′′[x̂n(t)− x̂n−1(t)]Im(εn−1ε

∗
n) +W ′′[x̂n+1(t)− x̂n(t)]Im(εn+1ε

∗
n) . (B.2)

The left hand side can be rewritten as

Imε̈nε
∗
n = Im

d

dt
ε̇nε

∗
n (B.3)

and after averaging Eqs.(B.2) over time, one gets

〈W ′′[x̂n(t)− x̂n−1(t)]Im(ε∗nεn−1)〉 = 〈W ′′[x̂n+1(t)− x̂n(t)]Im(ε∗n+1εn)〉 ≡ −J̃ (B.4)

that the momentum J̃ is independent of the lattice site n.





Appendix C Time-averaged scattering

potentials of breathers

C.1 Acoustic breather

It is enough to take into account the oscillations of two lattice sites in the center of a DB only.
These oscillations evolve exactly in antiphase with large amplitudes. The effective Hamiltonian
is written as

E =
ẋ21
2

+
ẋ22
2

+
1

4
(x41 + x42 + (x1 − x2)

4) (C.1)

and with x1 = −x2, leads to a single oscillator problem with energy

E = ẋ2 +
9

2
x4. (C.2)

The frequency of oscillation (the breather frequency) is given by

1

Ωb
=

2

π

xm
∫

0

d x
√

E − 9
2x
4
, (C.3)

where xm = 4

√

2E
9 . After integration gives

Ωb =
2π 4

√

9E
2

B( 14 ,
1
2 )
, (C.4)

where B(x, y) is the B-function [54]. Next the value of X =
√

3〈x2〉 can be computed. It is
possible to express 〈x2〉 in terms of the energy

〈x2〉 = 2Ωb

π

xm
∫

0

x2d x
√

E − 9
2x
4
. (C.5)

After some algebra one obtains 〈x2〉 =
√

2E
9

B( 1
2
, 3
4
)

B( 1
4
, 1
2
)
and

X =

√

2

3π
Ωb. (C.6)

C.2 Acoustic rotobreather

In order to calculate the time-averaged off-diagonal hopping terms the central site will be taken
into account which is in a rotational state, denoted by φ, and two nearest neighbor oscillators
(denoted by α1 and α2). The total mechanical momentum is conserved. By using the symmetry
it is possible to put α1 = α2 ≡ α. The energy of such a system is

E = α̇2 +
φ̇2

2
+ 2(1− cos(φ− α)). (C.7)
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The two equations of motion are given by

φ̈ = −2 sin(φ− α),
α̈ = sin(φ− α).

(C.8)

Introducing new variables u = φ+ 2α and w = φ− α we rewrite the system (C.8) as

ü = 0,
ẅ = −3 sinw. (C.9)

The relevant energy part is

Ẽ =
ẇ2

2
+ 3(1− cosw). (C.10)

Now the average coupling between rotational and oscillatory states for large frequencies can be
computed

ε = 〈cosw〉 = Ωb

2π
√

2Ẽ

2π
∫

0

cosw dw
√

1− 3(1−cosw)

Ẽ

. (C.11)

Because Ẽ ≈ Ω2b
2 , it gives

ε ≈ Ωb

2π
√

2Ẽ

2π
∫

0

(1 +
3(1− cosw)

2Ẽ
) cosw dw (C.12)

which leads to

ε = − 3Ωb

4
√
2Ẽ3/2

(C.13)

and finally to

ε = − 3

2Ω2b
. (C.14)



Appendix D Fano-Anderson model

In order to understand how the Fano resonance appears in the transmission line it is useful to
analyze the so-called Fano-Anderson model [80]. This is a simplest model were the observation
of the perfect reflection is possible.

The Hamiltonian of the system

H =
∑

i

C(φiφ
†
i−1 + c.c) + Eϕϕ† + ε(φ0ϕ

† + c.c). (D.1)

The first term in (D.1) describes the tight-binding with the hopping C between nearest sites.
The second term is the additional level with energy E and the third term represents the coupling
between the system and additional level.

The Schrödinger equation gives the following set of equations

iφ̇n = C(φn−1 + φn+1) + εϕφnδn0 ,

iϕ̇ = Eϕ+ εφ0 . (D.2)

When ε = 0 the system (D.2) consists of the pure chain with hopping with energy spectrum
ωq = −2C cos q and an additional level with energy E. The level E is chosen such that it lies
inside the spectrum |E| < 2C. This system possesses one conducting channel and for such
condition any energy from the spectrum freely propagates with perfect transmission.

For the case ε 6= 0 there is one local defect at n = 0 in the propagating channel. Due
to the gauge invariance of the Schrödinger equation (D.2) it is possible to eliminate the time
dependence and to introduce new variables

φn = Ane
iωqt ,

ϕ = Beiωqt . (D.3)

The eqs.(D.2) in the ansatz (D.3) become

− ωqAn = C(An−1 +An+1) + εBδn0

−ωqB = EB + εA0 . (D.4)

From the second equation in (D.4) it is possible to eliminate B as B = − εA0
ωq−E and then

substitute it into the first one

− ωqAn = C(An−1 +An+1)−
ε2A0
ωq + E

δn0 . (D.5)

Note here, that the system (D.5) possesses the resonant scattering potential. It means that the
potential depends on the incoming energy. And moreover, if the energy of the additional level
is inside the spectrum |E| < 2C, there is a qF such that E = −ωqF and the denominator of the
second term in the rhs of (D.5) vanishes. The potential becomes infinite and therefore there is
perfect reflection exactly for this value of incoming energy.

As before the transmission coefficient is computed by means of the matrix approach. Due
to locality of the defect it is enough to take into account only one matrix, namely

(

a −1
1 0

)

, (D.6)

a = −ωq

C
− ε2

C(ωq + E)
.



100 Appendix D Fano-Anderson model

By using formula (1.22) it is possible to obtain the transmission coefficient

T =
4 sin2 q

|ae−iq − 2|2 . (D.7)

Again when ωq+E = 0 then a→∞ and, therefore, the transmission goes to zero T = 0. There
is no shift of the position of the zero due to the locality of coupling between the system and the
additional level. But when the coupling is nonlocal, a shift of the position of total reflection
takes place.

After some algebra the transmission coefficient (D.7) can be written as

T =

[

1 +
1

4 sin2 q

ε4

C2(E + ωq)2

]−1

. (D.8)

Using this expression (D.8) it is possible to estimate the width of resonant total reflection. If
ε2

2C2 ¿ sin q then T ≈ 1 and only for q = qF the transmission vanishes T (qF ) = 0. As usual the
width of the resonance is measured at the half of height. In our case it corresponds to T = 1

2
or

ε4

4C2(E + ωq)2 sin
2 q

= 1 . (D.9)

In addition to this the spectrum ωq should be expanded into a Taylor series around qF

ωq ≈ ωqF +
dωq

dq
(qF )δq , (D.10)

Substituting (D.10) into (D.9) and keeping in mind that ωqF = −E and
dωq
dq = 2C sin q leads to

ε4

16C4 sin4 qF
= (δq)2 (D.11)

or

δq =
ε2

4C2 sin2 qF
. (D.12)

The real width is just twice of the expression (D.12)

∆q =
ε2

2C2 sin2 qF
. (D.13)

The typical dependence of the transmission coefficient T versus wave number q is shown in
Fig. D.1 There is an exact zero at qF = π

2 . Others zeros at the band edges are due to violating
of the translation invariance by the presence of the defect.

Note here, that this consideration is valid for the continuous case as well, when the contin-
uous Schrödinger equation is considered with a δ-like resonant potential.
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Figure D.1: Transmission coefficient versus wave number. The parameters are qF = π
2 , C = 10.

and ε = 4. (they will be used later).





Appendix E Power of ac librations

In order to obtain an expression for the kinetic energy, the system of equations (2.11) can
be written in a matrix form:

M̂~v = 0 . (E.1)

Here, ~v is an unknown vector

~v =

(

Av

A−h

)

, (E.2)

and M̂ is a 2× 2 matrix

M̂(λ) =

(

m11(λ) m12(λ)
m21(λ) m22(λ)

)

, (E.3)

where m11(λ) = C − 2
βL

coshλ, m12(λ) = − 2
βL

(1 − e−λ), m21(λ) = − 1
βLη

(1 − eλ), and

m22(λ) = D. A nonzero solution exists if the determinant of M̂ vanishes: det M̂(λ0) = 0. The
value of λ0 was obtained above (2.14).

The components of the vector ~v satisfy the condition:

Av = −m22

m21
A−h . (E.4)

To determine the components Av and A−h separately an additional condition should be imposed
at the breather center. This condition is not known exactly due to the complex dynamics in
the resistive breather center. Nevertheless the ac librations in the breather tails are weakly
depending on it. One of the simplest normalization conditions is

|Av|2 + |A−h |2 = 1 . (E.5)

Substitution of (E.4) into (E.5) gives

A−h =
|m21|2

√

|m21|2 + |m22|2

Av = − m22m21
√

|m21|4 + |m22|2|m21|2
. (E.6)

Due to the up-down symmetry in the breather tail, the dynamics of Josephson phases at the
edge of the JJL can be written in the form

ϕv
n = −Re(m22m21)e

Re(λ0)n cos(Im(λ0)n+Ωt)
√

|m21|4 + |m22|2|m21|2
+
Im(m22m21)e

Re(λ0)n sin(Im(λ0)n+Ωt)
√

|m21|4 + |m22|2|m21|2
,

ϕh
n =

|m21|2e<(λ0)n cos(=(λ0)n+Ωt)
√

|m21|2 + |m22|2
; . (E.7)

The final expression for the average kinetic energy for n < 0 is written as

1

2

〈

ϕ̇v2

n

〉

=
Ω2|m22m21|2eRe(λ0)2n

4(|m21|4 + |m22|2|m21|2)
. (E.8)
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[53] J. Göres, D. Goldhaber-Gordon, S. Heemeyer, M. A. Kastner, H. Shtrikman,

D. Mahalu, and U. Meirav, Fano resonances in electronic transport through a single-
electron transistor, Phys. Rev. B, 62 (2000), p. 2188.

[54] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products, Acad.
Pr., New York, 2000.

[55] G. Grimaldi, G. Filatrella, S. Pace, and U. Gambardella, Flux distribution and
critical currents in a one-dimensional row of a josephson junction square lattice, Phys.
Lett. A, 223 (1996), p. 463.

[56] S. A. Gurvitz and Y. B. Levinson, Resonant reflection and transmission in a con-
ducting channel with a single impurity, Phys. Rev. B, 47 (1993), p. 10578.

[57] K. Hallberg, S. Flach, A. E. Miroshnichenko, and M. Titov, Spin filters with
fano dots, unpublished.



108 Bibliography

[58] A. C. Hewson, he Kondo Problem to Heavy Fermions, Cambridge University Press,
Cambridge UK, 1993.

[59] T. Iizuka, H. Amie, T. Hasegawa, and C. Matsuoka, Numerical studies on scat-
tering of the nls soliton due to an impurity, Phys. Lett. A, 220 (1996), p. 97.

[60] T. Iizuka and M. Wadati, Scattering of envelope solitons by a nass impurity in non-
linear lattices, J. Phys. Soc. Jpn, 61 (1992), p. 4244.

[61] G. James, Centre manifold reduction for quasilinear discrete systems, J. Nonlinear Sci.,
13 (2003), p. 27.

[62] G. James and P. Nobel, Breathers on diatomic FPU chains with arbitrary masses,
preprint, University of Toulouse, 2002.
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