View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by University of Central Florida (UCF): STARS (Showcase of Text, Archives, Research &...

S —'-— RS University of Central Florida
/ k STARS

Faculty Bibliography 2000s Faculty Bibliography

1-1-2008

Double excitations and state-to-state transition dipoles in pi-pi*
excited singlet states of linear polyenes: Time-dependent density-
functional theory versus multiconfigurational methods

Ivan A. Mikhailov
University of Central Florida

Sergio Tafur
University of Central Florida

Artém E. Masunov
University of Central Florida

Find similar works at: https://stars.library.ucf.edu/facultybib2000
University of Central Florida Libraries http://library.ucf.edu

This Article is brought to you for free and open access by the Faculty Bibliography at STARS. It has been accepted for
inclusion in Faculty Bibliography 2000s by an authorized administrator of STARS. For more information, please
contact STARS@ucf.edu.

Recommended Citation

Mikhailov, Ivan A.; Tafur, Sergio; and Masunov, Artém E., "Double excitations and state-to-state transition
dipoles in pi-pi* excited singlet states of linear polyenes: Time-dependent density-functional theory versus
multiconfigurational methods" (2008). Faculty Bibliography 2000s. 728.
https://stars.library.ucf.edu/facultybib2000/728

. + . +

] ‘¢,,:* . *. + = * ) +

@ e + * : * ’ X :
- + *

Central e, R + I STARS

Florida . ' + . + Showcase of Text, Archives, Research & Scholarship *


https://core.ac.uk/display/236314968?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://stars.library.ucf.edu/
https://stars.library.ucf.edu/
https://stars.library.ucf.edu/
https://stars.library.ucf.edu/facultybib2000
https://stars.library.ucf.edu/facultybib
https://stars.library.ucf.edu/facultybib2000
http://library.ucf.edu/
mailto:STARS@ucf.edu
https://stars.library.ucf.edu/facultybib2000/728?utm_source=stars.library.ucf.edu%2Ffacultybib2000%2F728&utm_medium=PDF&utm_campaign=PDFCoverPages
https://stars.library.ucf.edu/
https://stars.library.ucf.edu/

PHYSICAL REVIEW A 77, 012510 (2008)

Double excitations and state-to-state transition dipoles in -7 excited singlet states of linear
polyenes: Time-dependent density-functional theory versus multiconfigurational methods
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Artém E. Masunov’
Nanoscience Technology Center, Department of Chemistry, and Department of Physics,
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The effect of static and dynamic electron correlation on the nature of excited states and state-to-state
transition dipole moments is studied with a multideterminant wave function approach on the example of
all-trans linear polyenes (C4Hg, CgHg, and CgHjg). Symmetry-forbidden singlet nA, states were found to
separate into three groups: purely single, mostly single, and mostly double excitations. The excited-state
absorption spectrum is dominated by two bright transitions: 1B,-2A, and 1B,-mA,, where mA, is the state,
corresponding to two-electron excitation from the highest occupied to lowest unoccupied molecular orbital.
The richness of the excited-state absorption spectra and strong mixing of the doubly excited determinants into
lower-nA, states, reported previously at the complete active space self-consistent field level of theory, were
found to be an artifact of the smaller active space, limited to 7 orbitals. When dynamic o- correlation is taken
into account, single- and double-excited states become relatively well separated at least at the equilibrium
geometry of the ground state. This electronic structure is closely reproduced within time-dependent density-
functional theory (TD DFT), where double excitations appear in a second-order coupled electronic oscillator
formalism and do not mix with the single excitations obtained within the linear response. An extension of TD
DFT is proposed, where the Tamm-Dancoff approximation (TDA) is invoked after the linear response equa-
tions are solved (a posteriori TDA). The numerical performance of this extension is validated against
multideterminant-wave-function and quadratic-response TD DFT results. It is recommended for use with a

sum-over-states approach to predict the nonlinear optical properties of conjugated molecules.

DOI: 10.1103/PhysRevA.77.012510

I. INTRODUCTION

Conjugated hydrocarbons (also known as polyenes) and
their derivatives present an important class of compounds
with rich photophysical and photochemical properties. These
properties originate in highly polarizable m-electron systems
and find wide use in organic electronics [ 1] and photonics [2]
applications. Another reason for the interest in electronically
excited states of polyenes is their role in biological processes
of vision and photosynthesis. The theoretical description of
electronic structure and electronic excited states in conju-
gated molecules plays a critical role in understanding natural
and engineered processes, and may assist in the rational de-
sign of new materials with improved properties.

Polyenes often served as a testing ground for theoretical
methods, and a comprehensive review of the published re-
sults seems to be an impossible venture. Presently, a consen-
sus has been reached about the ordering of the lowest excited
states, with the 2A, state being above 1B, (but close in en-
ergy) for all-trans butadiene and hexatriene and below the
1B, state for the higher hydrocarbons. The transition dipole
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moments between excited states of polyenes have been much
less studied, and the double-excited nature of 2A, states is
still a matter of discussion [3]. At the same time, the double-
excited nature of selected excited states remains an important
challenge of time-dependent density-functional theory (TD
DFT) [4]. These aspects of electronic structure, as well as the
ability of TD DFT methods to describe them, are the focus of
this contribution.

Accurate numerical values of transition dipoles between
excited states of molecules are important for predictions of
nonlinear photonic processes [5,6], such as excited-state ab-
sorption and two-photon absorption. States involved in these
processes are often not observable in linear absorption spec-
tra and appear to possess a strong double-excited character
[7-9]. The relation between two-photon absorption and other
nonlinear optical (NLO) properties of ground sates is pro-
vided by the sum-over-states (SOS) expression, derived
within the perturbation theory approach [10]. Several authors
[11-13] noticed that the first and second hyperpolarizability
values, obtained for the linear polyenes at semiempirical
theory levels within the SOS approach, are dominated by
contributions from a few, so-called “essential” states, so that
all other states can be excluded from consideration. This ap-
proximation appeared attractive for structure-property rela-
tionship schemes [14,15], but later ab initio studies [16,17]
reported it to be an oversimplification. In this contribution
we reinvestigate the matter using a more advanced correla-
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tion treatment, analyze the structure of the higher excited
states in details, and identify the approximations responsible
for disagreements between different ab initio approaches.

II. THEORY

We aim to focus on the valence m*-excited states, which
are primarily responsible for the second and higher polariz-
abilities of conjugated hydrocarbons. Linear all-trans poly-
enes are planar molecules of C,, symmetry, their 7 orbitals
belong to a, and b, irreducible representations. Configura-
tions (Slater determinants) describing the electron transitions
between the orbitals of the same symmetry contribute to A,
states, while transitions between the orbitals of different
symmetry contribute to B, states. Since the ground state is
1A,, one-photon transitions to B, states are dipole allowed
and to A, states are dipole forbidden in the one-photon re-
gime, while two-photon transitions are forbidden to B, states
and allowed to A, states. Besides spatial symmetry,  states
can be classified according to so-called alternacy, or particle-
hole, symmetry [18]. It is exact only with some model
Hamiltonians (Huckel or Parriser-Parr-Pople) and becomes
approximate after o-7 and second-neighbor interactions are
included. However, it is useful for an interpretation of tran-
sition dipoles from ab initio calculations.

Let us first introduce the shorthand notation 1,2,...,m
for the occupied and 17,2, ...,m’ for the vacant 7 orbitals,
with the highest occupied molecular orbital (HOMO) being 1
and the lowest unoccupied orbital (LUMO) being 1’. When
model Hamiltonians are used, the configurations m—n’ and
n—m' are degenerate and therefore contribute equally to the
state wave function. Their in-phase and antiphase linear
combinations give rise to plus and minus states [19]. The
valence bond theory description of in-phase states [20] in-
cludes a substantial contribution from ionic resonance struc-
tures, while for the antiphase states it does not. For this rea-
son plus and minus states are often called ionic and covalent,
respectively [21]. The actual sign of the amplitude for every
given configuration depends on the signs of singly occupied
orbitals included in this configuration and is assigned arbi-
trarily in most software packages. Hence, we will use ionic
and covalent notation, as plus and minus notation tends to be
misleading. Similar to spatial symmetry, alternacy symmetry
results in selection rules for one-photon transitions, as the
dipole transition moment between any two ionic states or
between any two covalent states is zero. The ground state
1A, behaves like a covalent state. The excited configurations
of the type m—m’ behave like ionic states for singlet-spin
states and covalent states for triplet-spin states. The doubly
excited configurations of mm—n'n’ type behave like cova-
lent states and mix with the singly excited covalent configu-
rations. This results in a multiconfigurational character of the
covalent 2A, state and explains why this state is strongly
stabilized, sometimes below the ionic 1B, state, of predomi-
nantly 1 — 1’ nature.

An ab initio description of molecular excited states typi-
cally starts with molecular orbitals, optimized in a self-
consistent field (SCF) procedure with a single Slater deter-
minant wave function of the ground state, known as the
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restricted Hartree-Fock (HF) method. Excited states can in
principle be described by single determinants (or two deter-
minants, for open-shell singlets), which are constrained to be
orthogonal to Slater determinants of the lower-lying states.
While this approach works reasonably well at the DFT level
[22,23], the HF description of excited states is generally in-
accurate. Instead, configuration interaction (CI) methods are
used, where one or more orbitals in the HF determinant are
substituted with unoccupied orbitals to form excited configu-
rations. The wave function of the system is expressed as a
linear combination of these configurations, and electronic
states are found by diagonalization of the Hamiltonian. All
possible substitutions in the HF determinant (denoted excita-
tion operators R in the following) yield the full configuration
interaction [full CI (FCI)] method. It gives an exact solution
to the Schrodinger equation for a given atomic basis [24].
The exponential growth of the computational effort with the
size of the system makes FCI attainable only for very small
molecular systems, and for practical reasons various trunca-
tion schemes are introduced. The simplest scheme restricts
the expansion of the wave function to single substitutions [CI
singles (CIS)]; another one limits the substitutions to singles
and doubles (CISD). To reduce the computational effort, the
amplitudes for double substitutions can be evaluated pertur-
batively (instead of the variational approach), resulting in the
CIS(D) method [25]. When applied to the ground state, the
method is known as MP2 (Mgller-Plesset second-order per-
turbation) theory. Second-order algebraic diagrammatic con-
struction [ADC(2)] presents yet another perturbation correc-
tion method, where the correction is applied to the matrix
elements before solving CIS equations [26]. The variational
CISD description for the ground state is known not to be
size-consistent, which decreases its accuracy for dimers and
larger molecules. In order to maintain size consistency, some
of the higher excitations must be added to the wave function
in the form of products of single and double-excited configu-
rations. This approach results in coupled cluster expansions
(CCSD, CC2, etc.) [27]. At the moment couple cluster meth-
odology provides arguably the best accuracy/cost ratio
among wave-function-based methods. CCSD expansion is
applied to both ground and excited electronic states in
symmetry-adapted cluster CI (SAC-CI) method [28,29]. The
order of the general excitation operator R (defining a SAC-CI
approximation level max R) can be limited to singles and
doubles (max R=2, or SD-R) [30], or extended up to sixth-
order (general-R) [29]. Both SD-R and general-R schemes
were shown to yield similar results for the 24, state of trans-
butadiene. This motivated us to adopt the SAC-CI (SD-R)
method as a benchmark ab initio method in the present study.

Another truncation of the FCI wave function limits sub-
stitutions in the HF determinant to a small number of impor-
tant orbitals, called the active space. When all substitutions
within this active space are included in the wave function,
the method is called the complete active space CI (CASCI)
method. In addition, the SCF procedure can be used to opti-
mize the orbitals for the state of interest, which constitutes
the CASSCF method. In order to have a uniform description,
the same set of orbitals is optimized sometimes for several
states of interest [state-averaged (SA) CAS]. The limited ac-
tive space describes the part of the electron correlation aris-
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ing from the few nearly degenerate configurations (so-called
static electron correlation). In order to account for dynamic
electron correlation, originating from many higher-lying
configurations, different extensions of the MP2 treatment to
the CASSCF reference are introduced [complete active space
second-order perturbation theory (CASPT2), multireference
Mgller-Plasset (MRMP), multireference quasidegenerate per-
turbation theory (MRQDPT), etc.]. As a more accurate and
computationally demanding alternative, single and double
excitations from the CAS reference can be included in
the wave function variationally [multireference singles and
doubles CI (MRD-CI)]. Size consistency is lost in MRD CI,
but it can be approximately recovered a posteriori using
Davidson’s correction [31]. To reduce the computational de-
mand, several elaborate techniques were introduced, includ-
ing difference-dedicated CI (DDCI) [32] and the restricted-
active-space method (RAS) [33]. Since the effect of electron
correlation on ionic and covalent states is distinctly different,
a balanced description of the valence excited states presents
a challenge. As of 2004, only two state-of-the-art ab initio
techniques (CASPT2 [34] and RASSCF [33]) were able to
quantitatively reproduce the experimental [35] difference of
-0.2 eV between vertical excitation energies to 1B, and 24,
states of hexatriene (Table S7 in Ref. [33]). Since CASPT2/
ANO excitation energies are available for all the molecules
considered in this contribution, they are used here for bench-
marking purposes.

Unlike the electron correlation, the changes in the basis
set seem to have a similar effect on ionic and covalent states.
However, this effect is distinctly different from the effect on
outervalent Rydberg states. Excited states of butadiene were
studied with the CASPT2 and MRMP methods using both
basis sets including [34] and excluding [36] diffuse and
Rydberg functions. From a comparison of these studies [37],
the energies of the valent 77" states are very similar and are
not affected by the absence of diffuse and Rydberg functions.
For this reason the basis sets DZp, TZ2p, and QZ3p, used
by Nakayama er al. [36] (and obtained from correlation-
consistent cc-pVXZ sets [38] by deleting the p functions on
hydrogen and f,g functions on carbon atoms), were adopted
in this study.

Detailed analysis of the wave function for higher polyenes
(including hexatriene and octatetraene) was reported at the
CASCI level [26] (while the corresponding excitation ener-
gies are reported at the CASCI MRMP level). According to
this analysis, the ground 1A, state has less than 15% and
the lowest excited 2A, state has close to 30% of double-
excited character, regardless of the number of double bonds
in the polyene. An even greater double-excited character
(60%—-80%) was obtained for a series of linear polyenes
with the ADC(2) method [26]. At the same time the double-
excited character of the ground 1A, state obtained with the
ADC(2) method increases linearly with the number of
double bonds (10% for three bonds to 25% for seven bonds).
From a comparison of CASCI-MRMP and CASPT?2 studies
one can notice that the choice of reference orbitals [restricted
HF (RHF) or CASSCF] does not have a large effect on the
state energies as long as dynamic correlation is taken into
account. The double-excited character of the states is, how-
ever, strongly dependent on the method used. It is important
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to note that both the double-excited character and transition
dipoles, reported in the works cited above, were evaluated
with the CAS wave function (before dynamic correlation is
taken into account). As will be discussed later, we found the
effect of dynamic correlation to be critical.

Density functional theory in Kohn-Sham (KS) formalism
[39] was the method of choice in solid-state theory for a long
time. It received recognition as a reasonably accurate first-
principles method for the ground states of large molecular
systems after the generalized gradient approximation (GGA)
was combined with a fraction of HF exchange (hybrid GGA)
[40]. Instead of a multiconfigurational wave function, the KS
DFT method accounts for electron correlation through the
exchange-correlation potential. In particular, the contribution
of double- and higher-excited configurations to the ground
state is included in the single-Slater-determinant KS descrip-
tion implicitly. It was shown that the exact electron density
obtained in multireference ab initio methods (such as full CI)
can be mapped onto an effective single-particle KS descrip-
tion even for molecules far from equilibrium [41]. The
ground-state wave function is simply not available in DFT
for the analysis, and the single-determinant describes a hy-
pothetical system of noninteracting electrons used in KS
theory, rather than the molecular system of interest. Despite a
single determinant appearance, DFT is not a single-reference
method. This statement becomes apparent when Fermi
broadening is applied to occupation numbers and these frac-
tionally occupied KS orbitals are compared with natural or-
bitals, obtained in one of the wave-function-based methods
[42]. From a practical standpoint, approximate hybrid
exchange-correlation functionals (such as the Becke three-
parameter Lee-Yang-Parr (B3LYP) hybrid functional [43])
produce energies close to coupled-cluster results in quality
[40]. There are several extensions of DFT developed to de-
scribe the excited states. One approach is to use multirefer-
ence strategies, described above [44—47]. More often, how-
ever, DFT is combined with a time-dependent perturbation
theory approach, which we shall briefly describe next.

Instead of obtaining lowest-energy solutions to the
Schrodinger equation based on the variational principle, the
excited states can be described by a time-dependent pertur-
bation theory treatment as the response of the molecular sys-
tem to the external electric field [48]. Several formalisms
have been developed to obtain excitation energies and tran-
sition dipoles directly [49], including equation-of-motion
(EOM) and polarization propagator approaches. When the
ground state is described with the HF method and terms
higher than linear in external filed are neglected [linear re-
sponse (LR)], the approach is called the time-dependent
Hartree-Fock (TD HF) method, also known as the random
phase approximation (RPA). When applied to the DFT
ground state [50,51], the LR approximation is often called
LR DFT, or TD DFT. The LR DFT method results in a non-
Hermitian eigenvalue problem

olt] 1
vl (1)

5 2

solution to which is the excitation energies (), and transition
density matrices &, for the ground—to—excited-state transi-
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tions. In the basis of occupied (i,j) and vacant (a,b) KS
orbitals of o, 7 subsets (o, 7=a, B), the transition density is
block diagonal with the occupied-vacant X=(§),, and vacant-
occupied Y=(¢),; blocks being nonzero. The matrices A and
B are defined as

Aaio’,bj7'= 5ab5ij50'7' Eq— 8[) + Kaia,bjr’

Baia’,bjfz Kaio’,jbf' (2)

For the hybrid DFT with cyg fraction of HF exchange, the
coupling matrix K is expressed through the second deriva-
tives of the exchange-correlation functional w and Coulomb
and exchange integrals as

Kai<r,bjT: (1 - CHF)(ia|W|jb) + ( la|]b) - CHF5(TT( ab|l])
(3)

The RPA or TD HF equation is then a limiting case with
cyr=1, where the matrix A consists of interactions between
two singly excited configurations (a<«i|H|b+<j), also
known as the CIS Hamiltonian. The matrix B includes, by
virtue of swapping indices, the excitations from virtual to
occupied molecular orbitals (MOs) (deexcitations) of the
form (a <« i|H|j+ b). Mathematically, they are equivalent to
the matrix elements between the ground and doubly excited
states [52]. Thus, LR DFT accounts for double excitations in
two ways: implicitly, though the exchange-correlation func-
tional, and explicitly, through the deexcitation matrix B.

Sometimes an additional approximation is introduced in
the LR formalism. It is called the Tamm-Dancoff approxima-
tion (TDA) [53,54] and consists in neglecting the deexcita-
tion matrix B in Eq. (1). When applied to the HF ground
state, it is equivalent to the configuration interaction method
limited to singles (CIS). The double-excitation character is
included in the TDA DFT formalism only implicitly through
the approximate exchange-correlation (XC) potential. The
TDA was found to be accurate when the exact XC potential
was restored from the exact electron density in systems close
to equilibrium [55] (but not when the covalent bond is
stretched [4]). To a certain extent, the TDA may correct de-
ficiencies in the approximate XC functionals [54].

In practice, an implicit account of double excitations was
found to be more important than the role of the deexcitation
matrix. For instance, a study of excited states in the radicals
[56] demonstrated that TD DFT gives results comparable to
the TD HF method for single-excited states and more accu-
rate excitation energies for double-excited states. The results
for linear polyenes were mixed. Several studies [3,37,57]
reported correct state ordering only with pure XC functionals
(and not with more accurate otherwise hybrid functionals),
combined with the TDA and diffuse basis functions. Both
successes and failures of LR DFT to describe potential en-
ergy surfaces of both single- and double-excited states, coni-
cal intersections between the states, and photochemical
transformations have been reported [58—-60].

Alternative approaches, taking one lowest double-
excited state into account explicitly at the LR level, have
been recently developed. Spin-flip DFT [61] and noncol-
linear XC with spin-flip excitations [62] methods use a
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(HOMO)!(LUMO)' triplet as the reference state and obtain
both ground and double-excited states as single excitations.
Another approach, called dressed TD DFT [63], introduces
frequency dependence into the exchange-correlation kernel
(nonadiabatic approximation to TD DFT) by means of add-
ing matrix elements involving double-excited (HOMO)?
— (LUMO)? configurations into matrices A and B of Eq. (1).
As a result, the 2Ag state acquires double-excited character
and its energy is considerably lowered. Although double ex-
citations could be included in extended or higher-order RPA
formalisms [64], these methods have not received wide at-
tention. Instead, the LR approximation has been applied to
correlated ground states, including MCSCF [65], and CC
[66-68].

We will next focus on transition dipole moments. In LR
DFT they are readily obtained as a convolution of the dipole
moment operator with the transition densities:

Mo =Tr(pé,). (4)

State-to-state transition dipoles p,, g do not appear in the LR
approximation, unless the excited state « is taken as the ref-
erence state. In order to obtain the expressions for p, g, one
has to extend time-dependent perturbation theory to the qua-
dratic response (QR). This extension was initially developed
[69,70] for HF and MCSCF reference states using an explicit
exponential unitary time-dependent transformation. The re-
sults of the perturbation treatment were expressed in terms of
response functions (first-, second-, and third-order correc-
tions to the expectation values of an arbitrary operator).
Many molecular properties may be extracted form single and
double residues of these response functions [71] at the reso-
nant frequencies (poles of the response function). Specifi-
cally, the transition dipole between the excited states can
be expressed through the ground-state dipole moment u,, ,,
ground-to—excited-state dipole moments p, and pg, and
second residue of the dipole quadratic response function with
two electric dipole perturbations u” and u¢ [70]:

Mo = 10,008~ (/J«Z,U«;g)_l lim [ lim (0, - wp)

(I)h*)—wa (I)C*?(,Uﬂ
X 1, uN(wp + @,). (5)

Substitution of the LR values in place of dipoles evaluated
with the exact states leads to summation over a large number
of states. The explicit summation can be replaced by an it-
erative solution of the linear equations [70], which may be
recast [72] in a form similar to Eq. (1). Luo et al. studied
butadiene, hexatriene, and octatetraene at the QR HF level
[16]. They found that the 1B, state dominates the linear spec-
tra, while three or four A, states (depending on the basis set)
that have large transition dipoles from the 1B, state appear
on two-photon absorption spectra with a maximum near 1.5—
1.7 of the band gap (excitation energy of the 1B, state).
Quadratic response theory combined with DFT was also used
for simulations of two-photon absorption spectra of other
chromophores [73]. The quadratic response formalism, ex-
tended to CC [74] and DFT [75-77] reference states, is
implemented using the DALTON suite of programs [78].
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TABLE 1. Excitation energies AE (eV) for the lowest 7 states of all-frans butadiene for the SAC-CI
method (maxR=4) with different basis sets in comparison with experiment and the best ab initio results
[CAS PT2 with atomic natural orbitals (ANO) basis set].

SAC-CI (maxR=4) CAS PT2 Experiment
Excited state /DZp /aug-DZp /TZ2p Jaug-TZ2p /QZ3p /ANO
1B, 6.90 6.21 6.60 5.55 6.43 6.06,6.23"  6.25.5.92¢
2B, 11.77 10.20 11.17 10.90
24, 7.46 6.90 7.28 6.34 7.19 6.27
34, 9.40 8.00 8.88 7.41 8.63
4A 12.54 12.47 12.19

8

aReference [84].
PReference [34].
“Reference [85].
dReference [86].

An alternative formulation of time-dependent perturbation
theory for excited states is known as the coupled electronic
oscillator (CEO) approach [79,80]. It uses a density matrix
(Liouville space) representation and is based on the Heisen-
berg equation of motion for the ground-state density. It was
recently extended from the HF to DFT reference state [81].
When only the terms of the first order in the external field are
retained, Eq. (1), equivalent to the LR formalism, is ob-
tained. In a second-order approximation, the solutions are
sought in the basis of LR transition densities. As a result,
linear excitations remain unchanged in the quadratic formal-
ism and combined states 3§, of double-excited nature are
added to the picture. The excitation energy for each of these
new states is equal to the sum of single excitations:

Qaﬁ= Qa+QB' (6)

The second-order CEO gives the transition dipole between
the ground and this double-excited state as

perm
Vap—yity
Boap= 2 Tilull - 2p)E,ég1+ 2, (
b ap g >0 Qw"'ﬂﬁ_ﬂy

Vv -
__a.fiﬂy_). 7)
Q,+Qs+Q,

Here the first summation runs over symmetrized permuta-
tions of the indices, the second summation runs over all ex-
cited states, I is the identity matrix, p is the ground-state
density matrix, and V4, is the exchange-correlation cou-
pling term expressed via Kohn-Sham operators V(&) on tran-
sition densities:

perm

Vapor= 5 S T 2p)ELV(E)] ®)

aﬁy

Further, the transition dipole between the double-excited
state and any other excited state is zero unless the other state
presents one of the components of this double-excited state:
0. 9)

Iu“a,ozﬁ = /*LB’ Iua,ﬁ"y =

The transition dipole between two single-excited states is

perm
: V_apylhy
tap= 2 Tilp( - 2p)E 8]+ 2 (
= A\ -0, +05-Q,

V.
ampeboy 10
T 0,-0,-0 ) (o)

Thus, in the second-order CEO the first double-excited state
of (HOMO)?— (LUMO)? type is always twice higher in en-
ergy than the HOMO — LUMO excited state and (unlike in
wave-function-based methods), it never mixes with single
excitations. The perturbative treatment can be further ex-
tended to correct the states, which leads to a mixing of
single, double, and triple excitations within the TD DFT for-
malism [Egs. (G5)—(G7) in Ref. [81]]:

Y

V
—_— —a—p—
> T aoaa

¢V =lg) -
3! agys0 Lot Qg+ Q

a agaylgx), (11)

¢(1)_a 120 +_E —C'—.B_—L

ayal)go. (12)
2l gm0 Qo= Q- R

(2) _ _ ——QL 7
P =apa’)ed +2,§0_ 0,10, Hgdo
1 \%
— Il SN
+ -2 ( ~0,-0,%

14
_Vesr 13
+QB Q,- 0, )abaglgx), (13)

where [g)o. a}lg). abablgdo. and alajallg), stand for the
ground, single-, double-, and triple-excited states of the un-
coupled system, respectively.

Double-excited states do not appear when the TDA is in-
voked, and exchange-correlation coupling terms V ,z_,, van-
ish. As a result, state-to-state transition dipoles coincide with
the ones obtained in the CIS method, defined by the first
term of Eq. (10). One can also apply the TDA and annihilate
the Y component of the transition density a posteriori after
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the LR equation had been solved. Thus, excitation energies
and ground-to—excited-state transition dipoles remain unaf-
fected, while CIS formulas are applied to calculate state-to-
state transition dipoles and differences between the unrelated
and ground-state dipole moments:

o p=Trl I = 2p) €, £5],

Ao =Tr{u(l - 2p)€,£,],

-] Y
=1, | (14)

In addition, the double-excited states are introduced with the
following excitation energies and transition dipoles:

QO(B = Qa + QB,
HMo.ap= Tl u(l = 2p)&.ép],

lu'a,ﬁy=0' (15)

We will call this scheme the a posteriori Tamm-Dancoff
(ATDA) approximation; it is intermediate between the TDA
and full second-order TD DFT CEO. The ATDA allows one
to calculate second-order properties without solving the
equations of full QR DFT using a simple modification to
existing LR codes. Unlike QR DFT, the ATDA inherits
double-excited states from the second-order CEO formalism.
In this contribution we examine the effect of the ATDA and
TDA on transition dipoles between excited states and com-
pare the numerical values with the ones obtained at higher
theory levels.

Ma,tlﬁ = Iu’ﬁ’

III. COMPUTATIONAL DETAILS

For all SAC-CI and TD B3LYP calculations the GAUSSIAN
2003 suite of programs was used [82]. General-R, maxR=2,
and full-R generation options were used in the SAC-CI
method to include double-excited states in the initial guess.
SAC-CI excitation energies on CASSCF orbitals are ob-
tained wusing a second job step with options SCF
=MaxCycles=-1 Guess=read I10p(5/13=1, 8/42
=10, 8/11=1, 8/46=1). State-to-state transition dipole
moments at the ATDA B3LYP level were obtained with a
locally modified version of the GAUSSIAN 2003 code. Prop-
erties of the double-excited states in the ATDA were coded
according to formulas (14) and (15) and added to the list of
LR states. Transition dipole moments at the QR-B3LYP level
were calculated with DALTON 2.0 [78]. The basis sets DZp,
TZ2p, and QZ3p, due to Nakayama er al. [36], were obtained
by deleting the p,d functions on hydrogen and f, g functions
on carbon from the correlation-consistent cc-pVXZ basis sets
[38]. Diffused basis functions from aug-cc-pVXZ basis sets
were used without alterations.

IV. RESULTS AND DISCUSSION

First, we verify the accuracy of the SAC-CI (SD-R)
method to describe the valent excited states in butadiene.

PHYSICAL REVIEW A 77, 012510 (2008)

Several lowest excited 77" states are presented in Table I.
Increasing the size of the basis set from DZp to TZ2p and
QZ3p uniformly lowers the excitation energies by about 0.5
eV and essentially converges at QZ3p level, in agreement
with MRMP results [36]. The remaining stabilization energy
of the excited states (as compared to CASPT2/ANO [32]) is
recovered when the basis set is augmented with diffused
functions. However, diffused basis functions increase the
computational costs for octatetraene beyond the present ca-
pabilities. Moreover, they complicate the wave function
analysis and may result in appearance of intruder states [83].
For these reasons we limit the further discussion to the
SAC-CI (SD-R)/DZp theory level, bearing in mind that it
overestimates the excitation energies by about 1 eV for the
lowest 77" states.

The results for the singlet 77" states of butadiene,
hexatriene, and octatetraene are presented in Tables II-IV
and Fig. 1. Comparison of the SAC-CI (maxR=2) values for
butadiene with the SAC-CI (maxR=4) values from the first
column in Table I shows that including the higher excited
configurations (up to quadruple excitations) does not have
any appreciable effect on the excitation energies in agree-
ment with previously published SAC-CI results [28,29].

Close examination of the major configurations in the
SAC-CI wave function reveals that alternacy symmetry clas-
sification into ionic and covalent states approximately holds.
Out of two linear combinations of (i-j') and (j-i") determi-
nants, the covalent combination is lower in energy and con-
tains larger contribution from the double excitations. The ac-
tual signs of the amplitudes depend on the phase of the
molecular orbitals and are therefore arbitrary. In Table III, for
example, the ATDA B3LYP 2B, and 3B, states appear as
minus and plus states, but are identified as covalent and ionic
states, respectively based on excitation energies and transi-
tion dipole values. For covalent A, states, one can observe
the large transition dipole from the ionic 1B, state. For co-
valent B, states, transition dipoles from the covalent ground
state are much lower than for ionic B, states according to
alternacy selection rules. As can be seen from the SAC-CI
wave function analysis, this stabilization of the covalent ver-
sus ionic state corresponds to a 7%—14% contribution from
the leading double-excited configuration, while this contribu-
tion is found to be insignificant in ionic states. The same
stabilization is paralleled by both CIS(D) and TD DFT exci-
tation energies. For instance, in hexatriene (Table III) the CIS
covalent 2B, state is 0.5 eV above the ionic 3B, state and the
CIS(D) covalent 2B, state is 1.5 eV below the ionic 3B,
state. Similarly, the ATDA covalent 2B, state is 1 eV lower
than the ionic 3B, state. While this stabilization is achieved
through perturbative correction for double excitations in case
of CIS(D), it is afforded by means of an exchange-
correlation potential in the case of TD DFT. A comparison of
SAC-CI with CIS results, where covalent states are system-
atically destabilized with respect to ionic states, is especially
instructive.

Thus, analysis of the SAC-CI wave function, which in-
cludes both static and dynamic electron correlations, shows
that the double-excited character of 2A, and other lower-
lying covalent states in the linear polyenes is relatively weak
(less than 20%) and these states can be therefore classified
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TABLE II. Excitation energies AE (eV), major contributing configurations, and % contributions of the leading double-excited configurations for the lowest 7 states of all-trans
butadiene. Transition dipoles u (a.u.) from the ground state to nB, states and from 1B, to nA, states are also reported. All basis sets are DZp. The benchmark values of excitation energies
obtained at CAS PT2/ANO are taken from Ref. [84].

CIS CIS(D) SAC-CI (SD-R) ATDA B3LYP QR  CASPT2
B3LYP /ANO

State AE (eV) Configurations u (a.u.) AE (eV) AE (eV) Configurations % D p(au) AE (eV) Configurations p(au) w(auw) AE (eV)
1B, 6.66 (1-1") 2.661 6.77 6.86 (1-1") 0 2.291 5.94 (1-1") 2.131 6.06
2B, 12.15 (2-2") 0.784 11.33 11.72 (2-2")+(11-1"2") 2 0.874 10.33 (2-2") 0.706
3B, - - 15.31 (11-1'2")=(12-1"1") 78 0.17 1451 (1-1')((1-2")=(2-1"))
24, 966  (1-2)+(2-1") 2682 795 751 (2-1")+(1-2")+(11-1"1") 13 1.695  7.11 (2-1")+(1-2") 1485 1293 6.27
3A, 9.03 (1-2")-(2-1")  0.112 9.28 9.41 (1-2")—(2-17") 0 0.306 8.57 (1-2")-(2-1") 0.086 0.199
44, - - 12.65 (2-1")+(1-2)=(11-1"1") 53 2698  11.89 (1-1")(1-1") 2.131
3Ag - - 16.71 (12-1"2")+(22-1"1")+(11-2"2") 83 0.557 16.28 (1-1")(2-2") 0.706

TABLE III. Excitation energies AE (eV), major contributing configurations, and % contributions of the leading double-excited configurations for the lowest 7 states of all-trans
hexatriene. Transition dipoles w (a.u.) from the ground state to nB, states and from 1B, to nA, states are also reported. All basis sets are DZp. The last column presents benchmark values
of excitation energies at the CAS PT2/ANO theory level from Ref. [34]. Experimental values are given in parentheses.

CIS CIS(D) SAC-CI (SD-R) ATDA B3LYP QR B3LYP CAS PT2 /ANO
State AE (eV) Configurations w©(au.) AE (eV) AE (eV) Configurations % D w (au.) AE (eV) Configurations w(au.) w(au.) AE (eV)
1B, 559 (1-17) 2353 5.62 5.58 (1-17) 0 3.108 48 (1-17) 2,986 5.01(4.95%
28, 957 (3-11)+(1-3") 0.130 7.76 7.8 (3-1)+(1-3")=(12-171")+(11-1'2") 12 0.075 7.04 (3-1")=(1-3") 0.032
3B, 9.05 (13)=(3-1")+(2-2") 0310 9.20 9.19 (B-11)-(1-3") 0 0.385 7.99 (13)+(3-1") 0217
4B, 1132 (2-2")=(3-3") 0581 10.13 10.46 (2-2)+(11-1'2")=(13-1'2") 5 0.946 8.86 (2-2) 0.836
5B, 14.30 (2-2)+(3-3") 0578 11.85 12.70 (3-3")=(12-1'3")+(13-1'2") 5 0.868 11.06 (3-3") 0.748
24, 8.58 (1-2)=(2-1") 3.705 6.91 6.38 (2-1)-(1-2)+(11-1'1") 12 2758 581 @-1)+(1-2") 2172 1767 5.19(5.21"%
34, 7.99 (1-2)+(2-1") 0.779 7.90 8.08 (1-2)+(2-1") 0 0415 718 (1-2)-(2-1") 0262 0.244
4a, 13.89 (2-3)+(3-2") 0387 10.84 10.45 (2-3")+(3-2") 8 0478 9.47 (3-2)+(2-3") 0.194 2.890
54, 1112 (2-1)=(1-2")=(11-1'1") 45 4033 9.6 (1-1)(1-1") 3.108
64 1167 (23)-(3-2") 0.105 10.73 11.16 (3-2)-(2-3") 1 0.144 99 (3-2)-(2-3") 0.031 0.290

8

Reference [87].
PReference [88].
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(3-47)=(4-3")=(2-3")+(13-1"1")

12.56
11.61

12.67

0.078

(3-41)-(4-3")

(3-47)+(4-3")
(3-2)+(2-3")

0.024

(4-3")
(2-3")-(3-2")

(1-1")((2-2") = (1-3")+(3-1"))

0.496

0.019

0.035

97

0.556
0.694

(3-27)+(2-3")+(4-3") +(13-1'1")
(4-17) = (1-4")+(12-1"2") + (11-1'3") + (13-1"1")

0.490

0.506

11.10
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as predominantly single excitations. This is in contrast
with ionic states that have purely single-excited character.
Some of the higher-lying states, however, have considerably
higher contributions of the doubly excited configurations
(40%—-80%). Excitation energies of these states are close to
the sum of the excitation energies of the respective predomi-
nantly single-excited states. Even though doubly excited
configurations appear to contribute much less than 100% to
the wave function, this contribution is more than twice
greater than the one observed in predominantly single-
excited states. Thus, these states can be interpreted as pre-
dominantly double excited. This interpretation is confirmed
by the trends in excitation energy and transition dipoles, as
described below. Thus, single and double excitations in lin-
ear polyenes at equilibrium geometry are separated by a gap
in double-excited character (below 20% and above 40%). It
is conceivable that far from equilibrium geometry this obser-
vation may no longer hold.

Let us consider the 4A, state of butadiene as an example.
According to the Table II, 44, has excitation energy of 12.6
eV, approximately twice the excitation energy for 2B, state
(6.8 V). Meanwhile, its leading configuration (11-1"1") cor-
responds to the double HOMO-LUMO excitation (1-1'),
which is the leading configuration in the 2B,, state. Similarly,
the 3B, state of butadiene with leading configurations of
(11-1'2")=(12-1"1") originates from the product of singly
excited 1B, (1-1') and 3A, (1-2")-(2-1’) states. Its excita-
tion energy of 15.3 eV is nearly equal to the sum of the
respective excitation energies of 6.8 and 9.4 eV.

The relationships observed in SAC-CI results are closely
resembled by the ATDA B3LYP level of theory. The 24, and
other states, found to be predominantly single excitations
with the SAC-CI method, were found to have excitation en-
ergies closer to benchmark values than uncorrected SAC-CI/
DZp values. Unlike CIS(D) and SAC-CI results, covalent
states are stabilized relative to the corresponding ionic states
without explicitly including double-excited configurations in
the description. This confirms that the same electron correla-
tion effects, which are described by double-excited configu-
rations in the wave function, are accounted for by the ap-
proximate exchange-correlation functional B3LYP. On the
other hand, the states, interpreted as predominantly doubly
excited, are well reproduced by the second-order CEO exten-
sion to TD DFT, after Egs. (6)—(10) are simplified with an a
posteriori Tamm-Dancoff approximation. These states are
completely absent in the list of CIS and CIS(D) states. It is
necessary to stress that double-excited states are not present
in the output of standard computer codes implementing TD
DFT in both linear or quadratic response.

Transition dipole moments calculated with ATDA DFT
are in better agreement with SAC-CI values than CIS ones.
They also compare favorably with QR DFT results. While
ground to B, transition dipole moments are the same in the
ATDA and QR DFT methods (being LR values), 1B, to nA,
transition dipoles are different. Ionic states are almost
equally dark with the QR and ATDA. Covalent A, states of
mostly single-excited character are bright in the SAC-CI
model, darker with the ATDA, and even darker with the QR.
Covalent states of mostly double-excited character are com-
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FIG. 1. (Color online) Transition dipole moments from the 1B, state to the manifold of nA, excited states of all-trans octatetraene with
excitation energies below 16 eV calculated using different active orbital space: (a) SAC-CI method (maxR=2) in full RHF orbital space
(default option for SAC); (b) SAC-CI method (maxR=2) in m-only active RHF orbital subspace; (c) SAC-CI method (maxR=4) in m-only
active SA CASSCF(8.,8) subspace, averaged over 14,, 1B,, and 24, states; and (d) SAC-CI method (maxR=4) in full SA CASSCF(8.8)

space.

pletely absent in the QR, but their transition dipoles are bor-
rowed by other states close in energy. In octatetraene as
many as four states borrow their intensity from this missing
double excitation and need to be summed together for fair
comparison with the SAC-CI values. Even with this in mind,
ATDA values are still closer to SAC-CI ones. According to
Eq. (9), the transition dipole moment between the single- and
double-excited states (including this singly excited state as
its component) is equal to the one from the ground to the
second component of the double-excited state. SAC-CI tran-
sition dipole values between respective states are close to
this CEO relationship, which confirms our classification of
covalent states into predominantly single and predominantly
double excitations.

The SAC-CI results on the double-excited character and
transition dipoles are somewhat in disagreement with
CASSCF and CASCI data, cited previously. In order to in-
vestigate the differences between SAC-CI and CASSCF
wave functions and transition diploes, we plotted 1B,-nA,
transition dipoles for octatetraene, using the standard
SAC-CI (maxR=2) method [Fig. 1(a)] and SAC-CI (maxR
=2) methods with only four 7 and four lowest 7* orbitals in
the correlated window [Fig. 1(b)]. While only two states (
2A, and the first predominantly doubly excited 6A,) domi-
nate the SAC-CI picture obtained in full orbital space, the
2A, becomes less important and other states become more
important. This trend is much more pronounced when RHF
orbitals (used by default in the SAC-CI method), were re-

placed with the orbitals optimized by state-averaged
CASSCF method [Fig. 1(c)], similar to the protocol used by
Beljonne et al. [17] Along with the drastic reduction of the
transition-state dipole moment, the double-excitation charac-
ter of the 2A, state increased to 24%. Both observations are
in agreement with published CASSCF results. Finally, when
all CASSCF orbitals are used in the SAC-CI (maxR=4)
treatment [Fig. 1(d)], the picture closely resembles the origi-
nal one, with only two essential mAg states remaining.

Thus, we established that restricting the active space to 7
orbitals only and optimizing them with state-average tech-
nique increases both the mixing of the double-excited con-
figuration with single-excited ones and introduces drastic
distortions into the transition dipole moment values. The
richness of the excited-state absorption spectrum, reported
previously, turns out to be an artifact of the neglected dy-
namic electron correlation by using a limited active orbital
space. According to the full orbital-space SAC-CI method,
the absorption spectrum of the 1B, state in octatetraene is
dominated by the 2A, state and higher-mA, state with twice
as large transition dipole and energy nearly twice the band
gap (i.e., energy of the 1B, state). This is well reproduced by
the second-order TD DFT CEO formalism, approximated by
the ATDA method.

V. CONCLUSIONS

In this contribution singlet excited states in the short
linear polyenes are studied with a wave-function-based
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method SAC-CI, including a description of both static and
dynamic electron correlation. A, states are found to separate
into three groups: purely single, mostly single, and mostly
double excitations. The first excited-state absorption spec-
trum is dominated by two bright transitions 1B,-24, and
1B,-mA,, where mA, is a (HOMO)*-(LUMO)? transition.
Multiple bright states reported previously for the excited
state absorption spectra at the CASSCF level and used to
invalidate the essential states models are now found to be an
artifact of the limited active orbital space. A variation of the
second-order TD DFT method, named the a posteriori
Tamm-Dancoff approximation, was proposed. It consists of
solving the full linear response equations [Eqs. (1)—(4)],
evaluation of the difference permanent and state-to-state
transition dipoles with Eq. (14), and calculation of excitation
energies and transition dipoles for double-excited states as
combinations of respective linear response values according
to Eq. (15).

When our definition of predominantly double excitation is
used (above 40% contribution of the double-excited configu-
ration), excited states of linear polyenes at equilibrium ge-

PHYSICAL REVIEW A 77, 012510 (2008)

ometry do not present a continuous mix of single and double
excitations. This however may happen away from equilib-
rium, such as transition states to isomerization and conical
intersections. One would expect that mixing of singly and
doubly excited states according to Egs. (11)—(13) may de-
scribe excited states better than the ATDA in those cases.

For the equilibrium geometries considered here, the
ATDA DFT numerical results were found to be in better
agreement with SAC-CI values than QR DFT ones. We rec-
ommend ATDA DFT for calculation of the nonlinear optical
properties of conjugated chromophores. This work is pres-
ently underway.
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