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ABSTRACT 

The observation of any atomic and molecular dynamics requires a probe that has a 

timescale comparable to the dynamics itself. Ever since the invention of laser, the temporal 

duration of the laser pulse has been incrementally reduced from several nanoseconds to just 

attoseconds. Picosecond and femtosecond laser pulses have been widely used to study molecular 

rotation and vibration.  

In 2001, the first single isolated attosecond pulse (1 attosecond = 10-18 seconds.) was 

demonstrated. Since this breakthrough, “attoscience” has become a hot topic in ultrafast physics. 

Attosecond pulses typically have span between EUV to X-ray photon energies and sub-

femtosecond pulse duration. It becomes an ideal tool for experimentalists to study ultrafast 

electron dynamics in atoms, molecules and condensed matter.  

The conventional scheme for generating attosecond pulses is focusing an intense 

femtosecond laser pulse into inert gases. The bound electrons are ionized into continuum through 

tunneling ionization under the strong electrical field. After ionization, the free electron will be 

accelerated by the laser field away from the parent ion and then recombined with its parent ion 

and releases its kinetic energy as a photon burst that lasts for a few hundred attoseconds.  

According to the classical “three-step model”, high order harmonic will have a higher cutoff 

photon energy when driven by a longer wavelength laser field. Compared to Ti:sapphire lasers 

center at a wavelength of 800 nm, an optical parametric amplifier could offer a broad bandwidth 

at infrared range, which could support few cycle pulses for driving high harmonic generation in 

the X-ray spectrum range.  



iv 

In this work, an optical parametric chirped-pulse amplification system was developed to 

deliver CEP-stable 3-mJ, 12-fs pulses centered at 1.7 micron. We implement a chirped-pump 

technique to phase match the board parametric amplification bandwidth with high conversion 

efficiency. Using such a laser source, isolated attosecond pulses with photon exceeding 300 eV 

are achieved by applying the polarization gating technique at 1.7 micron. The intrinsic positive 

chirp of the attosecond pulses is measured by the attosecond streak camera and retrieved with 

our PROOF technique. Sn metal filters with negative dispersion were chosen to compensate the 

intrinsic attochirp. As a result, isolated 53-attosecond soft x-ray pulses are achieved. Such water 

window attosecond source will be a powerful tool for studying charge distribution/migration in 

bio-molecules and will bring opportunities to study high field physics or attochemistry. 
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CHAPTER 1 - INTRODUCTION 

 

Since the laser was invented in year 1960 [1, 2], people have, for the first time, access to 

a stable electromagnetic source, which is coherent in both space and time. The first laser pulses 

have a pulse duration of 10 µs. It was not long later that scientist invented Q-switch [3] and 

mode locking techniques[4] which have shorted the pulse duration to nanoseconds (10-9 s), 

picoseconds (10-12 s) and even femtoseconds (10-15 s). Various laser amplification technologies, 

especially the chirped pulse amplification technique[5], allowed one to achieve high power short 

pulse without damaging the optics duration amplification process.   

The improvement in laser technologies have given people new tools for scientific study, 

especially in the field of ultrafast science. As the laser pulse durations get shorter in time, one 

can use such source to excited or probe dynamics that occur on a comparable time scale. Figure 

1.1 shows the typical time scale for certain atomic and molecular dynamics [6-9]. 
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Figure 1.1 Time scales for different dynamics in atoms and molecules. (a) Molecule 

rotational motion period is in the time scale of picoseconds. (b) Molecule vibration period is 

in the time scale of femtosecond. (c) Electron dynamics inside an atom is in an even shorter 

time scale of attosecond. 

 

Unlike picosecond or femtosecond laser pulses which are generated using mode-locking 

technique in optical gain media. The generation of attosecond pulses is based on an extreme 

nonlinear process. The observation of the first attosecond pulses was in 2001[10], when 

researchers detected a train of 250 as pulses resulting from the superposition of a few adjacent 

high harmonics. Since then, attosecond science has progressed substantially. To produce 

attosecond pulses, a typical driving laser intensity of 1014 W/cm2 is required for interaction with 

gas media and attoseond pulses could be achieved through a process called high harmonic 

generation (HHG)[11]. For the past decade. Ti:sapphire lasers centered at 800 nm with 

femtoseconds pulse duration were widely used as the driving source for HHG and attosecond 

science[5, 12]. However, the HHG process will repeat itself every half-optical cycle, and hence, 
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a train of attosecond pulses will be generated when using few-cycle driving laser.  From 

application point of view, to reach attosecond time resolution, an isolated attosecond pulse is 

preferred for experiments, such as attosecond transient absorption using pump-probe technique.  

This leads on to another topic of isolating a single attosecond from each laser driving pulse. 

Several attosecond gating methods have been proposed and proven reliable [13-19].  

In this dissertation, Chapter 2 introduces the HHG principle and compares different 

gating methods for generating an isolated attosecond pulse. Chapter 3 introduces the IR OPCPA 

laser system in iFAST lab. Chapter 4 focus on the polarization gating (PG) technique we use 

with 1.7 µm laser to generate soft X-ray attoseond pulses. Chapter 5 introduces the attosecond 

streak camera setup for characterizing the isolated attosecond pulse and the PROOF method for 

retrieving the attosecond pulse. Finally, in Chapter 6, a summary of the entire thesis is given and 

an outlook for future progress is discussed. 
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CHAPTER 2 - HIGH HARMONIC GENERATION 

 2.1 The principle of high harmonic generation (HHG) 

 

The first high harmonics were observed in the late 1980s [20, 21]. By focusing a 1067 nm 

50 picosecond laser into an argon gas target, odd-ordered harmonics of the fundamental 1067 nm 

were observed. It was not until 1993 that the well-known “three step model” was proposed by 

Corkum [11]. This model gives a semi-classical picture of how the HHG results from the 

recombination of a photo-ionized electron with its parent ion. 

In order to generate high-order harmonics, an intense laser pulse is first focused into a 

noble gas. When the driving electric field reaches one of its maximum amplitudes, the Coulomb 

barrier of the laser-dressed parent atom is greatly reduced. (Figure 2.1) As a result, a bound 

electron is able to tunnel-ionize through the potential barrier Ip and reach the continuum stage. 

This process – ionization – is the first step of the three-step model, and is typically treated using 

quantum mechanical methods. 

 

 

Figure 2.1 The Three Step Model of HHG 
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To determine if the bound electron is ionized preferably through perturbative multiphoton 

ionization process or tunnel ionization proess, the Keldysh parameter γ [22] was introduced to 

distinguish the two process, and is defined as: 

 𝛾 = √
𝐼𝑝

2𝑈𝑝
                                                   ( 2.1 ) 

Where 𝐼𝑝 is the ionization potential of the target atoms, 𝑈𝑝 is the ponderomotive energy that 

indicate the average quiver energy of free electron in a laser field: 

 

𝑈𝑝 =
𝑒2𝐸0

2

4𝑚𝑒𝜔
2                                                           ( 2.2 ) 

Where 𝑒 and 𝑚𝑒 are the electron charge and mass, 𝐸0 and 𝜔 are the driving laser amplitude and 

angular frequency. When the laser intensity is small (< 1013 W/cm2), 𝛾 ≫ 1 and multi-photon 

ionization is dominant. When the laser intensity increases, 𝛾 ≪ 1 and tunnel ionization process 

starts to be dominant. For a Ti:sapphire laser centered at 800 nm and a noble gas target with 𝐼𝑝= 

10~20 eV, a focus intensity of 1014 W/cm2 will ensure that the tunnel ionization is the dominant 

process.  
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Figure 2.2 Atomic ionization under different laser intensity. (a) Multi-photon ionization: at 

a moderate laser intensity. The atomic Coulomb potential is unperturbed by the external 

electrical field. The ground-state electron is ionized by absorb multiple photons. (b) Tunnel 

ionization: the external electric field is strong enough to affect the Coulomb potential and 

potential barrier is formed for tunneling effect. 

 

Once the electron tunnels out of the binding potential, the Coulomb force from the parent 

ion can be neglected, and the electron can be treated as a free particle. The motion of the electron 

is modelled classically using Newton’s laws of motion: 

 

𝑎(𝑡) = �̈�(𝑡) =
𝑒𝐸0

𝑚𝑒
cos(𝜔𝑡)                                               ( 2.3 ) 

                            

𝑣(𝑡) = �̇�(𝑡) =
𝑒𝐸0

𝑚𝑒𝜔
[sin(𝜔𝑡) − sin(𝜔𝑡0)]                                    ( 2.4 ) 

   

𝑥(𝑡) =
𝑒𝐸𝑜

𝑚𝑒𝜔
2 [[cos(𝜔𝑡) − cos(𝜔𝑡0)] + 𝜔sin (𝜔𝑡0)(𝑡 − 𝑡0)]                        ( 2.5 ) 

 

Where 𝑡0 is the birth time of the electron.  
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One can simply treat the electron as a point-like particle under the influence of a strong 

laser field. The electron is initially accelerated away from the atom as the electric field remains 

pointing in the same direction during ionization. After roughly one quarter of a laser cycle, the 

diving pulse’s electric field changes sign and the electron may accelerate back towards its parent 

ion. Whether or not the electron could recombine with its parent ion depends on the time of 

ionization. The recombination event can be solved by using 𝑥(𝑡) = 0 for equation 2.5. 

Therefore, for a given ionization time 𝑡0 (0 < 𝑡0 < 0.25 𝑇0, 𝑇0 is the laser cycle), there is a 

corresponding recombination 𝑡. The relationship of 𝑡 and 𝑡0 do not have an analytical expression 

but can be fitted with: 

 

𝑠𝑖𝑛(𝜔𝑡0) = 𝑐𝑜𝑠 [
π

2
sin (

1

3
𝜔𝑡 −

π

6
)]                                              ( 2.6 ) 

 

 The fitting result is plotted in Figure 2.3 (a).  
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Figure 2.3 (a) Relationship between electron emission time and recombination time. (b) 

Final kinetic energy of recombined electron as a function of the emission time. 

 

The emitted HHG photon energy, typically in the extreme ultra violet regime (XUV), 

equals to the sum of ionization potential and returning kinetic energy: 

 

  ℎ𝑣𝑋𝑈𝑉(𝑡) = 𝐼𝑝 +
1

2
𝑚𝑒𝑣

2(𝑡) = 𝐼𝑝 + 2𝑈𝑝 [sin(𝜔𝑡) − sin(𝜔𝑡0)]
2               ( 2.7 ) 

 



9 

Since the relationship between 𝑡 and 𝑡0 is known, the relationship between recombination 

energy and emission time can be calculated. The result is plotted in Figure 2.3 (b). Notice that for 

a certain kinetic energy at recombination, there are two corresponding emission times [23, 24], 

the electron emitted during 0 < 𝑡0 < 0.05 𝑇0 will recombine during  𝑇0 > 𝑡 > 0.7 𝑇0. This 

branch is called the “long trajectory” because the electron will travel further away from its parent 

ion compared to the “short trajectory”, where the electron was emitted during 0.05 𝑇0 < 𝑡0 <

0.25 𝑇0 and recombine during 0.7 𝑇0 > 𝑡 > 0.25 𝑇0. From Figure 2.3 (b), the highest return 

energy is 3.17𝑈𝑝, which corresponds to a emission time 𝑡0 = 0.05 𝑇0 and a recombination time 

𝑡 = 0.7 𝑇0. The highest HHG cutoff photon energy is: 

 

ℎ𝑣𝑋𝑈𝑉_𝑐𝑢𝑡𝑜𝑓𝑓 = 𝐼𝑝 + 3.17𝑈𝑝                                                   ( 2.8 ) 

 

where the ponderomotive energy 𝑈𝑝 can be rewritten as: 

 

𝑈𝑝[eV] = 9.33 × 10−14𝐼0𝜆0
2                                                   ( 2.9 ) 

  

where 𝐼0 is the laser intensity in W/cm2 and 𝜆0 is the driving filed wavelength in µm. Equation 

2.8 provides a very straight forward calculation of the cutoff photon energy. For example, using 

800 nm Ti:sapphire with a focus intensity of  1 × 1015 W/cm2 in the neon gas (𝐼𝑝 = 21.5 eV), 

the corresponding cutoff photon energy equals to 211 eV. 

Since the returning electron kinetic energy various with the recombination time, the 

emitted attosecond pulse has an intrinsic chirp called attochirp [25]. Figure 2.4 shows the relation 
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between returned kinetic energy versus recombination time base on equation 2.6 and equation 

2.7. 

 

 

Figure 2.4 Returning electron kinetic energy versus electron recombination time. The XUV 

emission from the short trajectory have an increasing photon energy by time. 

 

Notice that in the short trajectory has the kinetic energy of the electron increases with 

recombination time, which indicates that the emitted XUV pulse have lower photon energy at the 

leading edge and higher photon energy at the trailing edge, creating a positively chirped XUV 

pulse. The condition is reversed for the long trajectory emission. The long and short trajectory 

photons have different divergence angles and phase matching conditions [23, 24] and the long 

trajectory emission can often be suppressed in experiment. This generally leaves the short 
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trajectory photon emissions to be the dominant one and often resulting in an attosecond pulse 

with positive chirp.  

Figure 2.5 show the intrinsic attochirp in terms of group delay dispersion (GDD, in the 

unit of as2) from the short trajectory using 800 nm driving laser with a focus intensity of  1 ×

1015 W/cm2 inside neon gas target. The positive attochirp will lead to a non-transform-limited 

attosecond pulses, limiting the temporal resolution for applications. Fortunately, this positive 

attochirp can be compensated using thin metal filters with a negative dispersion [26]. This will 

be discussed in detail in Chapter 5. 

 

Figure 2.5 The intrinsic attochirp for the short trajectory emission. The driving field 

wavelength is 800 nm with an interaction intensity of  𝟏 × 𝟏𝟎𝟏𝟓 W/cm2 in neon gas target.  
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 2.2 Isolated attosecond pulses 

During each laser cycle, the three-step process is twice repeated. This means a typical 

linearly polarized laser pulse generates a train of attosecond pulses with half-cycle spacing. 

(Figure 2.6) The interference between each attosecond pulse will lead to spectrum modulation in 

the frequency domain.   

 

 

Figure 2.6 Generation of an attosecond pulse train with a linearly polarized field. 

 

An attosecond pulse train is not very useful when compared to an isolated attosecond 

pulses (IAP). To achieve IAP, the traditional method is to limit the occurrence of the three-step 

process to only once per driving pulse. The alternative method is to isolate the attosecond pulse 

train in space. The first method relies on introducing a narrow time window, or a time “gate”, 

within the driving field pulse where a single attosecond pulse is generated. Such methods are 

thus categorized as attosecond gating. A schematic illustration of different methods is presented 

in Figure 2.7. 
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 2.2.1 Amplitude gating 

 

The most straightforward gating method is reducing the driving pulse duration to few-

cycles. Thus, the strongest half-cycle of the driving pulse will produce highest energy photons 

through the three-step recombination process where they will contribute to the highest energy 

part of the HHG spectrum. However, weaker half-cycle of the driving field will still result in the 

emission of HHG with lower photon energy and thus produce an attosecond pulse train, albeit 

with lower cutoff energy than the attosecond pulse produced by the strongest laser half-cycle. 

Harmonic peaks will still be observed at the lower energy side of the harmonic spectrum. Proper 

filters are needed to select the higher energy spectrum that is produced within the strongest half-

cycle of the driving pulse. 

With the amplitude gating method, 80 as pulses were reported [13] in 2008 using a 

single-cycle driving pulse. The advantage of amplitude gating is the high usage of the driving 

pulse energy to produce the wide bandwidth harmonic spectrum. The drawback is only the cutoff 

spectrum region contributes to the IAP and producing a single-cycle pulse is also a technically 

difficult challenge. Octave spanning spectrum is required as well as good phase compensation 

over the entire spectrum [27]. To reach a high energy single-cycle driving pulse, octave span 

spectrum is usually divided into different section for amplification. This will further complicate 

the laser system design.  

A schematic illustration of amplitude gating is shown in Figure 2.7 (a). The HHG 

spectrum contributed by each half-cycle is compared in Figure 2.8 (e). Only the strongest half-

cycle in the peak of the driving field contribute to the cutoff spectrum region highlighted in 

yellow in Figure 2.7 (e). 
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 2.2.2 Ionization gating 

Similar to the amplitude gating, the ionization gating can be achieved by directly focus a 

linearly polarized pulse into the target gas. With a high peak intensity, the gas media is usually 

full ionized within the leading edge of the pulse [28]. The highest cutoff photon energy is 

achieved before or at the middle strong cycle of pulse, leaves the result of the pulse useless. Like 

amplitude gating, the ionization gating also produce multiple HHG pulses, with a strongest one 

that has the highest cutoff. Thus, proper filter is also need to isolate the cutoff spectrum region. A 

schematic illustration of ionization gating is showed in Figure 2.7 (b). Each half-cycle contribute 

to the total HHG yield until the target gas is fully ionized. 
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Figure 2.7 (a) Amplitude gating; (b) ionization gating; (c) polarization gating or DOG; (d) 

the attosecond lighthouse effect. (e),(f) Only the cutoff spectrum is usable with amplitude 

gating or ionization gating (e); polarization gating, DOG and the attosecond lighthouse 

effect can produce ultrabroadband attosecond pulses with a continuum spectrum covering 

the plateau and cutoff (f). The magenta, blue, and green lines indicate the contributions of 

different half cycles to the total attosecond spectrum. Figure adopted from ref [29] 
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 2.2.3 Polarization gating 

Polarization gating [14, 30-37] restricts attosecond pulse generation to a single half-cycle 

of the laser field by manipulating the second step of the three-step process. In a linearly polarized 

field, the free electron accelerated forward and backward in the same path and recombined with 

its parent ion. If a circularly-polarized electric field is used to accelerate the electrons, then a 

transverse displacement will appear and the electron is driven away from its parent ion. As a 

result, the recombination is impossible or probabilistically reduced substantially. Therefore, the 

HHG yield shows a strong dependence on the driving field ellipticity [38]. Since the field 

ellipticity would affect the HHG yield, it can be used to limit the HHG birth to only a half-cycle 

of the driving. The polarization gating is based on this idea. Figure 2.7 (c) shows an electric field 

with time-varying ellipticity. The leading and trailing part of the electric field is elliptically 

polarized. Only the middle part is close to linearly polarized. Therefore, HHG recombination 

process happens only in the middle of the pulse. Figure 2.8 shows a collinear scheme for 

generating electric field with time-varying ellipticity.

 

 

 

Figure 2.8 The collinear scheme for generating electric field with time-varying ellipticity 

from a linearly polarized field. Figure adopt from ref [39]. 
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To fully understand the gating optics in Figure 2.8, it is necessary to give a full analytical 

explanation. Assume the incoming linearly polarized field has a Gaussian shape: 

 

   𝐸(𝑡) = 𝐸0𝑒
−2𝐼𝑛(2)

(𝑡)2

𝜏𝑝
2

 𝑐𝑜𝑠(𝜔0𝑡 + 𝜑𝐶𝐸)                                   ( 2.10 ) 

 

Where 𝐸0 is the peak electric field, 𝜏𝑝 is the FWHM pulse duration, 𝜔0 is the center frequency 

and 𝜑𝐶𝐸 is the carrier envelope phase (CEP). After propagating through the first quartz plate (set 

at 450 with respect to the input field polarization), the refractive index difference between the e- 

and o-axis will introduce a group delay 𝑇𝐺𝑑  between the e- and o-pulse: 

 

𝑇𝐺𝑑 = 𝐿(
1

𝑣𝐺𝑜
−

1

𝑣𝐺𝑒
)                                                      ( 2.11 ) 

 

Where 𝑣𝐺𝑒 and 𝑣𝐺𝑜 is the group velocity of the e- and o-pulse and 𝐿 is the thickness of the quartz 

plate. To ensure the driving field is parallel to the input field polarization, the thickness of the 

first quartz plate should introduce integer cycle of phase delay: 

 

𝑇𝑃𝑑 = 𝐿 (
1

𝑣𝑃𝑜
−

1

𝑣𝑃𝑒
) = 𝑇0, 2𝑇0, 3𝑇0 …                                           ( 2.12 ) 

 

where 𝑇0 equals to one optical cycle. 𝑣𝑃𝑒 and 𝑣𝑃𝑜 are the phase velocity of the e- and o-ray. 

Typically, the first wave plate is thin in thickness to introduce only few cycle delay. The relative 

difference between 𝑇𝑃𝑑 and 𝑇𝐺𝑑 are usually small enough to be neglected. The e- and o-field 

after the first quartz plate can be expressed as: 
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𝐸𝑜(𝑡) =
√2

2
𝐸0 [(𝑒

−2𝐼𝑛(2)
(𝑡−

𝑇𝑑
2

)2

𝜏𝑝
2

)𝑐𝑜𝑠(𝜔0𝑡 + 𝜑𝐶𝐸)]                      ( 2.13 ) 

𝐸𝑒(𝑡) =
√2

2
𝐸0 [(𝑒

−2𝐼𝑛(2)
(𝑡+

𝑇𝑑
2

)2

𝜏𝑝
2

)𝑐𝑜𝑠(𝜔0𝑡 + 𝜑𝐶𝐸)]                       ( 2.14 ) 

 

Where 𝐸𝑜(𝑡) and 𝐸𝑒(𝑡) are the o- and e-field, they have the same 𝜑𝐶𝐸 because an integer phase 

delay is introduced. The group delay dispersion difference between o- and e-field is small 

enough to be neglected. Therefore, the second order dispersion effect can be neglected. After the 

zero-order quarter wave plate, the o- and e-field becomes a circle polarized filed and the final 

electric field can be expressed as: 

 

�⃗� (𝑡) = 𝐸𝑑𝑟𝑖𝑣𝑒(𝑡)𝑥 + 𝐸𝑔𝑎𝑡𝑒(𝑡)𝑦                                         ( 2.15 ) 

 

Where 𝑥  and 𝑦  are the unit vectors that are perpendicular to the propagation direction. And 𝑥  is 

parallel to the polarization direction of the incident pulse. The driving and gating filed is given 

by: 

 

𝐸𝑑𝑟𝑖𝑣𝑒(𝑡) = 𝐸0 [(𝑒
−2𝐼𝑛(2)

(𝑡+
𝑇𝑑
2

)2

𝜏𝑝
2

+ 𝑒
−2𝐼𝑛(2)

(𝑡−
𝑇𝑑
2

)2

𝜏𝑝
2

 ) 𝑐𝑜𝑠(𝜔0𝑡 + 𝜑𝐶𝐸)]      ( 2.16 ) 

 

𝐸𝑔𝑎𝑡𝑒(𝑡) = 𝐸0 [(𝑒
−2𝐼𝑛(2)

(𝑡+
𝑇𝑑
2

)2

𝜏𝑝
2

− 𝑒
−2𝐼𝑛(2)

(𝑡−
𝑇𝑑
2

)2

𝜏𝑝
2

 ) 𝑠𝑖𝑛(𝜔0𝑡 + 𝜑𝐶𝐸)]       ( 2.17 ) 
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Figure 2.9 shows the polarization gated electric field. The parameter is 𝜏𝑝=7 fs, 𝑇𝑑=11.76 

fs, 𝜔0 corresponds to 800 nm and 𝜑𝐶𝐸=0 rad. The red line is the driving field for generated 

HHG, the green line is the gating field to introduce non-zero elliptically to suppress the HHG 

wield. Notice that the gating field drops to zero at the middle, where the total field is nearly 

linearly polarized and thus providing a time window for effective HHG emisson. 

 

 

Figure 2.9 The final electric field (blue) for polarization gating in 3D. The red line is the 

driving field for generated HHG, the greed line is the gating field for introduce non-zero 

elliptically to suppress the HHG wield.  

 

To qualitative characterize the gating effect caused by an elliptical field, the time-dependent filed 

ellipticity is defined as: 

 

𝜉(𝑡) =
|𝐸𝑔𝑎𝑡𝑒|

|𝐸𝑑𝑟𝑖𝑣𝑒|
= |

1−𝑒

−4𝐼𝑛(2)𝑇𝑑
𝜏𝑝
2 𝑡

1+𝑒

−4𝐼𝑛(2)𝑇𝑑
𝜏𝑝
2 𝑡

|                                              ( 2.18 ) 
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For the middle portion where the e- and o-field are well overlapped (4𝐼𝑛(2)𝑇𝑑𝑡𝜏𝑝
−2 ≪ 1), the 

ellipticity can be approximated by: 

 

𝜉(𝑡) = |2𝐼𝑛(2)
𝑇𝑑

𝜏𝑝
2 𝑡|                                                      ( 2.19 ) 

 

Let 𝜉𝑡ℎ be the threshold ellipticity where the harmonic yield can be effectively suppressed (for 

example drop by 90%). For an 800 nm driving field, the required threshold ellipticity is 𝜉𝑡ℎ = 0.2 

for the suppression 90% of the HHG yield [40]. Therefore, a finite time window 𝛿𝑡𝐺 can be 

defined such that inside this time window, −
1

2
𝛿𝑡𝐺 < 𝑡 <

1

2
𝛿𝑡𝐺, the ellipticity of the total field is 

smaller than the threshold ellipticity 𝜉𝑡ℎ so that HHG can be effectively generated. The time 

window 𝛿𝑡𝐺 is named as polarization gating width[32]: 

 

𝛿𝑡𝐺 =
𝜉𝑡ℎ

𝐼𝑛(2)

𝜏𝑝
2

𝑇𝑑
                                                          ( 2.20 ) 

 

Usually, the polarization gating width should be less that half-cycle 𝛿𝑡𝐺< 
1

2
𝑇0 for the effective 

isolation of the attosecond pulse. Therefore, the group delay 𝑇𝑑 should be chosen carefully based 

on the input pulse duration 𝜏𝑝. 

 

 2.2.4 Two color gating 

The ionization rate of bound electrons depends on the driving field strength. By adding 

an additional field to the main driving field, the ionization rate in each half-cycle will be 

modulated since the tunnel ionization process depends nonlinearly on the field strength. A 

special case is when the wavelength of second field is only half of the main driving field with 
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their relative phase being 𝜑12 = 0 𝑜𝑟 𝜋 (Figure 2.10 (a)). The total field is the linear 

superposition of the two fields (Figure 2.10 (b) purple line), which is no longer symmetric. The 

tunnel ionization process is suppressed where the driving field peak is weakened at the negative 

amplitude. Therefore, the harmonic generation reduced from every half cycle to every full cycle 

of the driving filed. Notice that two color gating itself could not produce isolated attosecond 

pulse. It has to work with other gating techniques to produce isolated attosecond pulses. 

 

 

Figure 2.10 Two color gating 

 

 

2.2.5 Double optical gating 

The double optical gating (DOG) [15-17] scheme comes from the combination of 

polarization gating (PG) and two color gating. The PG gate width (equation 2.20) needs to be 

less than half optical cycle to isolate an attosecond pulse because the HHG process repeats every 

half optical cycle. By adding a 2ω field, the two color gating could reduce the harmonic 

generation to every optical cycle, which will loosen the requirement of gate width from half 

optical cycle to one optical cycle. This is the basic idea of DOG. 

(a) 

(b) 
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Figure 2.11 Collinear setup for double optical gating 

 

Figure 2.11 shows a collinear setup for DOG. The difference between DOG and 

polarization gating (PG) is the quarter wave plate in PG is changed to a combination of a second 

quartz plate (QP) and a thin BBO crystal. Since the second QP and BBO are birefringence 

crystals, their optical axis orientation and thickness are design that their total birefringence 

effects equals to a zero-order quarter wave plate like the case of PG. The BBO crystal can also 

generate a second harmonics field whose polarization direction is same as the driving field in PG 

case. The BBO crystal needs to be thick enough (~ 100 µm) for up converting adequate second 

harmonics flux for two-color gating to work. However, a 100 µm BBO will typically introduce 

more than quarter cycle of phase delay between e- and o-field. That is way a second 

birefringence plate ( 2nd QP in this case) is required to counteract the BBO birefringence effect 

so that the total phase delay (introduced by 2nd QP + BBO) between e- and o-field equals to a 

quarter optical cycle. 
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To give a more intuitive comparison between DOG and PG, the electric field components are 

plotted in Figure 2.12. The major difference is DOG has a weak second harmonic field that was 

added to the PG driving field to form the DOG driving field (red line), which is similar to the 

two-color gating technique. The gating field (green) is polarized in the orthogonal direction to 

produce elliptical field component for suppress the HHG except the center. The advantage of 

DOG over PG is DOG would loosen the requirement of gate width from half optical cycle to one 

optical cycle.  

 

 

Figure 2.12 (a) The 3D image of total electric field of DOG (blue line); (b) Individual field 

component of DOG. 
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2.2.6 Attosecond lighthouse 

The attosecond pulse isolating methods mention in section 2.2.1-2.2.6 are based on a 

time-dependent electric field or field-induced change of the media (ionization gating). Therefore, 

effective HHG is only allowed within a temporally opened gate time. Another way to isolate the 

attosecond pulse is to isolate the attosecond burst in space. The idea of attosecond lighthouse 

[18] technique is based on spatial isolation of each attosecond burst in different direction with a 

rotated wave front of the driving filed.   

 

Figure 2.13 (a) Schematic of attosecond lighthouse setup. The angular dispersion of laser 

beam is introduced by a misaligned pair of wedge. (b) The spatial chirped laser spectrum at 

the laser focus. (c)-(e) calculated XUV radiation based on the chirp in (b).  

 

Figure 2.13 (c) shows the two electric field (blue dot and red dot) with different 

frequency are positioned across a  20 µm. the zero crossing times of the electric field (dashed 

lines) indicates that the wavefront is tilted when comparing the leading and the trailing part of 

the driving pulse. When such a waveform propagates through the gas media, the harmonic burst 

generated by each half-cycle field will have a different emission angle  perpendicular to the 
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wave front of the driving field. If the angular separation from nearby half cycle is large such that 

there is a distinct angular divergence of each harmonic burst, the attosecond pulses can be 

spatially well separated in the far field. (Figure 2.13 (e)) 
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CHAPTER 3 - FEW CYCLE MID-INFRARED OPCPA LASER 

 

 3.1 Extend the HHG cutoff energy  

As mentioned in the chapter 2, the HHG cutoff photon energy is given by equation 2.8 

and 2.9. The ionization potential 𝐼𝑝 is typically less than 30 eV and the ponderomotive energy 

𝑈𝑝𝐼0𝜆0
2. To increase the HHG cutoff photon energy, an easy way is to increase the laser 

intensity 𝐼0 by either increasing the driving pulse energy or using a tighter focus. The cutoff 

photon energies can be extended and reach as high as 460 eV [41] in helium with Ti:sapphire 

lasers. However, the equation 2.8 and 2.9 discussed here only considers the single atom 

responds. The HHG signal strength achieved in experiment is the derived from the contributions 

from all atoms inside the interaction volume. Therefore, HHG signal strength is a coherent 

buildup of the single atom response which depends on microscopic phase match  the driving 

field and the HHG field need to propagate at the same phase velocity (speed of light) to ensure 

the HHG field emitted from different atoms buildup coherently [42, 43]. While the high 

frequency HHG field rarely interacts with the media and its phase velocity equals to the speed of 

light, the propagation of driving field is affected by the neutral gas density, free-electron plasma 

as well as laser focus geometry. Therefore, a balance between the neutral gas density and the 

plasma density is required and an optimal ionization level can be achieved by controlling the 

driving field intensity. Using a Ti:sapphire laser centered at 800 nm, the phase matched HHG 

photon energy is typically limited to 150 eV by with a suitable laser intensity.  



27 

With limited intensity for HHG, the alternative way is to increase the driving laser 

wavelength 𝜆0. Figure 3.1 shows the experimental demonstration of extend HHG cutoff by 

increase the driving laser wavelength with constant laser intensity [44]. 

 

Figure 3.1 Extension of HHG cutoff by increase driving laser wavelength. Figure adopted 

from ref [44] with modification. 

 

Thanks to the matured technologies of Ti:sapphire laser and chirped pulse amplification, 

the past decades have witnessed the fast development in generation and control of ultrashort 

pulses. For the field of attosecond science, a Ti:sapphire laser operating at 800 nm is limited to 

produce HHG spectrum with photon energy up to 100 eV using neon gas as a target for most 

applications. Figure 3.2 shows a theoretical prediction of the phase-matched cutoffs as a function 

of driving field wavelength with various target gas. The predicted HHG cutoffs could reach the 

water window using three cycle pulses centered at 2 μm using neon gas. However, to produce a 
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few a cycle pulse in mid-IR range requires a bandwidth over few hundreds nm. Few optical gain 

mediums could fulfill this requirement.  

 

 

  

Figure 3.2 Solid (dash) color lines shows the predicted HHG full phase-matching cutoff 

energy as a function of the driving laser wavelength, for a pulse duration of three (eight) 

optical cycle. Solid circle shows the observed full phase matching cutoff at 1.3 μm, 1.55 μm 

and 2.0 μm. Vertical stripes show the observed phase-matching bandwidths. (b) 

Experimental pressure-tune HHG spectra as a function of press using 2 μm driving pulse. 

(ref[45]) 

 

There are few gain media that could support a broad amplification bandwidth at long 

wavelength like Ti:sapphire could offer at 800 nm to produce octave spanning spectra. To 

achieve few cycle pulses at long wavelength, optical parametric processes become a suitable 
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alternative to traditional gain media based on invertion. Unlike the Ti:sapphire amplifier which 

relies on an external green laser source to pump the crystal and amplifies the seed pulse through 

population inversion, in a optical parametric process, the light field does not change the quantum 

state of the material. As a direct consequence of this, there is no net transfer of energy, 

momentum, or angular momentum between the optical field and the physical system. The energy 

transfers from one field to the other depends on the nonlinear polarization of the media. 

 

 3.2 Principle of second order nonlinear process. 

 

 3.2.1 Principle of optical parametric process 

Nonlinear optics is the study of modification of optical property of a material in the 

presence of light. Shortly after the invention of first laser in 1960 [1], the discovery of second 

harmonic generation by Franken in 1961 [46] started the field of nonlinear optics. Nonlinear 

optical phenomena are phenomena that occur when the material response to the applied light 

field �⃗� (𝑡) is “nonlinear”. The dipole moment per unit volume or polarization �⃗� (𝑡), of a material 

determines the material response. 

In the case of linear optics, the field introduced polarization depends linearly on the 

electric field: 

�⃗� (𝑡) = 휀0𝜒
(1)�⃗� (𝑡)                                                       ( 3.1 ) 

where 휀0 is the permittivity of free space and 𝜒(1) is known as the linear susceptibility. For 

nonlinear optics, the polarization �⃗� (𝑡) could be expressed as a power series in the electric field 

strength: 
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�⃗� (𝑡) = 휀0 [ 𝜒
(1)�⃗� (𝑡) + 𝜒(2)�⃗� 2(𝑡) + 𝜒(3)�⃗� 3(𝑡) + ⋯ ] 

= �⃗� (1)(𝑡) + �⃗� (2)(𝑡) + �⃗� (3)(𝑡) + ⋯                                                     ( 3.2 ) 

Where the 𝜒(2) and 𝜒(3) are known as the second- and third-order nonlinear optical 

susceptibility. Notice that for the vector nature of field �⃗� (𝑡) and �⃗� (𝑡). the 𝜒(1) and 𝜒(2) are 

second- and third-rank tensors. �⃗� (2)(𝑡) = 휀0𝜒
(2)�⃗� (𝑡) refers to the second order nonlinear 

polarizability which governs processes such as sum frequency generation (SFG), difference 

frequency generation (DFG), optical parametric amplification (OPA) and optical rectification 

(OR). �⃗� (3)(𝑡) = 휀0𝜒
(3)�⃗� (𝑡) refers to third order nonlinear polarizability which governs 

processes such as self-phase modulation (SPM), third harmonic generation (THG) and cross 

polarized wave generation (XPM). For the second order nonlinearity, assume the optical field 

(scalar) consists of two distinct frequency components: 

𝐸(𝑡) = 𝐸1𝑒
−𝑖𝜔1𝑡 + 𝐸2𝑒

−𝑖𝜔2𝑡 + c. c.                                          ( 3.3 ) 

 

The second order nonlinear polarization based on equation 3.2 can then be expressed as: 

 

𝑃(2)(𝑡) = 휀0𝜒
(2) [ 𝐸1

2𝑒−2𝑖𝜔1𝑡 + 𝐸2
2𝑒−2𝑖𝜔2𝑡 + 2𝐸1𝐸2𝑒

−𝑖(𝜔1+𝜔2)𝑡 + 2𝐸1𝐸2
∗𝑒−𝑖(𝜔1−𝜔2)𝑡 + 𝑐. 𝑐. ] +

2휀0𝜒
(2)[𝐸1𝐸1

∗ + 𝐸2𝐸2
∗]                                                      ( 3.4 ) 

 

It is simpler to express equation 3.4 in the form of: 

 

𝑃(2)(𝑡) = ∑ 𝑃(𝜔𝑛)𝑛 𝑒−𝑖𝜔𝑛𝑡                                                  ( 3.5 ) 

 

where the summation extends over the positive and negative frequency 𝜔𝑛. Table 3.1 lists all the 

various frequency coefficients of 𝑃(2)(𝜔𝑛) of the different frequencies 𝜔𝑛: 
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Table 3.1 Second order nonlinear polarization 

Frequency coefficients Amplitude Name of physical process 

𝑃(2𝜔1) 휀0𝜒
(2)𝐸1

2 SHG 

𝑃(2𝜔2) 휀0𝜒
(2)𝐸2

2 SHG 

𝑃(𝜔1 + 𝜔2) 2휀0𝜒
(2)𝐸1𝐸2 SFG 

𝑃(𝜔1 − 𝜔2) 2휀0𝜒
(2)𝐸1𝐸2

∗ DFG/OPA 

𝑃(0) 2휀0𝜒
(2)(𝐸1𝐸1

∗ + 𝐸2𝐸2
∗) OR 

 

 3.2.2 Couple wave equation for difference frequency generation and parametric 

amplification 

Let us consider the 𝜔1 − 𝜔2 frequency component. Two optical waves, the pump and 

signal with different frequencies interact in a lossless media to generate a new optical wave, the 

idler wave. To make the subscripts more intuitive, we use 𝜔𝑝, 𝜔𝑠, 𝜔𝑖 to denote the pump, signal 

and idler waves respectively. A key condition for difference frequency generation is showed in 

figure 3.3. The pump 𝜔𝑝 wave has the highest optical frequency and the relative larger pump 

photon is split into two smaller photons: 𝜔𝑠 < 𝜔𝑝  and  𝜔𝑖 = 𝜔𝑝 − 𝜔𝑠. [47] Through this 

process, the energy of pump wave is transferred to the signal and idler waves and thus the input 

signal wave is amplified. 
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Figure 3.3  Difference frequency generation or parametric amplification. Typically, no 

input field is applied at frequency 𝝎𝒊. 

 

To understand the mechanism of the three wave interaction process, we need to derive 

the coupled wave equations for  𝜔𝑝, 𝜔𝑠 and 𝜔𝑖. Let us begin with Maxwell’s equation: 

𝛁 ∙ 𝑫 = 𝝆 = 𝟎                                                      ( 3.6 ) 

𝛁 ∙ 𝑩 = 𝟎                                                               ( 3.7 ) 

𝛁 × 𝑬 = −
𝝏𝑩

𝝏𝒕
                                                         ( 3.8 ) 

𝛁 × 𝑯 =
𝝏𝑫

𝝏𝒕
+ 𝑱 =

𝝏𝑫

𝝏𝒕
                                              ( 3.9 ) 

Here we assume the region of interest have no free charge ( 𝜌 = 0) for free current (𝑱 =

0). Where 𝑫 is the electric displacement field, 𝐸 is the electric field. 𝑩 is the magnetic field and 

𝑯 is called magnetic intensity. We also assume the material is nonmagnetic  

𝑩 = 𝝁𝟎𝑯                                                       ( 3.10 ) 

and allow the media to have a nonlinear in response to the electric field such that the relationship 

of  𝑬, 𝑫  and polarization vector 𝑷 is given by 

𝑫 = 𝜺𝟎𝑬 + 𝑷                                                    ( 3.11 ) 

Notice that the polarization vector 𝑷 depends nonlinearly upon the electric field 𝑬. 
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We now take curl of 𝛁 × 𝐸 from equation 3.8 and using equation 3.9 and 3.10 to obtain 

𝛁 × 𝛁 × 𝑬 + 𝝁𝟎
𝝏𝟐

𝝏𝒕𝟐
𝑫 = 𝟎                                          ( 3.12 ) 

Add equation 3.11 to 3.12 to eliminate 𝐷 and using 𝑐−2 = 𝜇0휀0 to obtain 

𝛁 × 𝛁 × 𝑬 +
𝟏

𝒄𝟐

𝝏𝟐

𝝏𝒕𝟐
𝑬 = −

𝟏

𝜺𝟎𝒄
𝟐

𝝏𝟐

𝝏𝒕𝟐
𝑷                                  ( 3.13 ) 

The first term of left side of equation can be rewritten using the vector calculus identity  

𝛁 × 𝛁 × 𝑬 = 𝛁(𝛁 ∙ 𝑬) − 𝛁𝟐𝑬                                    ( 3.14 ) 

Under the certain condition, (i.e. if 𝐸 is a transverse infinite plane wave (see reference [47] 

chapter 2.1) the contribution from 𝛁(𝛁 ∙ 𝑬) can often be neglected. The equation 3.13 can be 

rewritten as 

𝛁𝟐𝑬 −
𝟏

𝒄𝟐

𝝏𝟐

𝝏𝒕𝟐
𝑬 =

𝟏

𝜺𝟎𝒄
𝟐

𝝏𝟐

𝝏𝒕𝟐
𝑷                                       ( 3.15 ) 

By splitting the polarization into linear and nonlinear parts  

𝑷 = 𝑷(𝟏) + 𝑷𝑵𝑳                                               ( 3.16 ) 

The equation 3.15 can be rewritten as 

𝛁𝟐𝑬 −
𝜺(𝟏)

𝒄𝟐

𝝏𝟐

𝝏𝒕𝟐
𝑬 =

𝟏

𝜺𝟎𝒄
𝟐

𝝏𝟐

𝝏𝒕𝟐
𝑷𝑵𝑳                                       ( 3.17 ) 

Equation 3.17 has the form of the driven wave equation. The nonlinear response of the medium 

1

0𝑐
2

𝜕2

𝜕𝑡2 𝑷𝑁𝐿 which act as a source term, appears at the right side of equation. Without the source 

term, the equation 3.17 simplifies itself to the free wave equation of electric field (electric-

magnetic field) with velocity 
c

n
  where the index of refraction 𝑛 satisfies  𝑛2 = 휀(1). 
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To study the electric field in a dispersive media, notice that the linear response for each 

frequency is different. Therefore, we will consider each frequency component separately. The 

total electric field is the sums of their various frequency components: 

𝑬(𝒓, 𝒕) = ∑ 𝑬𝒏(𝒓, 𝒕)𝒏   

𝑷𝑵𝑳(𝒓, 𝒕) = ∑ 𝑷𝒏
𝑵𝑳(𝒓, 𝒕)𝒏                                                ( 3.18 ) 

Where each frequency component 𝑬𝑛(𝒓, 𝑡) , 𝑷𝑁𝐿(𝒓, 𝑡) is given by  

𝑬𝑛(𝒓, 𝑡)= 𝑬𝑛(𝒓)𝑒
−𝑖𝜔𝑛𝑡 + 𝑐. 𝑐. 

𝑷𝑵𝑳(𝒓, 𝒕)= 𝑷𝒏
𝑵𝑳(𝒓)𝒆−𝒊𝝎𝒏𝒕 + 𝒄. 𝒄.                                         ( 3.19 ) 

Inserting equation 3.19 into 3.17, we then have, for each frequency, the following wave equation 

𝛁𝟐𝑬𝒏(𝒓) +
𝝎𝒏

𝟐

𝒄𝟐 𝜺(𝟏)(𝝎𝒏)𝑬𝒏(𝒓) = −
𝝎𝒏

𝟐

𝜺𝟎𝒄
𝟐 𝑷𝒏

𝑵𝑳(𝒓)                         ( 3.20 ) 

Notice here that 휀(1)(𝜔𝑛) is a frequency dependent dielectric tensor, which is real for lossless 

medium. To solve equation 3.20 we assume a plane wave solution which propagates in the 

positive z direction with frequency 𝜔𝑛 = 𝜔𝑖 = 𝜔𝑝 − 𝜔𝑠: 

𝑬𝒊(𝒛, 𝒕) = 𝑨𝒊(𝒛)𝒆
𝒊(𝒌𝒊𝒛−𝝎𝒊𝒕) + 𝒄. 𝒄.                                     ( 3.21 ) 

Where 𝑘𝑖 =
𝑛𝑖𝜔𝑖

𝑐
 is the wave vector for the idler and 𝑨𝒊(𝑧) is slow varying envelope function of 

the idler z. 

The nonlinear source term in 3.20 is represented as: 

𝑷𝒊(𝒛, 𝒕) = 𝑷𝒊𝒆
𝒊𝝎𝒊𝒕 + 𝒄. 𝒄.                                            ( 3.22 ) 

Where 𝑷𝒊 is obtained from table 3.1 using 𝜒(2) = 2𝑑𝑒𝑓𝑓. [47] 

𝑷𝒊 = 𝟐𝜺𝟎𝝌
(𝟐)𝑬𝒑𝑬𝒔

∗ = 𝟒𝜺𝟎𝒅𝒆𝒇𝒇𝑬𝒑𝑬𝒔
∗                                    ( 3.23 ) 
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By substituting equation 3.21, 3.22 and 3.23 into 3.20, we obtain the simplified wave equation 

for the idler wave: 

𝒅𝟐𝑨𝒊

𝒅𝒛𝟐 + 𝟐𝒊𝒌𝒊
𝒅𝑨𝒊

𝒅𝒛
= −

𝟒𝒅𝒆𝒇𝒇𝝎𝒊
𝟐

𝒄𝟐 𝑨𝒑𝑨𝒔
∗𝒆𝒊(𝒌𝒑−𝒌𝒊−𝒌𝒔)𝒛                         ( 3.24 ) 

We assume the field amplitude varies slowly: (known as slow varying amplitude approximation) 

|
𝒅𝟐𝑨𝒊

𝒅𝒛𝟐 | ≪ |𝒌𝒊
𝒅𝑨𝒊

𝒅𝒛
|                                                           ( 3.25 ) 

Which will simplify the wave equations to 

 

𝒅𝑨𝒊

𝒅𝒛
= 𝒊

𝟐𝒅𝒆𝒇𝒇𝝎𝒊

𝒌𝒊𝒄 𝒏𝒊
𝑨𝒑𝑨𝒔

∗𝒆−𝒊𝜟𝒌𝒛                                                ( 3.26 ) 

 
𝒅𝑨𝒔

𝒅𝒛
= 𝒊

𝟐𝒅𝒆𝒇𝒇𝝎𝒔

𝒌𝒔𝒄 𝒏𝒔
𝑨𝒑𝑨𝒊

∗𝒆−𝒊𝜟𝒌𝒛                                               ( 3.27 ) 

𝒅𝑨𝒑

𝒅𝒛
= 𝒊

𝟐𝒅𝒆𝒇𝒇𝝎𝒑

𝒌𝒑𝒄 𝒏𝒑
𝑨𝒔𝑨𝒊𝒆

𝒊𝜟𝒌𝒛                                                 ( 3.28 ) 

Where 𝛥𝑘 = 𝑘𝑖+ 𝑘𝑠 − 𝑘𝑝 is called wave vector phase mismatch. To solve these equations, we 

first assume perfect phase matching 𝛥𝑘 = 0. and also that the pump is undepleted in the small 

signal gain limit, i.e. 𝐴𝑝 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, We also assume there is no idler field at the input, i.e. 

𝐴𝑖(0) = 0, and a finite amount of signal wave at input 𝐴𝑠(0) ≠ 0. This is true for the case of 

optical parametric amplification or differenc frequency generation. The solution to 3.26 and 3.27 

with 𝐴𝑖(0) = 0 is found to be ( [47] chapter 2.8) 

𝑨𝒔(𝒛) = 𝑨𝒔(𝟎)𝐜𝐨𝐬𝐡 ( 𝒛)                                             ( 3.29 ) 

𝑨𝒊(𝒛) = 𝒊(
𝝎𝒊𝒏𝒔

𝝎𝒔𝒏𝒊
)𝟏/𝟐 𝑨𝒑

|𝑨𝒑|
𝑨𝒔

∗(𝟎)𝐬𝐢𝐧𝐡 ( 𝒛)                                   ( 3.30 ) 

 

Where 
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𝟐 =
𝟒𝒅𝒆𝒇𝒇

𝟐 𝝎𝒊
𝟐𝝎𝒔

𝟐

𝒌𝒊𝒌𝒔𝒄
𝟒 |𝑨𝒑|

𝟐
                                                 ( 3.31 ) 

The evolution of signal and idler field is shown in figure 3.4 with the assumption of perfect 

phase match and undepleted pump. We can see from 3.29 that the signal wave 𝜔𝑠 still maintains 

its initial phase during amplification and the phase of idler wave 𝜔𝑖 depends on both the of the 

signal wave 𝜔𝑠 and pump wave 𝜔𝑝. 

 
 

Figure 3.4 Spatial increasing of 𝑨𝒔 and 𝑨𝒊 for the process of DFG (OPA) for the case of 

perfect phase match and undepleted pump approximation.  

 

 

 3.2.3 Collinear phase matching 

 

In the coupled wave equation 3.26-3.28, the evolution of 𝐴𝑖, 𝐴𝑠 and 𝐴𝑝 depend on the phase 

factor 𝑒−𝑖𝛥𝑘𝑧 where the wave vector mismatch  𝛥𝑘 is could be non-zero. This will lead to poor or 

even backward conversion in certain cases. Therefore, it is important to maintain 𝛥𝑘 small 

enough so that 𝛥𝑘𝑧 < 2𝜋 such that backward conversion is minimized. To achieve that, the 

wave vector mismatch  𝛥𝑘 is given by 
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𝜟𝒌 = 𝒌𝒊+ 𝒌𝒔 − 𝒌𝒑 =
𝒏𝒊𝝎𝒊

𝒄
+

𝒏𝒔𝝎𝒔

𝒄
−

𝒏𝒑𝝎𝒑

𝒄
                                      ( 3.32 ) 

 

In addition, we must also take into account the conservation of photon energy, i.e.  

𝜔𝑖+ 𝜔𝑠 = 𝜔𝑝, Furthermore, for normal dispersion, higher frequency wave will have higher 

refractive index, therefore 𝑛𝑝 > 𝑛𝑖, 𝑛𝑝 > 𝑛𝑠. Under these conditions, 𝛥𝑘 ≠ 0. It is also not 

realistic to achieve perfect phase match using anomalous dispersion since decrease of refractive 

index with increasing frequency usually occurs near strong absorption. The common way to 

achieve perfect phase match is by using the birefringent property of crystal. Which means the 

polarizations of 𝐴𝑖, 𝐴𝑠 and 𝐴𝑝 are not in the same plane.  

A uniaxial birefringent crystal could be positive (𝑛𝑒 > 𝑛𝑜) or negative (𝑛𝑒 < 𝑛𝑜). A 

biaxial crystal could also be applied for phase matching. Therefore, different configurations with 

respect to polarization orientations are possible for perfect phase match. Type I phase match is 

defined such that the two low frequency component 𝜔𝑖 and 𝜔𝑠 are polarized in the same 

direction, and type II phase match happens when the two low frequency component 𝜔𝑖 and 𝜔𝑠 

are polarized perpendicular to each other. To give a more intuitive picture of phase matching in a 

birefringent crystal, let us study how phase matvhing is done using a BIBO crystal. Figure 3.5 

shows the refractive index of BiB3O6 (BIBO) [48]. Three frequency components fulfilling the 

relation 3.32 are indicated by the solid dotted line. The polarization for the pump wave 𝜔𝑝 (~ 

0.588 µm) and signal wave 𝜔𝑠 (~ 0.93 µm) is along the one of the principle (optical) axis: Y-axis 

of biaxial crystal. Therefore, the Sellmeier equation for calculating refractive index 𝑛𝑦 [48] is 

chosen for pump and signal field. The generated idler field (𝜔𝑖 near 1.6 µm) is polarized in the 

X-Z plane. The phase match angle θ between wave vector  direction ( 𝒌𝒊 in this case) and Z-axis 
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is optimized at 57 degree to fulfill equation 3.32, the refractive index 𝑛𝑖 should be replaced by an 

effective refractive index 𝑛𝑒𝑓𝑓 for the idler field, whose value is in between 𝑛𝑥 and 𝑛𝑧. Given by 

equation: 

𝒏𝒆𝒇𝒇
𝟐 =

𝒏𝒙
𝟐×𝒏𝒛

𝟐

𝒔𝒊𝒏 𝟐𝜽×𝒏𝒙
𝟐+𝒄𝒐𝒔 𝟐𝜽×𝒏𝒛

𝟐                                                  ( 3.33 ) 

 

 

Figure 3.5 (a) Optical refractive index of BIBO crystal for type II interaction (0.588 µm(o) 

→ 0.93 µm(o) +1.6 µm(e)) (top). Refractive index for X, Y and Z-axis is plotted in red, blue 

and black line. Refractive index for idler wave is plotted in dashed gray line with a phase 

matching angle of θ=57 degree. (b) Side view of crystal oriental with respect to the input 

field polarization.   
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The wave mixing configuration in Figure 3.5 shows the current generating idler 

wavelength (1.2 - 2.3 µm) in the author’s lab. The 0.5-0.9 μm broadband white light pulse, which 

serves as both the pump and signal field, is focused intoa BIBO crystal to produce the OPCPA 

seed pulse through a process called intra-pulse DFG. Intra pulse DFG has a unique passive CEP 

stabilization feature such that the CEP of the idler is insensitive to the CEP of the input pulse 

[49, 50]. The phase (CEP) of the idler field dependent on the phase difference between the pump 

and signal field (based on equation 3.26). The pump and signal field are both from the same 

white light pulse and thus have the same phase (CEP) value. Therefore, the generated idler field 

has a constant phase (CEP) for each laser shot.  

One can figure out the correct polarization scheme for achieve type I or II phase 

matching (equation 3.32) after determining the refractive index for each input field. The phase 

matching efficiency ([47] chapter 2.3) is proportional to  𝑠𝑖𝑛𝑐2(𝛥𝑘𝐿/2), where 𝛥𝑘 is given by 

equation 3.32 and 𝐿 is the propagation distance inside the birefringent crystal. Figure 3.6 shows 

the influence of wave vector mismatch on the efficiency of SFG process ([47] chapter 2.3).  

 

 

 
Figure 3.6 Effect of wave vector mismatch on the efficiency of SFG. 
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Since 𝛥𝑘 can be calculated using equation 3.32 and 3.33, one can calculate the efficiency 

of any wave mixing process (SFG, SHG and DFG etc.). Figure 3.7 shows the calculated phase 

matching efficiency for the intra-pulse DFG process illustrated in the figure 3.5. Each coordinate 

in figure 3.7 corresponds to a wavelength combination of 𝜆𝑝 (horizontal), 𝜆𝑠 (vertical) and 𝜆𝑖 

(given by 𝜔𝑝 − 𝜔𝑠). The location of the red strip indicates the area that will have a good phase 

match. By plotting the phase matching efficiency in figure 3.7, we can intuitively find the idler 

wavelength range that can be phase matched (1.1-2.3 μm in figure 3.7). The detailed experiment 

result will be discussed in section 3.3. 

 
Figure 3.7 Efficiency of a type II phase matching for intra-pulse DFG process in a 1 mm 

thick BIBO crystal cutting at θ=57. The solid black lines indicate the location of constant 

wavelength (in μm) for the idler wave.  
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 3.2.4 Non-collinear phase match 

The intra-pulse DFG example discussed in 3.2.3 is a collinear case that fulfills equation 

3.32. All three fields have the same propagation direction shown in figure 3.8 (a) and the wave 

vector mismatch ∆𝑘 (for the case in figure 3.5) is eliminated by tuning the phase match angle 𝜃 

(𝜃 = 57 for the case in figure 3.5).  

In the case of non-collinear geometry, a small non-collinear angle 𝛼 is introduced 

between the pump and the signal field. The angle 𝛼 allows for a greater selection of frequency 

combinations (𝜔𝑝, 𝜔𝑠 and 𝜔𝑖) to achieve a small mismatch, which implies a broader phase match 

bandwidth can be achieved.  

 

 

 
Figure 3.8 Two geometries used for achieving angle phase match. (a) collinear case: all 

three wave vectors are parallel and only phase match angle 𝜽 is optimized to achieve 

minimal mismatch. (b) non-collinear case: a non-collinear angle 𝜶 is introduced between 

two non-zero input field (signal and pump in this case). The wave vector direction of the 

third filed (idler in this case) is determined by the vector difference (𝒌𝒑 − 𝒌𝒔).  Both 𝜽 and 

𝜶 can be optimized to achieve broadband phase match. 

 

 

To calculate the wave vector mismatch ∆𝒌 for non-collinear geometry, note first that the 

absolute value of ∆𝑘 = |∆𝒌| is still subjected to the vector difference between 𝒌𝑖 and 𝒌𝒑 − 𝒌𝒔. 

The value of wave vector mismatch ∆𝑘 is can be calculated by: 
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∆𝑘 = √𝑘𝑝
2 + 𝑘𝑠

2 − 2𝑘𝑝𝑘𝑠𝑐𝑜𝑠𝛼 − 𝑘𝑖                                     ( 3.34 ) 

One can easily find that equation 3.32 is the simplified case of equation 3.34 with 𝛼 = 0°.  

An example of non-collinear OPA phase match is shown in figure 3.9. An output from a 

Ti:shapphire amplifier centered near 0.8 µm is used as the pump field. The signal wave is the 

DFG (centered at 1.6 µm) generated using the scheme illustrated in figure 3.6.  

 
Figure 3.9 (a) Optical refractive index of BIBO crystal for type I interaction (0.8 µm(e) → 

1.6 µm(o) +1.6 µm(o)). Refractive index for X, Y and Z-axis is plotted in red, blue and 

black line. Refractive index for pump wave is plotted in dashed gray line with a phase 

matching angle of θ=11 degree. (b) Top view of crystal oriental with respect to the input 

field polarization.   
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The polarization of the pump field is in the X-Z plane, while the signal and idler field is 

polarized along the Y-axis. Notice that the signal and idler field are both centered at 1.6 µm with 

the same polarization. Therefore, it is impossible to separate them in a collinear geometry. The 

non-collinear 𝛼 not only separates the three wave spatially in the far field, but also adds another 

degree of freedom to allow for the modification of the phase matching conditions for the 

different frequency combinations (𝜔𝑝, 𝜔𝑠 and 𝜔𝑖). The wave vector mismatch ∆𝑘 in this case can 

be calculated using equation 3.34. According to figure 3.9 (a) 𝑛𝑦, 𝑛𝑦 and 𝑛𝑒𝑓𝑓 should be used for 

𝜔𝑝, 𝜔𝑠 and 𝜔𝑖 to calculate 𝑘𝑝, 𝑘𝑠 and 𝑘𝑖. The result will be discussed in next section. 

 

 3.3 A 3 mJ, 12 fs, OPCPA laser system at 1KHz 

To extend the HHG cutoff photon energy, a long wavelength driving source is to take 

advantage of the 𝜆2 scaling of the cutoff energy. However, the single atom HHG efficiency falls 

dramatically with unfavorable 𝜆−5~𝜆−6 scaling [51]. Phase matching for HHG must be 

optimized to overcome this drawback [42, 45]. A high energy driving pulse with a loose focus 

geometry will increase the interaction volume and minimize the phase shift introduced by the 

geometric focusing. Therefore, a high energy ultra-short pulse with long wavelength is desired 

for producing high cutoff energy photon with high flux. 

A 3 mJ, 12 fs, OPCPA laser system has been developed in author’s lab. The OPCPA 

have an output spectrum centered at 1.6 μm. The nonlinear BIBO crystal is working near 

degenerate condition (𝜔𝑖 ≈ 𝜔𝑠 = 1.6 μm,  𝜔𝑝 = 0.8 μm ), the group delay dispersion inside 

BIBO is close to zero for the signal and idler wave near 1.6 μm. These conditions allow for a 
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broadband phase match bandwidth required to preserve the board seed spectrum in the 

amplification process [52]. 

 

 3.3.1 Ti:sapphire pump laser system 

 

Figure 3.10 Schematic setup of Ti:sapphire laser system for pumping OPCPA. 

 

To meet the requirements for pumping the OPCPA laser, a powerful front end pump laser 

operating near 0.8 μm has been developed based on the Ti:sapphire CPA technology. Figure 

3.10 shows a schematic illustration of our front end Ti:sapphire pump laser system. The laser 

system starts from a mode-locking oscillator (Thorlabs, OCTAVIUS, 85 MHz). A pockel cell is 

used to reduce the repetition rate to 1/80000 of 85 MHz. The near 1KHz nanojoule-level output 

pulse is stretched to 360 ps (730-830 nm) using an Offner-type stretcher [53, 54] consisting of a 

1400 lines/mm transmission grating (LightSmyth) working in littrow configuration with a high 

diffraction efficiency (92% for single pass). The seed pulse is then amplified to 4 mJ after the 

first stage 14-pass amplifier which consists of a Ti:sapphire crystal that is cooled to 173 K by the 

cold finger of a liquid immersion chiller. After the first stage, the beam is split into two parts, 2.6 

mJ of the 4 mJ is send to a grating pair for pulse compression. The compressed 30 fs, 2.2 mJ 

pulse is then used for generating the seed for OPCPA laser. The remaining 1.4 mJ out of 4 mJ is 
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then sent to the second stage 6-pass amplifier to boost the pulse energy to 10 mJ, the crystal is 

cooled to 50 K by Cryomech (PT60, 60W) to reduce the thermal issues. The final stage is a 

single pass amplifier stage with an output pulse energy of 21 mJ when using with 532 nm, 80 mJ 

of pump energy. The final stage is also cooled to 50 K with 200 W of cooling power (Cryomech 

AL300). The amplified pulse is then compressed by a second grating pair to 18 mJ, 5 ps with 

negative chirp. This pulse is later used for pumping the OPCPA laser. A typical output spectrum 

from Ti:sapphire amplifier is showed with red line in figure 3.11. 

 

 

Figure 3.11 The Ti:sapphire amplifier output spectrum for seeding the hollow core fiber 

(red); White light spectrum after hollow core fiber (yellow). 
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 3.3.2 BIBO crystal based OPCPA  

To achieve a seed spectrum from 1.2 to 2.3 µm, we applied the intra-pulse DFG 

technique as discussed in chapter 3.2.1.  Figure 3.12 show a schematic drawing of OPCPA laser 

system in author’s lab. The 30 fs, 2.2 mJ pulse centered near 0.8 µm is loosely focused into a 

hollow core fiber (350 µm in diameter) filled with 30 psi of neon gas. The self-phase modulation 

(SPM) effect accumulated during pulse propagation inside the neon gas will broaden the 

spectrum [47]. Figure 3.11 compares the spectra before and after SPM. The white light pulse 

produced by the SPM is positively chirped. Pairs of chirp mirrors are used to compensate the 

positive chirp of pulse from SPM and positive material dispersion (exit window, focus lens etc.) 

to achieve a 7 fs pulse before being focused into a 0.5 mm BIBO to generate the OPCPA seed 

usingintra-pulse DFG as discussed in chapter 3.2.2. The frequency mixing process produces a 

seed spectrum from1.2 to 2.3 µm (figure 3.13). Since the polarization of DFG field is orthogonal 

to the white light field. A silicon window is oriented at the Brewster angle for the white light 

field (75°). Therefore, the white light field is transmitted into the silicon window and gets 

absorbed while the DFG pulse is partially ( ~75%) reflected. The typical DFG energy after 

silicon reflection is 1 µJ. An acousto-optic programmable dispersive filter (AOPDF, purchased 

from FASTLITE) [55, 56] is used as a stretcher to positively chirp the DFG pulse to 4.4 ps with 

~ 5% diffractive efficiency. The remaining energy for seeding the first parametric amplifier stage 

is about 50 nJ.  
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Figure 3.12 Schematic setup of the OPCPA system. BS1, 20% reflection beam splitter; BS2, 

10% reflection beam splitter; Si BW, silicon window at Brewster’s angle. Figure adopted 

from ref [57] 

 

The 50 nJ seed pulse is then amplified by 3 stages. Each BIBO is working at a phase 

matching angle of 𝜃 =10.8°. A small noncollinear angle of 𝛼 = 0.6° is introduced to separate the 

signal beam from pump and idler as discussed in chapter 3.2.4. The first and second BIBO in 

amplifier stage are 5 mm in thickness. They are pumped by 0.36 mJ and 3.2 mJ energy 

respectively. The amplified signal pulse energy is 30 uJ (gain of 600) and 400 uJ (gain of 13) 

respectively. The gain in the first stage can be kept low thanks to our high energy seed (50 nJ). 

Therefore, the parametric fluorescence is low in first stage OPCPA. In the third stage, a pump 

power of 14.4 mJ is used to achieve 3 mJ output energy for the signal field.  
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Figure 3.13 Spectra taken at different stages of OPCPA laser system. 

 

The spectra of the signal wave at seeding and three amplification stages are compared in 

figure 3.13. All spectrum components from 1.2 to 2.3 μm are well preserved during amplification 

due to our broad phase-matching bandwidth. Equation 3.34 is used to calculate the phase-

matching bandwidth in our 3-stage parametric amplifier using BIBO crystal (described in figure 

3.9). The calculated phase-matching efficiency between the signal and pump wavelength is 

plotted in figure 3.14 (b). Only the signal wavelength is plotted versus pump wavelength as the 

idler field is spatially chirped for non-collinear geometry and is hence not useful in our case. 

Each coordinate in figure 3.14 (b) correspond to a combinations of wavelengths from pump (x-

axis), signal (y-axis) and idler (calculated using 𝜔𝑖 = 𝜔𝑝 − 𝜔𝑠). An optimized phase matching 
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condition, 𝜃 =10.8° and 𝛼 = 0.6°, is used when calculating the phase-matching efficiency. The 

result (𝑠𝑖𝑛𝑐2(𝛥𝑘𝐿/2)) is color plotted. The areas of perfect phase match are denoted by red 

color. The Mathematica code for calculating noncollinear phase matching is attached in 

Appendix B. 

Unlike conventional OPA where is the signal and pump pulses are close to transform 

limited. Our signal and pump pulses are both chirped to near 5 ps. The chirp for the pump pulse 

is controlled by varying the distance of a grating pair [58]. A dominating second order dispersion 

from grating pair chirped the pump pulse almost linearly. The chirp of the signal pulse is decided 

by the amount of dispersion in the stretcher (Dazzler in our case), which should match with the 

dispersion of the 150 mm bulk fused silica compressor. Therefore, the chirp of signal pulse 

inside the amplifier is opposite to the material dispersion from the bulk compressor. 

In the time domain, the signal or pump field’s instantaneous frequency varies from 

leading edge to trailing edge. The black dots in figure 3.14 (b) indicates the phase-matched 

wavelengths from signal and pump in time domain. The coordinates of the black dots fall within 

the red region with good phase matching.  
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Figure 3.14 Time domain phase match in OPCPA system. (a) A schematic illustration of a 

positively chirped seed (signal) and a negatively chirped pump pulse overlap in time 

domain. The dashed lines indicate the matched two wavelengths in time. (b) Calculated 

phase match efficiency ( 𝒔𝒊𝒏𝒄𝟐(𝜟𝒌𝑳/𝟐) ) as a function of pump and signal wavelength in 

BIBO crystal using the condition 𝜽 =10.8° and 𝜶 = 𝟎. 𝟔°. The black dots indicate the time-

domain matched wavelength pairs from signal and pump pulse obtained from (a). The 

chirp of the signal and pump pulse during three OPCPA stage is determined by fused silica 

compressor (in figure 3.12) and second grating pair (in figure 3.10) respectively. 

 

 

 3.3.3 Dispersion control 

Since the seed pulse (1.2-2.3 μm) is generated by intra-pulse DFG inside the first BIBO 

crystal, the signal pulse goes though many dispersive optical components inside the OPCPA 

system. These dispersion components include dazzler, lens, BIBO crystals, air, 150-mm bulk 

compressor and even gating optics for HHG/attosecond experiments. To achieve near Fourier 

transform limited pulse duration, the dispersion introduced by the dazzler should be opposite to 

sum of dispersion from the rest of system, which can be calculated using material dispersion 

equation. For a simple estimation, let us consider only the dispersion from 150 mm of fused 

silica and ignore the dispersion from lens, BIBO crystals, air and gating optics, since their 
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cumulative GDD is small compared to 150 mm fused silica, and determine how much dispersion 

compensation must be applied using the Dazzler. The phase shift introduced by 150 mm fused 

silica is given by: 

𝝋(𝝎) = 𝝎 × 𝑳 × 𝒏(𝝎)/𝒄𝟎                                                         ( 3.35) 

 

where 𝐿 = 150 𝑚𝑚, 𝑛(𝜔) is the frequency dependent refractive index for IR fused silica that 

can be calculated using Sellmeier coefficients. The total phase shift can also be approximated 

using Tylor expansion with central angular frequency 𝜔𝑜 (𝜔𝑜~ 1.7 𝜇𝑚) : 

𝝋(𝝎) = 𝝋𝒐 + (
𝝏𝝋

𝝏𝝎
) (𝝎 − 𝝎𝒐) +  

𝟏

𝟐!
(
𝝏𝟐𝝋

𝝏𝝎𝟐) (𝝎 − 𝝎𝒐)
𝟐 +

𝟏

𝟑!
(
𝝏𝟑𝝋

𝝏𝝎𝟑) (𝝎 − 𝝎𝒐)
𝟑+   

𝟏

𝟒!
(
𝝏𝟒𝝋

𝝏𝝎𝟒) (𝝎 −

𝝎𝒐)
𝟒 +   

𝟏

𝟓!
(
𝝏𝟓𝝋

𝝏𝝎𝟓) (𝝎 − 𝝎𝒐)
𝟓…..                                                                                          ( 3.36 ) 

 

The first, second, third, fourth and fifth order coefficients correspond to the dispersion terms 

group delay (GD), group delay dispersion (GDD), third order dispersion (TOD), fourth order 

dispersion (FOD) and fifth order dispersion (FID) respectively. 

Table 3.2 Taylor series of dispersion terms from a 150 mm fused silica. 

Spectrum phase series formula Value for 150 mm fused silica 

( 𝜔𝑜~ 1.7 𝜇𝑚 ) 

GD 𝜕𝜑 / 𝜕𝜔 732402 𝑓𝑠 

GDD 𝜕2𝜑 / 𝜕𝜔2 -7137 𝑓𝑠2 

TOD 𝜕3𝜑 / 𝜕𝜔3 33164 𝑓𝑠3 

FOD 𝜕4𝜑 / 𝜕𝜔4 -126633 𝑓𝑠4 

FID 𝜕5𝜑 / 𝜕𝜔5 -669086 𝑓𝑠5 
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The first order GD only delays the pulse in time which does not change the shape of the 

pulse. The other high order terms will change the pulse shape in time domain. In figure 3.15, 

gives readers an idea of how compensating each term would affect the pulse shape in time 

domain. Figure 3.15 (a) shows the simulated spectrum centered at 1.7 μm wavelength. Figure 

3.15 (b) shows the corresponding Fourier transform-limited electric field in the time domain. 

Figure 3.15 (c) is the calculated GDD by assuming that only the second order dispersion from 

150 mm FS is compensated. In other words, only TOD, FOD, FID etc. from a 150 mm fused 

silica is applied to the spectrum phase in Figure 3.15 (a) and the corresponding electric field is 

showed in Figure 3.15 (d). One can easily see from figure 3.15 (d) that to achieve a near 

transform limited pulse, second order dispersion compensation alone is not enough. Similarly, in 

figure 3.15 (e), (g) and (i), up to TOD, FOD and FID dispersion are compensated respectively 

and their corresponding Fourier transformed E-fields are plotted in (f), (h) and (j). One can see in 

figure 3.15 (g) that a minimum of phase compensation up to FOD is necessary to achieve a pulse 

that is approximately close to transform limited. To achieve a near transform-limited pulse in 

figure 3.15 (j), the FID would also need to be compensated as well. 



53 

 

Figure 3.15 the influence of GDD, TOD, FOD and FID on the optical pulse compression of 

a broad spectral pulse. (a) the simulated spectrum; (b) the Fourier transform-limited e-

field from (a). (c), (e), (g) and (i) calculated GDD with phase compensation up to 2nd, 3rd, 4th 

and 5th order respectively and their corresponding time domain E-field in (d), (f), (h) and 

(j). 
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In the experiment, the pulse duration after compression is measured by a home-made 

second harmonic generation frequency resolved optical gating (SHG-FROG) [59]. Due to our 

high pulse energy, the laser field intensity is high enough to produce adequate SHG signal inside 

BIBO crystal without focusing. Therefore, a single-shot geometry is chosen for simplicity when 

combined with an image spectrometer (figure 3.16) [60]. The laser beam with good beam profile 

is split into left and right half circle by a pair of split mirrors. The reflected two beams with a 

small angle (~2°) overlap inside a 20 μm thick BBO crystal cutting at 22°. The temporal 

information is therefore encoded in the horizontal direction. The laser beam is then rotated by 

90°. The fundamental driving field is filtered out in space by a slit near the image mirror, which 

image the SHG pattern (at BBO crystal) onto the entrance slit of image spectrometer. Since the 

laser beam is rotated by 90°. The temporal information of the SHG pattern is now in the vertical 

direction which is preserved inside the image spectrometer. The spectrum is spatially separated 

by image spectrometer in the horizontal direction. A CDD camera records the 2D FROG trace 

for retrieval.  Figure 3.17 shows a 11.4 fs pulse measure by FROG. A typical pulse duration of 

12 fs is expected for daily operation. 
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Figure 3.16 Setup for second harmonic generation frequency resolved optical gating (SHG-

FROG). Laser beam is collimated into the BBO crystal.  
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Figure 3.17 (a) Experimental SHG FROG trace; (b) retrieved SHG FROG trace; (c) 

independently measured spectrum (black), retrieved spectrum (red), and retrieved spectral 

phase (green); (d) retrieved pulse (red) and temporal phase (green). 
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 3.3.4 CEP stability  

As discuessed in chapter 3.2.3. the CEP of our seed pulse is passively stablized through 

the intra-pulse DFG process [49, 50]. The Dazzler with the jitter free feature can preserve the 

CEP value during pulse stretching. The material dispersion inside the laser system does not 

intraduce significant CEP fluctration. Therefore, the CEP of output pulse is also passively 

stablized. Figure 3.18 shows a single-shot f-to-2f measurement of the CEP fluctuation which is 

about 165 mrad for 1 hour. 

 

 
 

Figure 3.18 Top: f-to-2f interferograms collected for 1 h; bottom: CEP fluctuations (165 

mrad RMS) in 1 hour. 
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CHAPTER 4 - GENERATION OF ISOLATED SOFT X-RAY 

ATTOSECOND PULSES 

The OPCPA laser system described in chapter 3.3 is capable to deliver 12 fs, 3 mJ pulses 

at 1 KHz repetition rate. Its bandwidth covers 1.2 to 2.3 µm, which is ideal for generating 

attosecond pulses with high photon energy. The 12 fs pulse duration correspond to about two 

optical cycles at 1.7 μm central wavelength. Such two-cycle pulses are not suitable for 

generating IAP. Proper gating method is required. 

The different gating methods have been discussed and compared before in chapter 2.2. 

For our case, we choose the method based on polarization gating (PG) for 2 important reasons: 

First, PG works more efficiently when using a long wavelength driving laser. Second, PG can 

isolate the attosecond pulse in both the plateau and the cutoff spectrum region.  

 

 4.1 Parameter for polarization gating at 1.7 μm 

The mechanism of polarization gating is discussed in detail in chapter 2.2.3. With a time 

varying ellipticity, HHG is only possible in a short time window where the E-field is linearly 

polarized. The time dependent ellipticity is given by equation 2.19. To evaluate quantitatively 

how the E-field ellipticity suppresses the HHG yield. an experiment (in chapter 4.1.1) is 

introduced to measure the threshold ellipticity that would suppress the HHG yield by 90%.  

 

 4.1.1 Ellipticity dependent HHG yield 

Consider the three-step model for HHG process. In an elliptically polarized field, the 

tunneling ionized electron will be driven by the elliptically polarized filed. The transverse 

displacement introduced by the transverse E-field (equation 2.17, gating field for PG) will drive 
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the electron away from its parent ion and the electron does not recombine with the parent ion as a 

result. However, in quantum mechanics, the electron ionized from the atom should be treated as 

an electron wave packet rather than a single point charge [38]. The electric field accelerates the 

spreading electron wavepacket away from the parent ion and returns the wavepacket to the 

parent ion. Even if the field were elliptical, the returning spread electron wavepacket might 

spatially overlap with the parent ion and recombine with the parent ion and release a photon, 

albeit with yield corresponding to the degree of spatial overlap between the electron wavepacket 

and the parent ion. 

Figure 4.1 shows an experiment to measure the ellipticity dependence of the HHG yield 

[37]. The 12 fs, 1.7 μm OPCPA pulse is focused (f=450 mm) into a neon gas cell to produce the 

high harmonic spectrum. The HHG signal is refocused by a nickel coated toroidal mirror with 

86.5° incident angle. A 1200 line/mm soft x-ray diffraction grating (Shimadazu 03-005) is 

images the focus ontp the MCP phosphor screen and the soft X-ray spectrum on the MCP screen 

is recorded by an Andor sCOMS camera. An achromatic ¼ wave plate (Thorlabs AQWP10M-

1600) is placed before the lens to control the field ellipticity. With the optical axis (fast or slow 

axis) parallel to the input polarization. The E-field after the ¼ wave plate is still linearly 

polarized. By rotating the ¼ plate with an small angle of θ, the resulted e-field became 

elliptically polarized with an ellipticity of tan (θ). 
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Figure 4.1 Experimental setup for measuring ellipticity dependent HHG yield. 

 

 

 

 
Figure 4.2 (a) Dependence of HHG yield on the driving laser ellipticity over the range of 

50–325 eV; (b) dependence of HHG yield on the driving laser ellipticity at 200 eV (dot) with 

its Gaussian fitting (solid line); and (c) measured (dot) and calculated (solid line) threshold 

ellipticity at a field intensity of 5×1014W/cm2. 
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The experimental result is plotted in figure 4.2 (a). In this measurement, the difference 

between the p- and s-polarization grating efficiency is neglected because the rotation of the 

major axis of the driving field ellipticty is less than 10%, resulting in a relative error of only 3%. 

In figure 4.2 (a), the HHG yield reaches maximum when the field ellipticity of zero (linear 

polarized). The yield decrease with increase ellipticity. In order to determine the ellipticity 

adequate for suppressing the HHG yield. We define the threshold ellipticity  𝜉𝑡ℎ to be the 

ellipticity where the HHG yield decreases to 10%. In figure 4.2 (b), the data at 200 eV is plotted 

in black dots, since the ellipticity-dependent HHG yield follows a Gaussian shape in theory [38]. 

A Gaussin distribution curve is fitted to the 200 eV data. The calculated threshold ellipticity is 

𝜉 = 0.1 for 200 eV. Using the same method, we can calculate the experimental threshold 

ellipticity for other photon energies. The result is shown in figure 4.2 (c) with the theoretical 

prediction for comparison. The theoretical prediction is a semi-classical model that assumes that 

the HHG yield from an elliptical field is dominated by electrons with an initial transverse 

velocity that compensates for the transverse displacement introduced by elliptical field [40]. The 

theoretical prediction matchs with experimental result with about 20% difference. Both the 

experimental and theoretical result show a small variation of 𝜉𝑡ℎ over the 50-325 eV range. The 

value of  𝜉𝑡ℎ is mainly determined by driving field wavelength. For simplicity, 𝜉𝑡ℎ = 0.1 is used 

for calculating the polarization gating parameters at 1.7 μm central wavelength. 

 

 4.1.2 Polarization gate width using 1.7 μm field.  

The time-dependent ellipticity for the polarization gating is given by equation 2.18 in 

chapter 2.2.3. At the middle of the polarization gating (4𝐼𝑛(2)𝑇𝑑𝑡𝜏𝑝
−2 ≪ 1), the field ellipticity 

can be approximated by equation 2.19: 
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𝜉(𝑡) = 2𝐼𝑛(2)
𝑇𝑑

𝜏𝑝
2  |𝑡|                                                       ( 4.1 ) 

 

𝜉(𝑡) < 𝜉𝑡ℎ will ensure any eligible time 𝑡 would allow HHG yield. The polarization gate width is 

therefore given by equation 2.20: 

𝛿𝑡𝐺 =
𝜉𝑡ℎ

𝐼𝑛(2)

𝜏𝑝
2

𝑇𝑑
                                                                    ( 4.2 ) 

where 𝜉𝑡ℎ = 0.1, and 𝜏𝑝 = 12 fs. We ignore the difference between phase delay 𝑇𝑃𝑑 and group 

delay 𝑇𝐺𝑑 (equation 2.11 and 2.12) for small 𝑇𝑑, and the delay 𝑇𝑑 can be simply set as 𝑇𝑑 =

𝑇0, 2𝑇0, 3𝑇0 …. The resulted polarization gate width 𝛿𝑡𝐺1 = 3.6 fs for one cycle delay (𝑇𝑑 = 𝑇0 =

5.6 fs) and 𝛿𝑡𝐺2 = 1.8 fs for two cycle delay (𝑇𝑑 = 2𝑇0 = 11.2 fs). Since the HHG emits every 

half optical cycle, the polarization gate width should be less than half optical cycle 𝛿𝑡𝐺 <
𝑇0

2
=

2.8 fs to ensure that only efficient electron recombination happens inside the gate time (−
𝛿𝑡𝐺

2
<

𝑡 <
𝛿𝑡𝐺

2
). It is then obvious that the two cycle delay case satisfy the requirement 𝑡𝐺2 = 1.8 fs < 

𝑇0

2
 

while one cycle delay does not 𝑡𝐺1 = 3.6 fs > 
𝑇0

2
. This indicates that the one cycle delay PG will 

result in an incomplete gating. 

 

 4.2 Experiment comparison of PG gate width 

To setup the PG experiment, a quartz plate is added into the beam path before the ¼ wave 

plate in figure 4.1. The quartz plate thickness is 180 μm (379 μm) for introducing one- (two-) 

cycle delay between o- and e-pulse. The optical axis of quartz plate is set at 45° for PG and 0° for 

linear polarization. The subsequent ¼ wave plate is set at 0°. The laser pulse energy and beam 

size is control simultaneously by an iris for maximizing the total HHG flux. The estimated laser 
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focus intensity is 5.5 × 1014 W/cm2 for all cases. Figure 4.3 shows a comparison of the HHG 

spectra produced using linearly polarized driving field and PG. Under linearly polarized field, 

the HHG spectra are always discrete. This indicates that multiple attosecond pulses are generated 

for each laser shot. For one cycle delay PG case, the spectra changes from continuous (CEP = -

0.05 π) to discrete-like (CEP = 0.45 π) in figure 4.3 (e). This indicates that the one cycle delay 

PG gating has too large gate window and could result in double attosecond pulse with certain 

CEP values. For the complete PG with two-cycle delay, the HHG spectra is always continuous 

for all CEP values. This indicates that an IAP is generated for each laser shot. Another evidence 

that an IAP is emitted per laser pulse is the large modulation in HHG spectra intensity as the 

CEP is varied [35]. 
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Figure 4.3 CEP influence on HHG spectra using (a) a linear driving pulse, (b) a PG pulse 

with one-cycle delay, and (c) a PG pulse with two-cycle delay; comparison of HHG spectra 

with CEP values differing by 0.5 π using (d) a linear driving pulse, (e) a PG pulse with one-

cycle delay, and (f) a PG pulse with two-cycle delay. The spectra below 100 eV are shown 

where the resolution of spectrometer is sufficient to resolve harmonic peaks. The conditions 

of the MCP detector are kept the same so that the relative HHG flux in the three cases can 

be compared. Figure adopted from ref [37] 

 

The two-cycle delay PG generates IAP at the cost of sacrificing a huge amount of photon 

flux. Figure 4.4 shows the relative photon flux for linear, one- and two-cycle delay PG. The 

number of x-ray photon in 100-400 eV range is measured with a XUV photodiode (IRD AXUV 

100), which gives ~1.5 × 107 photons per laser shot after 100 nm Sn filter when using a linearly 

polarized driving field. The 100 nm Sn filter blocks the fundamental driving field. 
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Figure 4.4 Photon flux compare between linearly polarized driving field and PG driving 

field. Iris size and gas cell position are re-optimized in each PG case for total flux. 

 

The PG technique we introduced here for 1.7 µm wavelength driving field shows strong 

evidences (continuous spectrum & CEP dependent HHG yield) of generation IAP. To truly prove 

the generation of IAP and to fully characterize the IAP, attosecond streaking measurement is 

required. Which will be discussed in chapter 5. 
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CHAPTER 5 - CHARACTERIZATION OF SOFT X-RAY ATTOSECOND 

PULSES 

To fully characterize an optical pulse, one wants to know the time domain electric field. 

However, it is technically difficult to measure the electric field directly since the electric field 

frequency (~ 1014 Hz) is too fast for any conventional detector to respond. By the principle of 

Fourier transform, one can also fully characterize the optical pulse in the frequency domain by 

knowing the spectrum and spectral phase. The FROG [59] technique is widely used to 

characterize femtosecond pulses. For the attosecond pulse discussed in chapter 4, it is difficult to 

characterize electric field using FROG technique since the flux of attoscond pulses is too low.  

The technique used to characterize IAP is similarly based on the concept of measuring 

the spectrum in the frequency domain and its spectral phase. While the spectrum can be easily 

measured by XUV grating spectrometers, the spectral phase can be measured using attosecond 

streak camera technique [61]. In this chapter, the principle of attosecond streaking is discussed 

along with the corresponding experimental results. The Phase Retrieval by Omega Oscillation 

Filtering (PROOF) [62] algorithm for retrieving the phase is also discussed.  

 

 5.1 Principle of attosecond streak camera 

The streak camera operates based on the idea of transforming a time varying signal into a 

spatial profile on a detector, by causing a time-varying deflection of the signal across the width 

of the detector [63]. Such an idea is similar to the operating principle of cathode ray oscilloscope. 

In a cathode ray oscilloscope, an unknown time varying electronic signal is applied to a vertical 

deflection plate where an electron beam passes through. The electron beam trajectory is deviated 
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by the time varyingelectric field applied in the vertical direction. A time synchronized sweep 

voltage is also applied to the horizontal deflection plates to resolve the time varying signal in the 

2D. In this way, the unknown time varying electronic signal is mapped into vertical (signal 

strength) and horizontal (time) direction. 

 For measuring attosecond pulse, there is no electronic device that could provide sweep 

voltage in attosecond time scale. Instead, the fast oscillating electric field in an optical wave 

(phase locked with attosecond field) could be used as the sweep voltage for measuring the 

attosecond filed. This is the basic idea of attosecond streak camera [61].  

 In attosecond streaking, a weak attosecond pulse (XUV or x-ray) and a phase-locked IR 

pulse are focused together into the neutral gas. The relative delay 𝜏𝑑 between attosecond and IR 

pulse are well controlled. Figure 5.1 (a) shows a schematic drawing of attosecond and IR pulse 

overlapping in the neutral gas for attosecond streaking. The attosecond photons ionizes the 

ground state neutral gas to the continuum through single photon ionization. The IR field with a 

typically intensity of ~ 1011-1013 W/cm2 is relatively weak in field strength compared to the 

atomic Coulomb field. Since the IR field overlaps with the attosecond pulse, the free electrons 

generated at time 𝑡 are streaked by the IR laser field. We assume the IR and attosecond field are 

both linearly polarized in the same direction and the measured electron kinetic energy spectrum 

is measured along the polarization direction. The IR field imparts a momentum ∆𝑝(𝑡) onto the 

free electron generated at time 𝑡𝑑 have momentum change due to the IR streak field [61]: 

∆𝒑(𝝉𝒅) = ∫ 𝒆𝜺𝑳(𝒕
′)𝒅𝒕′∞

𝝉𝒅
= 𝒆𝑨(𝝉𝒅)                                               ( 5.1 ) 

 

Where 휀𝐿(𝑡) is the IR electric field, 𝐴(𝑡) is the vector potential of the IR filed and 𝜏𝑑 is the time 

delay between attosecond and IR pulse. Figure 5.1 (b) shows the attosecond streaking 
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photoelectron spectrogram as a function of the delay time 𝜏𝑑. The spectrogram can be calculated 

quantum mechanically using strong field approximation (SFA)[64, 65]. In the SFA, the ground 

state electron is ionized directly promoted to the continuum states, bypassing all the excited 

states. Thus, the atomic resonance processes are ignored and only the ground state and the 

continuum states need to be considered.  

 

Figure 5.1 A schematic drawing depicting the principle of attosecond streaking (a) XUV 

(blue) and streaking field (red dashed) (b) The streaking photoelectron diagram obtained 

by scanning the delay between XUV and streaking field and recording photoelectron 

spectra at each delay. 
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When the neutral gas atom is placed in the field which is a sum of the attosecond 𝜺𝑋(𝑡) 

and IR 𝜺𝐿(𝑡). The time-dependent Schrödinger equation (TDSE) under the electric dipole 

approximation is: 

𝒊
𝝏

𝝏𝒕
|𝚿(𝒓, 𝒕)⟩ = [−

𝟏

𝟐
 𝛁𝟐 + 𝑽(𝒓) − 𝜺𝑳(𝒕) 𝒓 − 𝜺𝑿(𝒕 − 𝝉𝒅) 𝒓]|𝚿(𝒓, 𝒕)⟩      ( 5.2 ) 

 

Where |Ψ(𝒓, 𝑡)⟩ is the electron wave function, −𝜺𝐿(𝑡) 𝒓 and −𝜺𝑋(𝑡 − 𝜏𝑑) 𝒓  are the dipole 

moment of the electron in the IR and the attosecond field. The IR pulse is assumed to arrive at 

time zero and the attosecond pulse arrives with a time delay of 𝜏𝑑.  

After making the SFA, the solution to the equation 5.2 has an analytical solution: 

|𝚿(𝒓, 𝒕)⟩ = 𝒆−𝒊𝑰𝒑𝒕[|𝟎⟩ + ∫𝒅𝟑  𝒃(𝒗, 𝒕)|𝒗⟩]                                     ( 5.3 ) 

Where |0⟩ is the ground state wave function and 𝑏(𝒗, 𝑡) is the complex amplitude of momentum-

space plane wave function |𝒗⟩ with electron momentum 𝒗. 𝐼𝑝 is the ionization potential of the 

atom. The time dependent phase term 𝑒−𝑖𝐼𝑝𝑡 is factored out of the continuum wave unction. The 

complex amplitude of continuum wave function at delay 𝜏𝑑 is given by [66]: 

𝒃(𝒗, 𝝉𝒅) = −𝒊 ∫ 𝒅𝒕 𝜺𝑿(𝒕 − 𝝉𝒅)𝒅[𝒗 + 𝑨(𝒕)]𝒆𝒊𝝋(𝒗,𝒕)𝒆−𝒊(
𝒗𝟐

𝟐
+𝑰𝒑)𝒕∞

−∞
              ( 5.4 ) 

𝝋(𝒗, 𝒕) = −∫ 𝒅𝒕′[𝒗𝑨(𝒕′) +
𝑨𝟐(𝒕′)

𝟐
]

∞

𝒕
                                    ( 5.5 ) 

 

𝑑[𝒗] is the complex dipole transition-matrix element from the ground state to the continuum 

state with momentum 𝒗 . The energy and delay-dependent photoelectron spectrogram 𝑆(𝒗, 𝜏𝑑) in 

figure 5.1 (b) can be calculated from the amplitude of continuum wave function [65-67]: 

𝑺(𝒗, 𝝉𝒅) = |𝒃(𝒗, 𝝉𝒅)|
𝟐                                             ( 5.6 ) 
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 5.2 Attosecond streak camera Experiment 

 5.2.1 Experimental setup 

 

 

Figure 5.2 Experimental setup for attosecond streak camera. CCD: charge-coupled device; 

MCP: microchannel plate, PZT: piezo-electric transducer 

 

A schematic illustration for the experiment setup for isolated attosecond pulse generation 

and characterization is shown in figure 5.2. The laser pulse energy available for this experiment 

is 1.5 mJ. The laser field is first split into two arms. The high energy (90% of the 1.5 mJ) arm 

passes through polarization optics. The pulse energy and beam size is controlled simultaneously 

by an iris placed right before a f=450 mm focus lens. The laser beam with a time dependent 

ellipticity is then loosely focused into a 1.5 mm long gas cell to generate isolated attosecond 

pulses in the soft x-ray region. The x-ray beam is then focused into a second gas jet by a nickel 

coated toroidal mirror with > 70% reflective efficiency for 100 -500 eV region using 86.5° 

incident angle. The fundamental driving field is filtered out by Tin filters. The negative 

dispersion from the Tin filters can partially compensate for the positive attochirp [68] in the X-

ray region. The reflected streaking arm (10% of the 1.5 mJ) is recombined with the X-ray beam 
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by a hole drilled mirror and focused to the gas jet. A mirror mounted on a piezo-electric 

transducer controls the relative time delay of the streaking arm. Helium gas is typically used to 

suppress the background noise or multichannel contribution during the photon ionization [69]. 

The photoelectron spectrum is measured by a 3-meter-long magnetic-bottle electron time-of-

flight (TOF) spectrometer [70]. A soft X-ray grating spectrometer monitors the signal during our 

experiment. For attosecond streaking, the delay 𝜏𝑑 between the attosecond and the streaking arm 

need to controlled and stabled. A 532 nm CW beam is sent through from the other side of the 

beam splitter. The reflected and transmitted 532 nm beams co-propagate with the attosecond and 

streaking arm respectively. The interference fringes from the 532 nm beams after the hole mirror 

are used to apply feedback to the delay mirror through the piezo-electric transducer to stabilize 

the interferometer [71].  

 

The PG technique mention in chapter 4.2 is a promising choice for generating IAP in X-

ray region. Both one and two-cycle delay PG produce HHG which have highly  CEP dependent 

HHG yield and have cutoff that is dependent on the CEP. These features strongly indicative of 

the generation of IAP. With an attosecond streaking camera, we investigate the feasibility of 

using one- and two-cycle delay PG.  

 

 5.2.2 One- and two-cycle delay PG comparison using attosecond streaking. 

We first investigate one-cycle delay PG by using a 180 μm quartz plate. Figure 5.3 record 

three streaking spectrograms using one-cycle delay PG with different CEP values. The streaked 

photoelectron spectrogram in Figure 5.3 (a) shows a clear sinusoidal energy shift with a period of 

𝑇0 caused by the streaking IR field. Upon changing the relative CEP value by only 0.2 π, half-
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cycle streaking becomes obvious in the upward and downward side of the energy shift (Figure 

5.3 (b)). Such a half-cycle energy shift is a signature of double attosecond pulses generated 

inside the polarization gate [72]. An even stronger half-cycle energy shift is observed when 

further changing the relative CEP value to 𝛹𝐶𝐸𝑃 + 0.7𝜋. Therefore, one-cycle delay PG in our 

case can generate clean IAP in 100-300 eV region only with proper CEP values.  

 

Figure 5.3 Carrier-envelope phase influence on PG. Experimental streaked photoelectron 

spectrograms using one-cycle delay PG (gate width 𝜹𝒕𝑮𝟏=3.6 fs) under different carrier-

envelope phase (CEP) values (a to c), with the ungated case (d) shown for comparison. The 

fundamental IR field was filtered out using 100 nm tin filter for all cases. Neon is used here 

to generated photoelectron since Neon has a relatively high photoionization cross section 

[73]. 
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We note that the photon flux with one-cycle delay PG (under proper CEP) is substantially 

higher than that with two-cycle delay (figure 4.4). The only drawback is the difficulty in finding 

an optimal CEP value for one-cycle delay PG since the CEP influence on HHG yield is weak 

compare when comparde to the two-cycle delay PG case (figure 4.3). Therefore, using one-cycle 

delay PG often results in a backward streaking with improper CEP value. Due to this reason, the 

two-cycle delay PG is preferred for our attosecond streaking experiment. Although the 

corresponding X-ray flux produced is three times lower than the flux produced using an one-

cycle case, it is easier to find an optimal CEP value for achieving cleaner IAP. Figure 5.4 (a) 

shows the attosecond streaking spectrogram using Neon as detection gas. A 100 nm Tin filter is 

applied to block the IR field in the attosecond arm. The trace shows a clear sinusoidal energy 

oscillation. The backward streaking in the low energy side (near 80 eV) is barely noticeable in 

figure 5.4 (a), whereas backward streaking is much more obvious in figure 5.3 (a). This is further 

indication that two-cycle delay PG generates much cleaner IAP since the lower energy 

harmonics are far easier to generate with inadequate gating (see figure 2.7). Figure 5.4 (c) and 

(d) shows the attosecond pulse’s spectral and temporal domain information retrieved from (a) 

using Phase Retrieval by Omega Oscillation Filtering (PROOF) [62] method, which is developed 

by our group. The principle of PROOF is discussed in the next section.   
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Figure 5.4  PROOF retrieved 309 as soft X-ray pulse. (a) Photoelectron spectrogram as a 

function of temporal delay between the soft X-ray and the streaking IR pulses in the case of 

a 100-nm-thick tin filter. A negative delay corresponds to an earlier IR pulse arrival. (b) 

Filter 𝑺𝝎𝑳
 trace (−5 to 0 fs) from the spectrogram in (a) and the retrieved 𝑺𝝎𝑳

 trace (0–5 fs). 

(c) Experimentally recorded (gray shade) and PROOF-retrieved spectra (black dash) by 

adding Neon photoionization potential (21.5 eV); corrected photon spectrum (blue solid), 

and spectrum phase (red dot) from PROOF. (d) Retrieved temporal intensity profile and 

phase of the 309 as pulses. 

 

 5.2.3 Phase Retrieval by Omega Oscillation Filtering (PROOF) 

The technique we use to retrieve the attosecond field information from attosecond streak 

spectrogram is called PROOF technique [62]. PROOF technique requires only modest dressing 

laser intensity and can work with broadband spectrum.   

The electric field of a linearly polarized isolated attosecond pulse can be described by the  

Fourier transform 
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𝜺𝑿(𝒕) = ∫ 𝒅𝝎
∞

−∞
 𝑼(𝝎)𝒆𝒊𝝋(𝝎)𝒆𝒊𝝎𝒕                                                 (5.7) 

 

where the 𝑈(𝜔) and 𝜑(𝜔) are the spectrum amplitude and spectrum phase respectively. It is 

easy to measure the power spectrum 𝐼(𝜔) = |𝑈(𝜔)|2, and only the spectrum phase 𝜑(𝜔) is 

needed to fully describe the pulse. The spectral phase encoded in the streaking spectrogram can 

be determined using PROOF by utilizing the quantum interference of continuum states caused by 

the dress laser [65]. The interference between those states causes the electron signal at a given 

energy to oscillate with the delay between the attosecond and the IR field. Such sinusoidal 

oscillation is governed by the amplitude and phase of each of the interfering spectrum 

components. Figure 5.5 illustrate the principle of PROOF. 

 The amplitude of the electron wave function with momentum 𝑣 and emitted at delay 𝜏𝑑 is 

given by equation 5.4 and 5.5. We assume the IR laser is close to monochromatic.  

휀𝐿(𝑡) = 𝐸𝐿cos (𝜔𝐿𝑡)                                                     (5.8) 

The vector potential then becomes 

𝐴𝐿(𝑡) = −
𝐸𝐿

𝜔𝐿
sin (𝜔𝐿𝑡)                                                 (5.9) 

The phase modulation to the electron wave in equation 5.5 becomes 

𝜑(𝑣, 𝑡) = −∫ 𝑑𝑡′ [𝑣𝐴(𝑡′) +
𝐴2(𝑡′)

2
] ≈

𝑣𝐸𝐿

𝜔𝐿
2 cos(𝜔𝐿𝑡)

∞

𝑡
=

𝑣𝐸𝐿

2𝜔𝐿
2 (𝑒𝑖𝜔𝐿𝑡 + 𝑒−𝑖𝜔𝐿𝑡)       (5.10) 

Here we assume only the electron moving along the laser e-field direction are detected. And the 

IR filed intensity is low 
𝑣𝐸𝐿

𝜔𝐿
 << 𝜔𝐿 . We then use approximation: 𝑒𝑖𝜑(𝑣,𝑡) ≈ 1 + 𝑖𝜑(𝑣, 𝑡), and the 

amplitude of electron wave packet from equation 5.4 becomes 

𝑏(𝑣, 𝜏𝑑) ∝ ∫ 𝑑𝑡 휀𝑥(𝑡 − 𝜏) [1 + 𝑖
𝑣𝐸𝐿

2𝜔𝐿
2 (𝑒𝑖𝜔𝐿𝑡 + 𝑒−𝑖𝜔𝐿𝑡)]

∞

−∞
𝑒−𝑖(

𝑣2

2
+𝐼𝑝)𝑡

             (5.11) 
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Substituting equation 5.7 into the integral in equation 5.11 and using the property of delta 

function ∫ 𝑑𝑡 𝑒𝑖𝜔𝑡∞

−∞
= 𝛿(𝜔), we have 

𝑏(𝑣, 𝜏𝑑)𝑒
𝑖𝜔𝑣𝜏𝑑 = 𝑈(𝜔𝑣)𝑒

𝑖𝜑(𝜔𝑣) + 𝑖
𝑣𝐸𝐿

2𝜔𝐿
2 [𝑈(𝜔𝑣 + 𝜔𝐿)𝑒

𝑖𝜑(𝜔𝑣+𝜔𝐿)𝑒−𝑖𝜔𝐿𝜏𝑑 + 

𝑈(𝜔𝑣 − 𝜔𝐿)𝑒
𝑖𝜑(𝜔𝑣−𝜔𝐿)𝑒𝑖𝜔𝐿𝜏𝑑]                                           (5.12) 

Where 𝜔𝑣 =
𝑣2

2
+ 𝐼𝑝 is the angular frequency of the attosecond photon. The streaking 

photoelectron spectrogram have three major components  𝑆(𝑣, 𝜏𝑑) = |𝑏(𝑣, 𝜏𝑑)|
2 ≈ 𝑆0 + 𝑆𝜔𝐿

+

𝑆2𝜔𝐿
 where 𝑆0 is the DC components that did not change with the delay, 𝑆2𝜔𝐿

 oscillates with 

2𝜔𝐿. We are interested in 𝑆𝜔𝐿
 which oscillates with the IR laser frequency 𝜔𝐿. 

𝑆𝜔𝐿
(𝑣, 𝜏𝑑) =

𝑣𝐸𝐿

𝜔𝐿
2
 𝑈(𝜔𝑣)[𝑈(𝜔𝑣 + 𝜔𝐿) sin(𝜔𝐿𝜏𝑑 + 𝜑(𝜔𝑣) − 𝜑(𝜔𝑣 + 𝜔𝐿)) − 

𝑈(𝜔𝑣 − 𝜔𝐿)sin (𝜔𝐿𝜏𝑑 − 𝜑(𝜔𝑣) + 𝜑(𝜔𝑣 − 𝜔𝐿))]                               (5.13) 
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Figure 5.5 Principle of PROOF. (a) The isolated attosecond pulse photoionizes the electrons 

to continuum states. Those continuum states separated by the IR laser central frequency 

𝝎𝑳 are coupled by the dress laser, leading to the characteristic oscillation of the 

photoelectron signal with delay. (b) Fourier transform amplitude of the signal from one 

electron energy in (a). Peaks are found at oscillation frequencies of zero (red line), 𝝎𝑳 

(black line), and 2𝝎𝑳 (red line). The 𝝎𝑳 component is selected using a filter. (c) 

Spectrogram obtained by inverse Fourier transform of the filtered 𝝎𝑳 component of the 

oscillation, from which the phase angle 𝜶(𝒗) can be extracted. 

 

We can see more clearly that the laser frequency oscillation (LFO) component 𝑆𝜔𝐿
 

indicates that the signal at momentum 𝑣 is the result of interference between the two photon 

transition pathway to the final state with momentum 𝑣. Equation 5.13 can be rewritten as: 

𝑆𝜔𝐿
= |𝑈(𝜔𝑣)|

2 𝑣𝐸𝐿

𝜔𝐿
2 𝛾 sin (𝜔𝐿𝜏𝑑 + 𝛼)                                 (5.14) 

Where  
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𝛾2 =
1

𝐼(𝜔𝑣)
{𝐼(𝜔𝑣 + 𝜔𝐿) + 𝐼(𝜔𝑣 − 𝜔𝐿) − 2√𝐼(𝜔𝑣 + 𝜔𝐿)𝐼(𝜔𝑣 − 𝜔𝐿)cos [2𝜑(𝜔𝑣) −

𝜑(𝜔𝑣 + 𝜔𝐿) − 𝜑(𝜔𝑣 − 𝜔𝐿)]}                                  (5.15) 

The modulation depth of the oscillation is given by 
𝑣𝐸𝐿

𝜔𝐿
2 𝛾, and  

tan[𝛼] =

sin[𝜑(𝜔𝑣)−𝜑(𝜔𝑣+𝜔𝐿)]−
√𝐼(𝜔𝑣−𝜔𝐿)

√𝐼(𝜔𝑣+𝜔𝐿)

sin [𝜑(𝜔𝑣−𝜔𝐿)−𝜑(𝜔𝑣)]

cos[𝜑(𝜔𝑣)−𝜑(𝜔𝑣+𝜔𝐿)]−
√𝐼(𝜔𝑣−𝜔𝐿)

√𝐼(𝜔𝑣+𝜔𝐿)

cos [𝜑(𝜔𝑣−𝜔𝐿)−𝜑(𝜔𝑣)]

                       (5.16) 

is the tangent of the phase angle of the LFO. The spectrum phase is encoded in both the 

modulation depth and phase angle. Figure 5.6 shows the modulation depth and phase angle 

of the filtered spectrogram from two pulses with the same power spectrum but different 

spectrum phases. The unknown spectrum phase can be obtained from the modulation 

amplitude 𝛾 and phase angle 𝛼 by solving coupled equation 5.15 and 5.16. However, for 

experimental trace with low signal-to-noise ratio, it is more practical to retrieve the 

spectrum phase numerically.  
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Figure 5.6 Extraction of the modulation amplitude and phase angle from the spectrogram 

for (a-c) a nearly transform-limited 95 as pulse and (d-f) a strongly-chirped 300 as pulse. 

(a, d) (left) Laser-dressed photoionization spectrogram and (right) attosecond pulse power 

spectrum. The two spectra are identical. (b, e) (left) Filtered LFO component and (right) 

extracted modulation amplitude. (c, f) Filtered LFO, normalized to the peak signal at each 

electron energy and (right) extracted phase angle. 

 

 5.2.4 Retrieval procedure in PROOF 

In PROOF, the spectrum and phase of the attosecond photoelectron burst are retrieved 

using an iterative algorithm, the goal of which is to minimize the error between the component of 

the experimental spectrogram oscillating with the laser frequency 𝑆𝜔𝐿
, and a “guessed” trace, 

given by equation 5.14. 𝑆𝜔𝐿
(𝑣, 𝜏𝑑) can be written as the product of two components: a modulation 

amplitude 𝛾(𝑣) and the laser-frequency oscillation component  sin (𝜔𝐿𝜏𝑑 + 𝛼) , where 𝛼(𝜈)  
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describes the phase of the oscillation. Both 𝛾(𝑣) and 𝛼(𝜈)  depend on (and can be calculated from) 

the spectral amplitude and phase of the attosecond burst. In the algorithm, the error between the 

experimental and “guessed” 𝛾(𝑣) and 𝛼(𝜈) are separately minimized, in an iterative fashion. The 

algorithm proceeds as follows: 

1) Initialization: Let the spectral amplitude of the attosecond photoelectron burst be given by 

 𝑈(𝜈) = 𝑆0
1/2

, where 𝑆0 is the DC Fourier component of the experimental spectrogram. 

This is a very accurate guess when the streaking intensity is low. However, it must be 

refined by further iteration (step 3 below) under practical experimental conditions. To 

avoid introducing noise into the algorithm, the spectrum is smoothed using a cubic spline 

fitting function. 

 

2) Phase optimization: Guess the spectral phase of the attosecond burst 𝜑(𝜔𝑣)  which 

minimizes the error function between the experimentally-obtained phase angle 𝛼(𝜈) and 

that calculated from the guessed 𝑈(𝜈) and 𝜑(𝜔𝑣). For this step, the value of the phase at 

each electron energy is allowed to vary between 0 and 2π, and the spectral phase function 

𝜑(𝜔𝑣)  is obtained by unwrapping the phase and applying a cubic spline fitting before 

evaluating the error function, in order to avoid introducing noise into the algorithm. 

 

3) Spectrum optimization: Guess the spectral amplitude of the attosecond burst 𝑈(𝜈) which 

minimizes the error function between the experimentally-obtained modulation amplitude 

𝛾(𝑣) and the calculated using the guessed 𝑈(𝜈) and 𝛾(𝑣). For this step, the value of the 

amplitude is allowed to vary freely, and the spectral amplitude function 𝑈(𝜈) is obtained 
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by applying a cubic spline fitting before evaluating the error function, in order to avoid 

introducing noise into the algorithm. 

 

4) Repeat steps 2 and 3 iteratively. After each iteration, evaluate the error function between 

the experimentally obtained laser-frequency filtered spectrogram 𝑆𝜔𝐿
(𝑣, 𝜏𝑑)   and the 

calculated one using the guessed 𝑈(𝜈) and 𝜑(𝜔𝑣). Once the error has decreased to a 

suitable value, stop the loop and export the guessed 𝑈(𝜈) and 𝜑(𝜔𝑣). 

 

5) Apply the dipole correction to the guessed 𝑈(𝜈)  and 𝜑(𝜔𝑣)  to obtain the attosecond 

photon pulse spectrum and phase. 

The metrics used to evaluate the accuracy of the retrieval are therefore dependent on the degree 

of agreement between the filtered spectrogram 𝑆𝜔𝐿
(𝑣, 𝜏𝑑) and that the calculated spectrogram  

using the guessed 𝑈(𝜈) and 𝜑(𝜔𝑣), as well as the degree of agreement between the measured and 

guessed photoelectron spectrum. The PROOF technique and the iterative retrieval processes were 

applied to experiment data in figure 5.4 (a). The agreement between experimentally filtered and 

retrieved LFO in figure 5.4 (b) is excellent.  

 

 5.3 Compensating the attochirp  

The retrieved attosecond pulse duration is 309 as (figure 5.4 (d)). A clear positive chirp 

can be found from the quadratic phase in figure 5.4 (c) and (d). The chirp comes from the 

intrinsic attochirp arising from the HHG process [68]. Usually, only the short trajectory HHG is 

phase-matched in the experiment. The chirp from short trajectory emission is positive, which can 
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be compensated by the negative dispersion of metallic filters. We choose tin filter to compensate 

the attochrip for 100-300 eV range. Figure 5.7 shows the transmission and GDD from 100 nm tin 

filter. We can find that the GDD of tin filter approaches zero at 300 eV. Which means effective 

attochirp compensation is only possible for photon energy < 200 eV. Our soft x-ray photon 

spectrum (100-300 eV) is peaked at 170 eV. The major attochirp component (GDD) can be  

effectively compensated by thicker filters.    

 

Figure 5.7 Calculated transmission (a) and group delay dispersion (GDD) (b) of 100 nm tin 

filter. 

 

Neon gas was first used as a detection gas due to its relatively-large absorption cross-

section when compared to helium. It should be note that the neon 2p and 2s orbitals will 

contribute to our photoelectron signal [73]. For our spectrum range, the cross section for neon 2p 

and 2s only differs by a factor of two near 300 eV (figure 5.8), which means our photoelectron 
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signal will have substantial amount of contribution from the 2s orbital. Moreover, previous 

studies have suggested that the photon emission from neon 2p and 2s orbitals has a time delay in 

the order of tens of as [74]. Such multichannel contribution will affect the spectrum 

measurement and phase retrieval. However, the relative reduction of attochirp with thicker tin 

filters can clearly be observed in our streaking experiment using neon gas (figure 5.9). More 

accurate measurements of the pulse duration will require the use of helium gas at the cost of 

reduction of photoionization cross section and thus poor signal to noise ratio. 

 

Figure 5.8 Photoionization cross section from Neon 2p, Neon 2s and Helium 1s orbitals in 

the experimental photon energy range. At 100 eV, the ratios of the cross section between 

these three orbitals are 1:1/6.1:1/8.8, at 300 eV, the ratio becomes 1:1/1.7:1/14.7. 

 

The retrieved attosecond pulse durations versus tin filter thickness is shown in figure 5.9. 

We tested several filter thickness to find the optimal filter thickness for attochirp compensation. 

There is a clear trend of decreasing pulse duration with increasing the filter thickness as the 
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thickness of the filter rose from 100 nm to 400 nm. Increasing the thickness to 500 nm would 

instead lead to an overcompensated attochirp on the low energy side, resulting in a slightly 

increased pulse duration. To test the repeatability of our measurement, multiple measurements 

were performed at 400 nm, 450 nm and 500 nm and the results were in agreement with each 

other.  

 

 

Figure 5.9 PROOF-retrieved attosecond pulse duration with dipole correction at different 

tin filter thickness. 

 

As a result of using neon gas as the detection gas, the main error comes from 2s electron 

contribution which would mostly affect the electron spectrum lineshape. To avoid any 

multichannel contributions, we measured the photoelectron signal with helium detection gas. 

Figure 5.10 shows a PROOF retrieved pulse duration of 53 as, which agrees reasonably well 

with the results obtained using neon detection gas at 400 nm filter thickness. Since the attochirp 
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is above 200 eV is difficult to compensate (figure 5.7), the measured 53 as pulse has a residual 

TOD. This can be evidently seen in figure 5.10 (c) where the spectrum phase has a cubic shape. 

The transform limited pulse duration calculated from the corrected photon spectrum is 20 as. 

 

Figure 5.10 PROOF retrieved 53 as soft X-ray pulse. (a) Photoelectron spectrogram as a 

function of temporal delay between the soft X-ray and the streaking IR pulses in the case of 

a 400-nm-thick tin filter. A negative delay corresponds to an earlier IR pulse arrival. (b) 

Filter 𝑺𝝎𝑳
 trace (−5 to 0 fs) from the spectrogram in (a) and the retrieved 𝑺𝝎𝑳

 trace (0–5 fs). 

(c) Experimentally recorded (gray shade) and PROOF-retrieved spectra (black dash) by 

adding helium photoionization potential (24.6 eV); corrected photon spectrum (blue solid), 

and spectrum phase (red dot) from PROOF. (d) Retrieved temporal intensity profile and 

phase of the 53 as pulses. 
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CHAPTER 6 - CONCLUSIONS AND OUTLOOK 

 

In my thesis, I mainly discussed the techniques to generate and characterize isolated 

attosecond pulses in the soft X-ray spectrum range.  

In chapter 2, I presented the principle of high harmonic generation and different gating 

techniques to isolate the attosecond pulses. The advantages and limitations of each gating 

techniques were compared. Chapter 3 discussed the requirement of extension HHG cutoff by 

using longer wavelength diving field. An OPCPA laser system delivering 3-mJ, CEP-stabled, 2-

cycle pulse at 1.7 micron wavelength was discussed in detail. A novel phase match method was 

proposed to ensure broad parametric amplification bandwidth with high pump-to-signal 

conversion efficiency. Because high harmonic generation is sensitive to driving field ellipticity. 

Polarization gating is more effective when using longer wavelength laser. In Chapter 4, a two-

cycle delay polarization gating was chosen to generated clean isolated attosecond pulses in 50-

350 eV range. The intrinsic chirp of the attosecond pulses was measured by attosecond streak 

camera and retrieved using PROOF technique. Sn metal filters were applied to compensate the 

attochirp and 53-attosecond pulses were achieved in 100-300 eV spectrum range. We also 

demonstrated that the 53-attosecond pulse duration was limited mainly by uncompensated third 

order dispersion. 

As long wavelength femtosecond technology become more widespread, attosecond 

pulses with photon energy exceeding 300 eV become easier to access. Even KeV attosecond 

pulses are expected when using mid-IR driver. The intrinsic attochirp is inversely proportional to 

the driving wavelength. Combine with its broadband spectrum, shorter attosecond pulse duration 

can be expected with proper phase compensation.  
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APPENDIX A- CODE FOR CALCULATE DELAY IN POLARIZATION 

GATING 
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APPENDIX B- CODE FOR CALCULATE NONCOLLINEAR PHASE 

MATCH IN BIBO CRYSTAL 
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