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ABSTRACT

Smart grid is more than just the smart meters. The future tsgnigls are expected to include a
high penetration of distributed generations (DGs), mostluth will consist of renewable energy
sources, such as solar or wind energy. It is believed thahitite penetration of DGs will result

in the reduction of power losses, voltage profile improvemereeting future load demand, and
optimizing the use of non-conventional energy sources. évaw more serious problems will arise
if a decent control mechanism is not exploited. An improperbnaged high PV penetration may
cause voltage profile disturbance, conflict with converatioretwork protection devices, interfere

with transformer tap changers, and as a result, cause reimgtability.

Indeed, it is feasible to organize DGs in a microgrid streetuhich will be connected to the main
grid through a point of common coupling (PCC). Microgride a&atural innovation zones for the
smart grid because of their scalability and flexibility. Aoper organization and control of the

interaction between the microgrid and the smartgrid is dehge.

Cooperative control makes it possible to organize diffeeggents in a networked system to act
as a group and realize the designated objectives. Coogeraintrol has been already applied
to the autonomous vehicles and this work investigates péicgdion in controlling the DGs in a
micro grid. The microgrid power objectives are set by a hidéeel control and the application of
the cooperative control makes it possible for the DGs tazetih low bandwidth communication

network and realize the objectives.

Initially, the basics of the application of the DGs coopimeatontrol are formulated. This includes
organizing all the DGs of a microgrid to satisfy an active andactive power objective. Then, the
cooperative control is further developed by the introdutbf clustering DGs into several groups

to satisfy multiple power objectives. Then, the coopegatlistribution optimization is introduced



to optimally dispatch the reactive power of the DGs to reafizunified microgrid voltage profile
and minimize the losses. This distributed optimizationgsaient based technique and it is shown
that when the communication is down, it reduces to a form obdr However, this gradient based
droop exhibits a superior performance in the transientaesg, by eliminating the overshoots

caused by the conventional droop.

Meanwhile, the interaction between each microgrid and tlaénrgrid can be formulated as a
Stackelberg game. The main grid as the leader, by offerioggsrenergy price to the micro grid,
minimizes its cost and secures the power. This not only apéisthe economical interests of
both sides, the microgrids and the main grid, but also yiatdgnproved power flow and shaves
the peak power. As such, a smartgrid may treat microgridsdisidually dispatchable loads or

generators.
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CHAPTER 1: INTRODUCTION

The global increase of the electricity demand, combined Wwith, the economical and the envi-
ronmental constraints of conventional energy sources aadbssil or nuclear energy, is putting
more demand on finding alternative energy sources. Reneveslglrgy sources are of special in-
terest as alternative energy. This has lead to the outbitsedlistributed generators (DGs) and

smart grid concepts.

United states is among the countries, which are rich onreiffekinds of the renewable energy
sources. Figure 1.1 shows the US maps of the solar and windyer@ovided by the National
Renewable Energy Laboratory (NREL). It is seen that sontestauch as Colorado and Kansas,
are rich in both wind and solar energy sources. Most of therstleither have a great wind speed
or solar radiation. Especially, Florida receives a greal désolar energy radiation. Therefore, it
is clear that United States is an ideal country for inveséind harvesting such unlimited and clean

energy sources.

United States - Land-Based and Offshore Annual Average Wind Speed at 80 m
. Photovoltaic Solar Resource:
Ay i \ Fiat Plate Tilted South at Latitude Annual

Vil o

on

EL

Projection: Alers Equal Area WGSB4.

- LINR

(a) US map of 80m altitude wind speed (b) US map of solar energy

Figure 1.1: US maps of the solar energy and the wind speedesywf NREL



Other factor that motivates concepts such as microgridssamatt grid is improving the power
reliability. With the conventional power system structusey event that causes a system failure
results in the loss of the electricity to the consumers. BRstaince, the blackouts happened in
USA in 2003 [1] and India in 2012 [2] caused thousands of holmeselectricity for several days.
Another concern is natural phenomena and disasters. Sumrkedictable events may cause the
destruction of infrastructures and result in the loss oftel@ty. For instance, the Sandy hurricane
which hit the USA northeast in Oct. 2012, caused millions @bge loss electricity for several

days, despite the extreme coldness [3].

In fact, a microgrid may be as small as a home and as big as.al€ihouses were equipped
with solar panels or small wind turbines, they could sungueh massive blackouts. Or in case of
hurricane, the homes that had survived the disaster costdainect from the grid and provide their
own needed electricity. The figure 1.2a shows a home withtam&olar panels. If a majority of
homes in an area get equipped with solar panels, as in the fig2ib, not only the power reliability

would improve, but also such a high PV penetration could Hetgmain grid in several ways.



(a) An individual house with roof top solar panels (b) An area with majority of the homes equipped

with solar panels

Figure 1.2: Homes getting equipped with solar panels

According to the United States Department of Energy’s Modegnid Initiative report [4], a modern
smart grid must motivate consumers to actively participateperations of the grid and accom-
modate different generation sources. This motivates desdeaation of power generation. Such
distributed generation allows individual consumers toggate power on site, using whatever gen-
eration method they find appropriate and tailor their getrmralirectly to their load, making them
independent from grid power failures. A major source of tistrdbuted generation is the renew-
able energy. To increase the harness of such alternativgye¥ss will be installed near the loads

and be spread widely across the distribution network.

Figure 1.3 shows the typical block diagram of a smart grid. mag grid consists of several
generation sources, including large scale renewable esstech as wind farms or solar farms, and

conventional power stations. Small sized distributed gpggnes, such as rooftop solar panels and



home installed small wind turbines are also important efgmef the smart grid which will be

able to provide a high aggregated power dispatch.

Low level distributed
cooperative control
to have DGs self
organized

N

Solar i Power o
farm stations Residential Distributed Power Distributed >
generators Consumers storage

Business ‘

I Storage of | Small

Home wind electric storage

turbines vehicles banks storage

DG coupled |

Rooftop solar
panels

Figure 1.3: Typical smart grid block diagram

The best way to organize and control such highly dispersddralividually small sized generation
is to group them in the form of microgrids [5], as shown in tigaife 1.3. Then, a low-level control

is applied to organize and properly dispatch the DGs.

A smart grid consists of several buses to which loads, cdiomad generators and microgrids may
be connected. An example of a smart grid, based on the IEEE System is shown in the figure

1.4, where a microgrid is connected to the bus 5.



Base power = 10MVAR

P;=lpu P;=0.6pu

Busl Bus3 Bus4
0.08+j0.24] 0.01+0.03

0.02+j0.06 .

0.06+j0.1 0.4+0.3]
0.06+j0.18 0.08+j0.24

0.04+j0.12
Bus2 Bus5
1+0.7j

P,=0.8pu 0.4+0.2j w

Figure 1.4: A smart grid diagram based on IEEE 5-bus system

The dynamics of the synchronous generators are descrilfetayss:

6 =
Miw = Pbi — Poi

i=12..N

On the buses to which microgrids are connected, the aggeganeration on the bus is considered

in the above equation. The power flows on the system busesmas&ained by the following power



flow equations:

Poi—Pbi = 3 VAV|[Gij c0S; +Bj sing|

i t
jeNg

Qai—Qpi = Y ViVj[Gijsingj — Bjj cosd]

jeNi

ihji=1,2,..N} (1.1)

The small size of DGs and their potential high penetratiothenfuture smart grids, make the ap-
plication of the conventional optimal power flow (OPF) neitlpractical nor economical. When it
comes to the control and management of such highly dispersg¢dmall scale generators, orga-
nizing them in the form of microgrids is the viable solutidhicrogrids are the innovation zone for
a smart grid, as they provide flexibility and scalability tmtrol DGs and realize smart grid objec-
tives. A microgrid connects to the main grid through the poircommon coupling (PCC). There
maybe several buses through which, capacitor banks, maenerators and DGs are connected

to the microgrid.

Microgrids, these small power systems, are gaining pojtylaecause they offer increased relia-
bility and efficiency, use environmental friendly reneweabhergy and other forms of distributed

generation [6] as shown in the figure 1.5.
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Figure 1.5: A typical microgrid, consisting of DGs and loads

A microgrid can be operated either in the grid connected nwode the stand-alone (intentional
islanding). In the grid connected mode, DGs feed their abéal energy to the grid and most of
the system-level dynamics are dictated by the main grid tdulee relatively small size of micro
sources. If the grid is tripped, microgrid disconnects amwink an intentional island and DGs
provide the demanded energy of the loads. In the stand-atwmue, the system dynamics are

dictated by micro sources, the network and the nature of dhepregulation control.

It is believed that the microgrid concept and a high penietmaif DGs will result in the reduction

of power losses, voltage profile improvement, meeting gifoad demands, and optimizing the
use of non-conventional energy sources [7]. However, meniewss problems will arise if a decent
control mechanism is not exploited. An improperly managegh DG penetration may cause
voltage profile disturbance, make conflict with conventloretwork protection devices, interfere

with transformer tap changers, and as a result, cause reimgtability.



Many forms of distributed generation (DG) systems such akdalls, photo-voltaic and micro-
turbines are interfaced to the network through power edeatrconverters [8, 9, 10]. These inter-
facing devices make them more flexible in their operationamdrol compared to the conventional
power systems. Usually, the final stage of such power eleictcnverters is a DC/AC inverter
[11, 12, 13]. Grid-tie inverters are at the heart of todagsawable energy conversion systems
and future smart grids. These inverters convert the enesigyelssed from the various renewable
energy sources, such as wind, sun, etc., into a grid qualitpdwer that can be fed into the utility
grid. As such, the appropriate control and management efiexs will have a significant effect

on the performance of the microgrids.

Review of the Existing Microgrid Inverter Controls

Currently, existing inverter control strategies inclutie turrent source inverter (CSI) [14, 15] ,
the voltage/frequency droop control [16, 17] and the gdnemulation control (GEC) [18]. In

the following sections, an introduction about these teghes is provided.

Current Source Inverters (CSI)

CSI mainly has the inverter feed all its available power ®dhd and has been shown to cause sta-
bility problems on high penetrations [19]. Current souregerters without reactive power control,

also may impose a high level of the voltage fluctuation actiessystem.

The highly intermittent nature of renewables is also a smofaertain issues. Renewable energy
sources, such as solar or wind, are very intermittent inreatAs such, the intermittency of the
active power generation by the DGs would be intense. Suehmmittency may result in an array

of problems, if the DGs control and the reactive power corspgan are not coordinated properly.



Potential issues are voltage variation [20, 21], transséathility issues, and even voltage collapse
[22, 23]. For instance, Fig. 1.6a shows the end point voltdgeshort feeder in a typical microgrid
1 when the solar farm connected to it is exposed to a radiatienmittency as shown in the Fig.
1.6b. Such intermittencies are quite normal due to the mgryieather conditions, passing clouds

and etc. Itis noticed how such sun radiation intermittesdieectly cause voltage fluctuation.

Therefore, if the CSI control is followed without reactiveviger generation in high penetrations,
such voltage fluctuations could trigger conventional \gdteegulators on and off (such as on load
tap changers (OLTC) or capacitor banks), and cause comfsctuch, a proper reactive power gen-
eration mechanism should be devised to not only prevent woitéige disturbances and conflicts,

but also improve the overall system performance.

1This simulation is based on the feeder 5 of Fig. 3.4
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Figure 1.6: Voltage disturbance caused by a typical razhdtitermittency

Different derivatives of the droop control and GEC use comitationless control to imitate the
behavior of the synchronous generators. These controéigtgate their point of connection volt-

age and frequency. More details of the droop and GEC areqgd\as follows.

10



Droop

Droop controllers [24, 25, 26, 27] try to mimic the behavidtlte synchronous generators in an
inverter. The electrical equivalent circuit of a typicahsyironous generator is shown in the figure
1.7. Usually, the output stage of the generator can be siagdymed as a voltage source in series
with an inductor and the series resistance is negligible. fdwer flow equations for such a system

may be written as follows:

p— YVogins, (1.2)
Xs
~ Vs(Vs—Vo)
== (1.3)
jxs R
MM IR
Prime ANQ
Mover Y QY Vs <5 Vo

Figure 1.7: Electrical equivalent circuit of a typical syinanous generator

Equations (1.2) and (1.3), show that the power angle deperetkominantly orP, whereas the
voltage difference depends predominantly@r24]. In other words, the anglé can be con-
trolled by regulating®, whereas the voltage is controllable through Control of the frequency,
dynamically controls the power angle and thus, the real pdlawe. Therefore, by adjusting and

Q independently, frequency and amplitude of the grid voltagedetermined. These conclusions

11



form the basis for the well-known frequency and voltage groegulation through respectively

active and reactive power:

f—fo=—kp(P—P), (1.4)

Vs—Vo = —kq(Q— Qo). (1.5)

fo andVp are the grid rated frequency and voltage respectivelyPamadQg are the (momentary)
set points for the active and the reactive power of the ievefhe typical frequency and voltage

droop control characteristics are shown graphically infidgnere 1.8.

Figure 1.8: frequency and voltage droop control charasties.

There are several issues associated with the droop cofiwgdrovide a fair power share among
inverters, steeper droops should be used, which resultgerddrequency and voltage deviations
from the desired values. This implies the need for a mechatasestore the system frequency and
voltage to nominal values, following a change in the systeadlgeneration [25, 28]. Following

the term used in the electric power system control, thisoraibn mechanism is termed as the

secondary control of the voltage and frequency, and takasepbver a longer period of time.

12



To overcome this issue, the use of a low-bandwidth commtinicahannel between DGs, for
the secondary control functions of restoration, load siggand management, has been proposed

[26, 27, 29].

Conventional droop, following the conventional power systontrol practice, assumes the lines to
which modules are connected, are mainly inductive. As shthmethod has the limitations when
the microgrid interconnecting impedances have a signifiesistive component [24, 30, 31]. In
this situation, the active power vs. the frequency drd®p- (fdroop) and the reactive power vs.
the voltage droop@ — E droop) are no longer valid. As such, the real and the reaptiveer are
affected by both, the voltage magnitude and the phase aiffgeedce[30]. In such situations, the

droop technique should be modified to include the effect eflitie resistances.

However, one of the most important drawbacks of the drodpeasit fails to meet the actual system
demands in a high DG penetration and larger scale microditi@. main reason is that in droop,
every module only regulates its own coupling point voltagd &equency, without considering
the higher level system demands. For instance, as showe iiigtlre 1.6a, the DGs closer to the
beginning of the feeder, produce less reactive power, dtreetless voltage drop seen by them. On
the other hand, those closer to the end of the feeder, pradoce reactive power, due to higher
voltage drop, sensed by them. That is while there may be adegiand of the reactive power
on that area as a whole. As such, this power managementdastsntrol DGs power generation

optimally, to benefit a larger scale microgrid.

Impedance Emulation

The output impedance of the inverter has a significant rolésocontrol performance and dynam-
ics. It affects the power sharing accuracy and determire®tQ) droop control strategy. Further-

more, the proper design of this output impedance can rechearipact of the line-impedance
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unbalance on the droop [30], which was discussed earlier.

However, large inductors are way balky and expensive. Toexgt is impractical to use the actual
large inductors in the output of inverters. For instanceyrggl.9 shows aH inductor next to a
typical micro inverter. As such, itis desired to avoid the n§such actual impedances and instead,
it is of interest to program the inverters in such a way to exteuthe existence of the demanded

impedances.

Figure 1.9: Comparing the size of a large inductor and ana&aticro inverter, coutesy of Petra
Solar Inc.

It was shown by [30] that to program a stable output impedatheeinverter output voltage refer-
ence,\Vef, can be dropped proportionally to the output current, uiiegfollowing instantaneous
droop scheme:

Vief = Vg — Zp(9)io
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whereZp(s) is the virtual output impedance, which may be chosen to kisties inductive or a
desired network. The parameté&yis the output voltage reference at no load, which is usually a

sinusoidal waveform with unity magnitude. The variaklés the output current feedbackp(S)

The use of the resistive virtual impedance to decouple thtag® and the frequency droop con-
trollers, was discussed in [32]. The use of an inductivergirtmpedance at the converter output is
reported in [33, 34]. The output current feedback is usethfement a controller, that presents a
virtual inductor at the inverter output. The frequency amel\oltage droops are decoupled with a

virtual inductor at the output, and the conventional drocipesnes can be used.

Reference [18] proposed emulating a large inductor at thpubwf the inverter. Therefore, the
use of the conventional droops of (1.4) and (3.12) to emulaebehavior of the synchronous
generators was facilitated. Also, a large inductor beinglated, reduces the circulating power
among the inverters and improves the power share [18]. Asnifghasize has been of emulating
the behavior of the synchronous generators on that worlasitdeen dubbed generator emulation

control (GEC).

The control core of the GEC is a single loop current controlldnere is an outer loop controller,
which generates the reference current. This referencermuis generated based on the virtual

impedance network and the related droop curve.

The simplified inverter model is shown in the figure 1.10 , vehét, V, and Xs are the invert-
er emulated EMF (reference voltage), line voltage and tlleigtor impedance to be emulated,

respectively.
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Figure 1.10: GEC simplified inverter model

The GEC active power droop curve is shown in the figure 1.1%kre/fy and fyax are the line
nominal and the max frequency, respectively. As long as lieeline frequency is below the
nominal, the maximum available power, provided by the maxmpower point tracking (MPPT)
mechanism of the inverter, is fed to the grid. However, inect line frequency is increased
above the nominal, mainly due to the excessive active poamegtion, the produced active power
is decreased linearly, down to zero fatax. The units active power generation is controlled by
accordingly controlling the inverter phase with respedhtline, according to the figure 1.10 and

(1.2).

16



Figure 1.11: GEC active power droop curve

The inverter emulated EMN, is kept at a constant value, mainly one per unit. Accordmg t
(3.12), this results in a linear volt/VAR droop charactecs as shown in the figure 1.12. The
inverter provides voltage regulation support by sinkirgcteae power, if the line voltage is higher
than normal and sourcing reactive power, if the line voltdiggs. This very simple droop profile

results naturally with a constant emulated EMF amplitude.
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Figure 1.12: Volt-VAR droop characteristics of GEC

Respectively, the output current reference, to be senttmtlbrnal current controller, is calculated

as follows:

As discussed earlier, the magnitudeMVgfis kept constant at unity and its phase is controlled to

produce the desired output active power, as shown by theefipdrd and (1.2)

Statement of the Contribution

A microgrid needs to organize its DGs to realize predeteechiobjectives. The ultimate goal is
to have DGs operate fairly together to help provide stabiti keep voltage profile within the

acceptable range and to provide a desired power flow.

In a wide system, with high DG penetration, every DG just tatjng its coupling point voltage

could result in an array of problems. For instance, the effeEDG operations on the other parts
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of the system are neglected. As an illustrative example,typ@al feeder as shown in the figure
1.6a by the solid line, voltage is the highest at the top, atdrally drops, as going down the line.
Droop based controllers produce a reactive power, praputito their voltage difference from
unity. As such, the units at the top of the feeder produceresstive power, while the units at
the end of the feeder produce more. That is while, there maytigh reactive power demand on
the area as a whole. This non optimal dispatch of DG’s reagiawer results in a non-optimal
voltage profile across the system and increases the sysss@sloOther side effect of the droop

based controllers is the impose of a high reactive power ftothie main grid [35].

The highly intermittent nature of PVs is also a source ofaiartssues. Considering the wide
spread of PVs on a high penetration and potential variatid®Noprofiles on different locations,
the intermittency of the active power generation by the D@sld/be intense. Such intermittency
may result in an array of problems if the DGs control are nordmated properly. Potential issues
are voltage variation [20, 21], transient stability isswssl even voltage collapse [22, 23], making
it desirable to develop a practical and robust scheme ofralting the total output of the PVs.
As such, an appropriate control scheme extends far beyshdgjgulating inverters coupling point

voltage and frequency.

Cooperative control provides the possibility for diffetexgents in a networked area to operate
together and realize some desired objectives [36] anddirbas been successfully applied to
the autonomous vehicle control [37]. In this work, the aggtiion of the cooperative control for

managing the DGs in a power system is introduced.

Chapter 2 introduces and formulates the design of the catipeicontrol of DGs. It is shown how
DGs can utilize the intermittent, asynchronous, and lowdadth communication links and get
organized to work cooperatively together to fulfill the derded power objectives. Cooperative

control can be applied to helps DGs cooperatively satisfitipile power objectives. Introduction
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of the fair utilization ratio also makes DGs contribute pydpmnal to their capacity. Individual
DGs cooperative law is derived, based on the inverter dyosnihe closed loop system stability

is also investigated.

Chapter 3 elaborates the application of the cooperativaluised optimization in controlling the
DGs reactive power. It is shown how DGs can cooperativelyimmize an additive cost function.
In this work, the minimization of the overall system voltagyeors is of interest. It is shown how
the application of the distributed optimization resultsairunified microgrid voltage profile and
active power loss minimization. The detailed design andikty analysis are provided. It is
also shown that in case the communication is not availabéeptoposed technique results in an
adaptive droop. The proposed adaptive droop, exhibits @anowved transient response in terms of

eliminating the overshoots and oscillations, comparedt thié conventional droop.

Chapter 4 formulates the interaction between the micragraithe main grid. A game approach is
proposed and fully investigated that not only optimizesdbenomical interests of both, the main

grid and the microgrid, but also improves the power flow betwie main grid and the microgrid.
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CHAPTER 2: COOPERATIVE CONTROL OF DISTRIBUTED
GENERATORS

Cooperative control helps individual agents in a systemausigared communication network and
make the overall system act as a group. System is pliablett@onie disconnection, topology
changes, latency and intermittencies. Cooperative comtiginally was introduced for the control
of autonomous robots and vehicles [38]. For instance, thedig.1a shows a group of robots that
are following a leader robot. The group of robots use the camaation network and try to be
oriented according to the leader. Another example is shovthe figure 2.1b; where a group of

submarines communicate with each other to follow the leaddrbe organized accordingly.

W

I : . L

[

(a) Application of cooperative control in autonom¢ajsApplication of the cooperative control in autonomous

robots submarines

Figure 2.1: Different applications of the cooperative coht

In both cases of the figure 2.1 the communication network nmalergo serious abruptiones, in-
termittencies and not all the modules have access to therealso the leader may change during
the time. Cooperative control helps the agents in any grougvhich the leader is subject to

change, utilize the available non-consistent commurooatietwork and behave as a robust and
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united group. This facilitates the overall group realize desired objectives.

In a smart grid, DGs should be controlled properly to cooppely satisfy multiple objectives.
In this chapter, at first the desired power objectives areudised. Then, the cooperative control
law, based on the inverter modeling, is introduced. It isnghthat the system is stable and the

simulation results show the effectiveness of this techmigompared with the state of the art.

Power Objectives

Active Power

In a high DG penetration, every unit regulating its own pemwitage/frequency, is not much to the
benefit of the system. In such a system, the power demandsathbr places of the microgrid
should be considered and all the agents should work coagsyatiogether to achieve an appropri-
ate performance. To this end, the proper definition of thegvabjectives of the microgrid plays

an important role.

As it will be discussed in the Chapter 4, the economical gairgs of both the main grid and the
microgrid, make it of especial interest to secure a desicédeapower flow between the microgrid
and the main grid. As such, the active power flow policy is tefkthe active power flow between

the main and the microgrid at a specified value.

The microgrid power management should be in such a way ngtroakt certain power policies,
but also provide the possibility that all DGs contribute gwdional to their capacity. Therefore,

active power fair utilization ratiogrp, is introduced to determine how many percentage of the
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available active power is to be generated by every DG:
R
adn = =, 21
PR (2.1)

where theP, andB are theith unit generation and the maximum available active poweEesgely.
DGs are to operate together and converge to the same udifizatio to secure the desired power

objective.

Reactive Power

Each inverter has a nominal power ratirgy, If the active power generated by a DG is less than

this nominal rating, the excessive power capacity may béoérp to generate reactive power:

Q=\/F-F 02

Qi = Oy Gi

whereQ; andQ, are the generated and the maximum available reactive pdvthe &th unit re-
spectively. Similar to the active powerg is the reactive power fair utilization ratio and indicates

what percentage of the available reactive power is to beddlaet grid.

The reactive power flow objective may be set as minimizingaipgregated reactive power flow to
the main grid and regulating one or several critical poit®ss the system. Therefore, in terms
of the reactive power control, the DGs form different grotpsooperatively satisfy these power

objectives, as shown in the figure 2.2.

As such, two sets of DG groups are required as follows tofgati® above mentioned reactive

power objectives:
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Figure 2.2: Typical structure of a microgrid with distriedtgenerators, organized in groups

e Power objectivel.:

QH*G — 07

e Power objective2:

Vep = 1PU  1<i<Nep.

whereQ_g is the reactive power flow from the microgrid to the main g¥igl, is theith critical

point voltage andNcp is the number of critical points on the microgrid.

Figure2.2 illustrates the clustering discussed above. iDGup 1 are supposed to support power

objective 1, minimizing the reactive power flow to the maindgrgroups 2-4 try to regulate the

marked critical point voltages.
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The number of DG groups depends on the select critical poid&s from one or several feeders
may form a group to regulate a critical point voltage. Theich®f the critical point depends on
the system requirements and configurations. Figure 2.3sBome possible choices. As shown,
critical point may be the downstream point in a feeder, asutally undergoes the highest voltage
drop due to more distance from the source, or a specific mtatith critical loads, such as special
business area. Other alternative for a critical node intaibiigion network is the sampling point of
the under load transformer tap changer (ULTC), as showrefigiure 2.3a. This way, the conflict
between inverters operation and ULTCs is minimized, the D&macity is effectively utilized to
maintain the desired voltage profile and also the transfotapechanger operation is minimized.
In the next section, the inverter modeling is provided amahttine cooperative control is formulated

based on the inverter dynamics.
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Figure 2.3: Different choices of the critical point on a tyglifeeder
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Inverter Modeling

DGs are usually connected to the grid through fast respgridi@AC converters (inverters) [17].

The typical structure of a DG, coupled to the grid by an inmeiis shown in the figure 2.4.

Solar Panel
DC/DC Inverter

/W converter L i
Y YY) a
- = Va L i
12228 b
] ~ C

Ve

Storage —

min

VGc VGb VGa

Figure 2.4: Typical structure of a PV based DG, coupled taytictusing a three phase inverter

The system equation of the figure 2.4 is as follow:

Vabe = Ldiftbc +VGabe (2.3)
Vabc = chabc

whereK is the inverter gain and.

abc

is the overall controller output which is applied to the iree

In power systems, itis customary to take variables irdthea) reference frame and have calculation
in terms of thed — q variables. That is because sinusoidal variables turn iomstants at thd — q
frame and this makes it easy to work, especially makes thicagipn of simple PI controllers

viable [14, 16, 15]. Applying the park transformation on #i#ve equations provides tde- q
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equivalent equations [16, 39]:
— = i+E(KVC—VG), (2.4)
where

i = [ig iq]TaVc: [Ved ch]T7VG = [Vad VGq]T.

Here,i is the output curreni/. is the input voltage command to the inverteis the inverter PWM

gain, andVg is the grid voltage at the inverter terminals.

The model (2.4) indicates that current componegtsare coupled througiy and wiq terms.

This coupling can be eliminated by introducing the new \@daV, as given by:
V =KV —Vg+wlliqg —ig, (2.5)

whereV = [y Vg]T. Substituting (2.5) in (2.4) yields:

di 1
— =2V

dt L
This equation represents decoupiggd currents. Once the decoupled variables have been defined
as in (2.5), a Pl controller may be applied to control the allsystem. This system block diagram

is shown in the figure 2.5
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Figure 2.5: Inverter model block diagram with PI control

Combining the inverter plant, decoupling section and aul&r in the figure 2.5, the following

inverter state space dynamic model is obtained:

i = A + Biui
Xi = AiX +Bju | 2.6)
Yi = Gixi

where
[ (u —1;)dt . Idi Api . Ui1

li iqi Qg Uiz
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Here,l; is the output current. It is noteworthy that all the measwaets on the inverter are with
respect to the voltage measured at the output terminal. és 9y = Vi andVy = 0. Therefore,

the output power of thih inverter can be expressed as:

P =i4iVai, Qi = —igiVai.

Cooperative Control Formulation

Communication Network

The objective is utilizing the available communicationwetk, control the DGs in the microgrid
in such a way to both, meet the power objectives and havealDtBs converge to the same u-
tilization ratios. However, the communication links mayé@dimited bandwidth, be intermittent
and asynchronous. Cooperative control has the advantagatilizing such non consistent com-
munication links, can have a group of agents/modules extwoperative behaviors and make the
system act as one group. Cooperative control has been alagatied to the autonomous vehicle
control [37] and its basic application for DG control on pewgstems was introduced in [40]. In
this section, to facilitate all DGs to self-organize, theide of the cooperative control with respect

to the dynamics of the inverters is provided.
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The instantaneous communication topology is defined byah@sing matrix:

Soo(t) soa(t) so2(t) --- Son(t)
sio(t) sa(t) sio(t) -+ Sin(t)

S(t) = [s0(t) s2(t) Sa(t) -+ Spa(t) (2.7)
(So(t) Sni(t) Swe(t) - san(t)]

In (2.7),si = 1foralli; 5 = 1 if the output of thgth DG is known to théth DG at timet, ands;; =

0 if otherwise. Heuristically, the more communication ahels be available, the more information
propagates within the group, and the faster the convergsnaehieved. However, It follows
from the cooperative control theory [38] that the minimumuiement on the communication
topologies is the so-called sequential completeness tondMathematically, this requirement is
that the sequence of communication matri§es = {S(tg), S(t1), ...} be sequentially complete in
the sense that, over an infinite sequence of finite conseciunigrvals, the composite graph over
each of the intervals (or the binary product of all the masiof S over the interval) has at least
one globally reachable node (in the sense that all othersode be reached from the globally
reachable node by following the directed branches of thplgr88]. Precisely, it is a necessary
and sufficient condition for the cooperative system to cogwehat the Communication matrix S
be piecewise constant, and the corresponding sequgnge- {S(to), S(t1),...} be sequentially

complete [40].

A more restrictive (sufficient but not necessary) condii®that the composite graph is strongly
connected (which implies that, by following the directedrrhes, every node can be reached from
any other node). To illustrate its application, considenomunication matrix§(ty) and construct
the corresponding graph by linking the nodes according twem entries irs. One can easily

determine whether the resulting graph has at least onelifabachable node or not. For instance,
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consider the graphs in the figure 2.6. figure 2.6(a) has nodé¢@ainique globally reachable node;

and none of the nodes in the figure 2.6(b) is globally reaehai¥cause there are two isolated

>

Figure 2.6: Sample graphs of the communication topologyEx#stence of one globally reachable
node. (b) Absence of a globally reachable node.

groups of nodes.

The above general method can be used to verify or estab&stetjuential completeness condition,
and the details can be found in [38, 41]. In designing diatald control for PVs in a distribution
network, the focus is to the following very special case @& khcal communication topology:
If matrix S(ty) has at least one globally reachable node for ewery0, then sequencg&..g is
guaranteed to be sequentially complete. The following gtarfurther explains this special case
for the sequential completeness condition. Consider a aamuation network which may have

any of the followingSy, S, or S, communication matrices:

1 000 1 000

1000
1100 1101 1101

S = S = &S =
1010 0011 1011
0011 1001 0101

Figure 2.7 plots the graphs corresponding to those comratioictopologies. It follows from the
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figure 2.7 that the information can propagate from node O¢mttdes 1, 2, and 3. Therefore, all

of the communication matrices are complete by themselveksa are their sequences.

3 @ B v

0’9

(2)
SO SIS
So Sy SH

Figure 2.7: Graphs for time-varying communication topasg

While not necessarily required, this special case can ke tasdesign and implement a redundant
local communication network, which satisfies the so-cafldd of N-n. Namely, whem com-
munication channels cannot work properly in some amouninoé,tthe communication matrix
corresponding to the remaining communication channelsldhme kept to be complete. It should
be also noted that the convergence rate of the closed lotgnsylepends upon connectivity of the
communication network, so it is important to design a reabbnconnected local communication

network within certain physical and economic constraints.

Cooperative Law

The control algorithms are implemented in the discrete fiorthe practical systems. The discrete

time closed loop cooperative control law, for titke DG is as follows [38]:

NbG

ai(k+1) = Z dij ai (k) -I—dioO{rGf (2.8)
=
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where

dj=—2 i j=0,1,..N (2.9)

Sj is a generic entry of th&€ communication matrix, defined by (2.7) angi are the weighting

factors. For a symmetric control system; = 1, Vi, j.

The closed loop system description of (2.8) in the matrixfdas as follows:

a(k+1) = Da(k) + Doa"’ (2.10)
wherea = [ay,..., Ongg] T, Do = [do, ., dhpgo] T D € RNPeXNos andD = [dij] i j-1....Noc-
The continuous time equivalent form of (2.8) is as follow8,[82]:
) ‘ Nbg
ai = ke [ —ai+dioap ' + > dijajl, (2.11)
j=1

Based on (2.11), the cooperative control law for the systefR.6) for a group oNpg inverters is

as follows.

L — L _rp(d ref . NDGd.. . Vei — Vei K2 Yya 4 Ve Kixy:
Ull——vaGi{ (dioap —apl+j§1 ijapj) — [(Vai —VeiT>)Xsi +VaiT X1l }

. (@12
L N ef .NDG/. 7 Kpyy Kiy, ( )
Ui2 = g —Qdipdq — agi+ ,Zldijan) — [(Vai — Vai T2 )%4i + Voi T Xai] }
]:

where

G = b —, .i=0,2...Npg (2.13)

2j=0Sij

s; is a generic entry of the matr&defined in (2.7). The variablesy' andag’ respectively are

the active and reactive power fair utilization ratios, pdad by the virtual leaders. In (2.7), unit

0 is assumed to be the virtual leader. Virtual leader needisve access to either the top level
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control agent, the power flow information or the voltage peodif the lines. As such, if any of
the operating modules have access to such information,itaoquire the position of the virtual

leader.

The effect of the Communication Frequency on the Conveegenate

Theorem 1. The convergence rate of the systen{2fL0)is proportional to the system communi-

cation frequency.

Proof. In order to calculate the convergence rate of (2.10), trgektrin magnitude eigenvalue of
D should be mapped into tH&-domain43]. Z-domainand S-domainare related by the formula
z=e"S whereT is the sampling (or discretizing) period of the system. Aeminder, thez-

domainand S-domaindiagrams are shown in Fig. 2.8. As shown in Fig. 2.8, the sydime

Z:€TS

Z-Domain /\

S-Domain

il I
@

Unity Circle

Figure 2.8: Z-domain to S-domain mapping

constant,r, is the inverse of the dominant eigenvalue real part madaiturherefore, assuming
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S=r+jw:

7 — eST: erT—HmT7

~|—

= Z|=€T =e"

.
- 2.14
"= TNz (2.14)

Equation (2.14) shows that the system time constant isttlirermportional to the communication
period. This implies that faster communication frequescgsult in lower time constants and faster

convergence rates are achieved. O

ZigBee Communication

ZigBee is becoming a preferred communication protocol éank applications and other low range
communication devices [44]. Recently, some of the invept@ducers also have incorporated

ZigBee communication modules within their devices, inaigdPetra Solar Inc. (petrasolar.com).

ZigBee is a low cost, low power and low range communicatiastqmol. It targets the devices
which require a secure networking, low data rate and lontgbatife. It is based on the IEEE
802.15.4 physical radio standard. ZigBee operates inemdied bands worldwide at 2.4GHz (glob-
al), 915Mhz (Americas) and 868Mhz (Europe). It providesadattes of 250Kbs at 2.4GHz (16
channels), 40Kbs at 915Mhz (10 channels) and 20Kbs at 86&Mbhannel) and best suites the
applications that need periodic or intermittent data. dbdoosts the privilege of being lower cost

compared with bluetooth or conventional Wi-Fi devices.

As shown in the figure 2.9, ZigBee devices may connect togétha mesh or star network. A

typical ZigBee network consists of the following elements:
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e ZigBee Co-ordinator (ZC): This forms the root of the netwarkd performs similar to a

virtual leader.

e ZigBee Router (ZR): Routers may pass data through diffedemices, mainly to increase

the effective operating range.

e ZigBee End Device (ZED): This may be the actual device, comoaiing with the rest of

the network.

»
¢

Peer to Peer
T __'_'_'_'_o
Mash © Coordinator
Router
Star O
@ End device

Figure 2.9: ZigBee communication network

Based on the ZigBee specifications, cooperative control @ajly be operated on the networks,

which utilize such communication modules.
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Virtual Leaders Control
Active Power

Active power objective is to keep active power flow to the mgiidl at a desired level. As such,
all DGs form a group and cooperatively try to realize thiseative. Therefore, a virtual leader
monitors the active power flow and adjusts the active powiization ratio, af', accordingly.
Then, all DGs will follow this utilization ratio, utilizinghe cooperative control. The virtual leader
uses an integrator controller to search for the properzatilbn ratio as follows and shown in the
figure2.10:

@’ = k(P —Py), (2.15)

wherekp, is the controller gain anél‘,f,ef andP, are the reference and actual active power flow to

the main grid, respectively.

ref
B,

Figure 2.10: Search for the active power flow fair utilizatratio

Reactive Power

Usually the active power that DGs produce is less than theepoatings of the inverters. As
such, the excessive power capacity of the inverters may ée tasproduce reactive power to help

microgrid voltage regulation.
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One approach in managing the reactive power capacity ofverters is to regulate a critical
point voltage. However, in large scale microgrids, all D@susing on regulating one point may
cause some other problems. For instance, voltage profiléhmr tbcations may be disturbed or

excessive reactive power may flow to the main grid.

The proper reactive power management should both, keepfi@dinoltage profile across the
microgrid and at the same time, minimize the reactive povesy fb the main grid. As such, as

shown in the figure2.2, DGs need to be organized in differemigs.

The number of DG groups depends on the select critical poi&s from one or several feeders
may form a group to regulate a critical point voltagézp DG group is required to regulate the
Ncp critical points. One more group is needed to minimize thetrea power flow to the main

grid. Considering one inverter in each group as a minimurnireqent, the lower bound for the

number of demanded inverters on the microgNgdg, Is:

Npg > Ncp+ 1.

The closest DGs to the critical points or PCC, which have sxte the demanded power flow or
voltage measurements, take virtual leader responsilitity set the power policies. DGs join the

group of the closest virtual leader and clusters of DGs amadd accordingly:
_ I
DG € G; ,ifDjj <Dy, (2.16)
whereDG; is theith DG in the microgrid,G; is the jth DG group in the microgridD;; is the
distance between thth DG and thejth virtual leader, andl is the number of virtual leaders at the

microgrid.
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Virtual leader uses an integrator controller to searcht®group reference fair utilization ratio,

ref

aqi )

as follows for thdth critical point:

dé‘af = kq(Q®"—Q), To regulate reactive power flow,
aif’ = k(v V), To regulateth critical point, (2.17)
1<i<Ncp,

whereV{e" = 1PU, Q¢f =0 andky andk, are the controllers gains.

Closed Loop System Analysis

The closed loop system for any microgrid of interest, canXygessed by substituting (2.12) in

(2.6) as follows:

z =k

NbG
—z +diozo+ Z dijzj |,
=1

wherez = ap;, the fair utilization ratio of theth inverter. As such, the overall dynamics of the

microgrid system can be expressed as follows:

20 =kp [PLef—Pu(zl,...,zNDG,Xp)], (2.18)

‘ NpG

z=k|-z+dozo+ ) dijz|, (2.19)
=1

0= gp(P17---7Pl\ID(37XP>7 (220)

wherezy = aff' and (2.18) is a restatement of (2.15) for a desired microg@c20) is the pow-

er flow equation of the system. The stability of the closedblsgstem is proved based on the

following lemma.
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Lemmal. If A € RNec*Noe js g row-stochastic, connected matrix and can be expressed a

A =D +Do,

where De RNee*Noe and Dy = diag{dos, doz, - - , dongg } @re non-negative, then

(i) matrix (D —1) is Hurwitz,

(i) matrix (I —D)~! exists and is non-negative.

proof: For (i), a square matrix is called a Hurwitz matrix if all @gyenvalues have strictly negative
real parts [45]. Toward that, sin@eis row-stochastic and connected, the spectral radids is

equal to 1. Suppose that the eigenvalue& afelq, - - -, Anys. Then, the eigenvalues ¢f — A) are

1- A1, 1= Ange.

Hence, the eigenvalues @f — A) are either zero or have positive real parts, and méatrixA) is

called a singular M-matrix [38]. According to Corollary 8.8 [38], matrix

| —A+Dg

is a non-singular M-matrix. Since

| —-=A+Do=1-D—-Dg+Dg=1-D,

matrix (I — D) is a M-matrix. Therefore(D — 1) is Hurwitz.

41



For (i), since(l —A) is a singular M-matrix, according to Theorem 4.27(c) in [38]
(I1—A+Dg) t=(1-D)?!

exists and is non-negative for positive diagonal maigx [ |
Theorem 2. For a microgrid system whose dynamics is given by (2.1&@{2.if the following
conditions are satisfied

(1) ko/kc is sufficiently small,

(2) Communication among the DGs are cumulatively conngsiguentiall complete),

(3) |sin(& — 9j)| << |coq g — 9)

the system is asymptotically stable in the sense thatz.

proof: The equilibrium of the system (2.18) and (2.19) is obtaibgdetting the right hand side of

them to zero, that is, in vector form,

0=PF" —Py(z1,. .., Znpe Xp), (2.21)
y4l dio - -z
di1 dinge
2 d2o 2
O=—| " [+]| " |a+| i e (2.22)
dNoel dNDGNDG
_ZNDG_ _dNDGO_ B B _ZNDG_

From (2.21), it is straight forward to obtain

f
Pu(Z1,. .. Znps) = Pir
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-
which gives the equilibrium ofp denoted byz;. From (2.22), ifdg = |dyg dpg --- INpe0

andD = [d;j] € RNoexNoc for i, j = 1,2 -+ Npg, then (2.22) can be expressed as

4]

V4
(—14D) | 7 | +dozo=0. (2.23)

MNpg |

Then, based on (2.13), one can verify the following relagiop:

do = (I — D) Ingg, (2.24)

wherely, is aNpg-by-1 vector with all the elements being equal to 1. Substitu(2.24) into

(2.23) yields
B 7 ] (
Al 4o} =12
2 Y4y =12
(—=1+D) - =0=
_ZNDG_ _ZO_ L INpg = D0

Therefore, the equilibrium of the system is given by

=7
21226
Npe = 2
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Near the equilibrium, linearizing the system (2.21) an@22yields

4
Nbc

20 = —kp ,Zlej (zj—7)
: (2.25)

2 =k

NbG
—7 +dioZo+ .zldijzj
J:

where

The derivatives at the equilibrium is positive because @tficrogrid,P, increases ag increases.

Applying the following coordinate transformations

X0 = 20— 7
21—76
22—26
X1 =
_ZNDG _76_

and denoting = kct, the linearized system (2.25) can be expressed as

_ , (2.26)
%Xf o D-1]|x

wheree=[e] - eNDG]T. Sincekp/ k. is sufficiently small, the dynamics af is much faster than

that ofxg. According to the singular perturbation theory [46]xifwould be constant, theq will
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be asymptotically stable and converge to
x1 = —(D—1)""doxo, (2.27)

since(D — 1) is Hurwitz from (i) in Lemma 1. Substituting (2.27) to the @&mics ofxg in (2.26)

yields

dxo  kp_r -1
- kCe (D —1)""doxo- (2.28)

According to (i) in lemma 1(D — 1)1 is a non-positive matrix. Sinc%, e, anddy are all posi-
tive, %eT (D —1)~1dy is negative. Hencey is asymptotically stable and converge to 0. Therefore,

Zj—)Z()fOI’i:l,Z,---,NDG. [ |

Cooperative Control Nash Equilibrium

For the system

NbG
'zi:kc<wi+diozo+ Zdij2j> i=1,2,---,Npg; (2.29)
=

the following theorem shows that

form a Nash equilibrium with respect to certain performaimcices.

Theorem 3. If the system dynamics is given by (2.29), theg-wy; in (2.30) fori=1,2,--- ,Npg

form a Nash equilibrium with respect to the following perf@nce indices

1 ke

NbG tf
Ji - z le(tf>+ A [qi(m7217"' ’ZNDG)+_Wi2 dt (231)
=1 0

NI

2
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fori=12,---,n, where

kC Nbc Nbg Nbe NpbG
=57~ -21 keZf + -21 kedjozjzo + Zl[kaj (kzldjkzw] (2.32)
= i= = =

fori=12---,n.

Proof. Consider the following Lyapunov functions

V=I5 Z,
225
DifferentiatingV yields
~ Noe
V=Y zz
j; i4j
NbG NbG
= Z Kezj | wj —V\fjk—Zj +djozo + z djkz
=1 K=1
Nbg Nbe Nbe Nbe Nbg
= 5 [kezj(wj —w)] +kez (W —wi) = Y keZf+ Y kedjozizo+ Y [kezj( S dikz)]
j=Lj#i =1 =1 i=1 k=1
Nbg Nbe Nbe Nbe Nbg
= Y [kezj(wj—wj)] +kez(wi —w) — 5 kezi + Y kedjozizo+ Y [kezi( Y djez)]
j=T]#i =1 j=1 =1 k=1
S W) w2 (233)
Since
ke

X ) =0 g 2

w4 52 kawiz, (2.34)
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substitute (2.34) into (2.33) yields

NpG Nbe Nbg Nbg Nbe
Vi= Y [kezi(wi W) ke (Wi —w) = Y keZ + Y kedjozizo+ Y [kezi(Y dj)]
j=Lj#i =1 =1 =1 k=1
ke

_ ke o
+§(Wl —V‘fik)z—iwiz—fziz—kcwlzi

s ke ke
= [kczj<wj_V\ff)]—i—_(wi_V\fik)z__vviz_qi(z()?Zl?“'7ZNDG)7
2 2
j=1,]#

whereq; is defined in (2.32). By integrating the above equation digets] and using (2.31), we

have

Nbg
%(Wi _Wik)2+jlz]#i kezj(wj —wj) | dt. (2.35)

tf
J =Vi(to) +

to

Since equation (2.35) is applicable foria# 1,2, --- ,Npg, we can conclude that

'JI(V\rk7V\f57 7V\fik7"' 7VVK|D(5> §J|(V\f:(|<_,V\fk, s Wi, - 7VVK|D(3)

foralli=1,2,--- ,Npg. Therefore(wj,w;, - - ,W,{,DG) form a Nash equilibrium. O

Remark 1. According to the nature of Nash equilibrium, by suitably @siog k, performance
index (2.31) can be assigned to each DG so that they have rioechat to stick to the Nash

equilibrium.

Simulation Results

A modified version of the bus system proposed by the IEEE 3¢ standard is used to represent
the microgrid case of study for simulations as shown in the&@.11. Simulations are performed
using the Simpower System Toolbox of Simulink to demonsttia¢ performance of the single and

multiple critical points voltage regulation controls. Taare 5 feeders and 8 DGs are distributed
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across the microgrid with a total of 12.5MVA generation aapa The total load is 9.85KW +

4.17KVAR. Inverters connect to the microgrid at t = 0.4. Tvegchronous motors, each 300KVA,

Power flow to the main grid

I IOWSH}ZQG%

Point of Common Coupling =
Feeder5 Feeder4 CcC

] Feeder2 )
6.065+j10.15% 3.976+j5.127%

3.564+j2.661%

Feeder3 [J

1MVAR

0
2.56+
j0.332%

Feeder21 D61
1 -2MVA

2.56+
j0.332%

32MW 1.2+j0.88%
1.9MVAR DG3 557

Critical 1MVA

Point1 1MW 1.5MW

0.2MVAR 1.0MVAR 0.47\

Critical»
Point2

0.6MVAR

Group 3 of
DGs

Gi 2of
m[_l)lgs ° Group 1 of

DGs

Figure 2.11: The system diagram of the case of study miatogri

connect to the first feeder at t = 4s. The startup of these motarses voltage dip on the microgrid

and this transient takes couple of seconds to be damped.

The objective is to keep the active power flow to the main goidstant at 5.85MW, minimize the

reactive power flow to the grid, and secure a unified voltagélpracross the microgrid.

For single critical point regulation, the end point of fegtles selected as the critical point. For
multiple critical points regulation technique, end poiotéeeders2 and 4 are selected as the critical
points and DG clusters are organized accordingly. DG3 anfl &@ connected to these points and
as such, are the virtual leaders. DGs are clustered inte gmeups. DG1, DG2 and DG3 form
group one, with DG3 as the virtual leader, to regulate @itpointl. DG4, DG5 and DG6 form
the second group with DG6 as the virtual leader to regulaestttond critical point. DG7 and
DG8 form the third group to minimize the reactive power flonthe main grid with DG8 as the

virtual leader. DGS8 is also the active power fair utilizati@tio virtual leader to lead all the DGs
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as a group, realize the active power objective. DGs in eashygare managed by the cooperative

control.

Simulation results are shown in figures 2.12-2.14b. Wawes$anf DGs operation without reactive
power generation are also included as a reference. Figut@s 2 13a and 2.13b show voltages
of PCC, critical pointl and critical point2 respectivelygére2.14a and figure2.14b also show the
active and reactive power flow to the main grid. It is seen thatsingle critical point regulation
has resulted in the unity voltage at its critical point, buthee expense of increasing the voltage at
other nodes and imposing a great deal of the reactive powetdlthe main grid. Contradictorily,
DG clustering (multiple critical point regulation), resailn a fair voltage regulation of its critical
points and PCC and at the same time, minimizes the reactiwerpiow to the main grid. The
DG clustering also shows better dynamic response in dantbengoltage transient, caused by the

motors start up.
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T T
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©
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No Reative Power Generation by DGs|
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Figure 2.12: Point of common coupling (PCC) voltage
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(a) Critical pointl voltage
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(b) Critical point2 voltage

Figure 2.13: Critical points voltages
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(a) Main grid-microgrid active power flow
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(b) Main grid-microgrid reactive power flow

Figure 2.14: Main grid-microgrid power flow
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Conclusion

In this chapter the application of the cooperative contraldntrol DGs in a microgrid is investigat-
ed. Initially, the power objectives in a typical microgricealiscussed. The major power objectives

of interest are proposed to be:

e Securing a desired active power flow from the main grid to tierogrid
e Minimizing the reactive power flow to the main grid

¢ Regulating some critical points voltages across the mralog

A brief introduction to the inverter dynamic model is preseh Then, the cooperative control
law is provided based on the dynamics of the conventiona&etlphase inverters. The closed
loop system stability is investigated and proved. The sataal results show the efficiency of the
proposed control in achieving the power objectives. It sdaloticed that in terms of the reactive
power control, clustering the DGs into several groups isenedficient than just having all the units
regulate one critical point. One group of DGs may minimize diggregated reactive power flow
to the main grid and others regulate their respective atifpoints. Such a DG clustering shows

improvement in realizing multiple power objectives in aitgd microgrid.
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CHAPTER 3: COOPERATIVE DISTRIBUTED OPTIMIZATION

In any power system, it is always of especial interest to ouerthe voltage profile and minimize

the losses. In the conventional power systems, this maytiewad by using under load tap change
transformers (ULTC) or capacitor banks. Capacitor bankgawve the voltage level by generating
the reactive power. A typical ULTC and capacitor bank, ihsthin local power stations, are shown

in the figure 3.1.

(a) A typical ULTC (b) A typical capacitor bank

Figure 3.1: A typical ULTC and capacitor bank, installedoedl power stations

Generally, voltage control of large magnitude is done byrtieans of OLTC and/or switches of
capacitor banks. Such devices roughly regulate the nodages to be within the ANSI standard
limits, £5%. However, it is advantageous to take use of the DGs in inipgdhe voltage quality.
Once the voltages are adjusted to be close to unity by the ®bFCapacitor banks, DGs can exert

their finer controls to further regulate these voltages.

In this chapter, it is shown how the DGs reactive power gditaraapacity can be utilized to
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further regulate voltages and achieve a more unified volpagie. It is also shown that a unified
voltage profile yields loss minimization. Furthermore, afied voltage profile around the unity
provides a larger safe zone for the voltage swing, which neagdused by any potential system

disturbance.

From the perspective of the distribution generators, imjpigpthe system level voltage profile or
loss minimization are global objectives. Therefore, ammjziation technique should be distributed
among the DGs and they all together, by their contributidrouéd realize such objectives. To
this end, the application of the cooperative distributetinoization [47] to optimally dispatch the

reactive power of DGs is introduced in this chapter. A glotidt function is defined and DGs

cooperatively try to minimize this cost function.

In a microgrid, there may be some critical nodes without a B@ with the required measurement
and communication modules installed. A method is introdutet enables such critical nodes
also contribute in the optimization. A subgradient methsdistributed among the modules. The
subgradient method facilitates the application of therittigted optimization even when detailed
system information are not known. The system active powss is also formulated. It is shown

that the unified voltage profile leads to the overall systetiveapower loss minimization as well.

Two scenarios for the global cost function are consideréde. first case is when the objective is to
minimize the overall system voltage errors to realize a edifhicrogrid voltage profile. Stability

analysis and criteria are also provided. As a further sttitly,case in which the overall active
power loss is formulated as the global cost function is atewiged. It is noticed that the latter not
only is more complicated and difficult to implement, but heityields any improvement upon the
first case, as revealed by the simulations. Therefore, nemgnthe overall system voltage error
is recommended as the preferred cost function; which ngtm@slults in a unified voltage profile,

but also results in the loss minimization.
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The distributed optimization is further studied for theefise communication is down, or there is
no communication available among the units. It is showntti@gpplication of the gradient based
optimization, takes the units to an adaptive droop, whicprowes the system dynamics. Even
though this adaptive droop is reduced to a form of the comnweal droop at steady state, but it
improves the transient response significantly. Adaptie®gr which is a gradient based approach
compared to the linear droop, eliminates the well known graeershoots. This is well shown by

the case of study system simulations, accompanied by thtdeanalysis.

Active Power Loss Analysis

The current flowing between two nodésnd j, in a power system, is expressed as:
lij = (MiZ6 —V;426;)(Gjj + jBij).
The complex power over the line is:

Stost; = (ViZ6 —leejﬂiﬁ,
= (Vi£6 —V;26;)(ViZ — 6 —V;Z—6;)(Gij — |Bij),

= (V?+Vf — 2VVjcog 6 - 6))(Gij — jBij), (3.1)

In the power systems, usually the phase difference betweeradjacent nodes is close enough
to approximate its cosine to be unity, i.e ¢8s- 6;) ~ 1. Therefore, active power loss in thie

branch can be evaluated based on (3.1) as follows:

Rloss, = Gij (Vi —Vj)*. (3.2)
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Therefore, the system total losses follows to be:

N-1 N

Floss= Gi -V 3.3
3 o -

Equation (3.3) shows that the power losses of the systenrapegional to the voltage differences
among the adjacent nodes. As such, realizing a unified wipagfile across the microgrid will

result in the loss minimizations as well.

Cooperative Control based on the Distributed Optimization

The scenario in which the DGs cooperatively minimize a commadditive cost function is con-
sidered here. Each agent has information only about onecomsponent, and minimizes that
component, while exchanging information with the othertsinin particular, the agents want to

cooperatively solve the following optimization problem:

= m|n fi, (3.4)
3

wheref; are the DGs local cost function. The control variables ares Dgactive power fair utiliza-
tion ratios. The optimal value of this problef?, is achieved by an optimal solution setaf;
i.e..

N
dq=1{0q € [—1,1];_;fi =F*}. (3.5)

In this setting, the information state of thiln DG, is an estimate of an optimal solution of the
problem 3.4. The variable (k) is the estimate, maintained by the aggrdt the timety. When
generating a new estimate, unicombines its current estimatag,, with the estimates received

from some of the other units. In particular, uniipdates its estimates according to the following
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relation:

ag(k+1) = Z dljaq, - B9, (3.6)

whered;j is defined by (2.13)5; > 0 is a step size gain, used by the ageahdg, = da is a

gradient of thath DG objective function. If the detailed value gf cannot be calculated due to

lack of the system information, a subgradient ogff,may be used instead.

A quantityg] is said to be a subgradient fatag , ifforall -1 <ag <1

fi(ag) > fi(ag) +Gi(aq — ag) 3.7)

As such, if the detailed value @f is not available to the units, any approximatiorgpto satisfy

(3.7) may be used alternatively.

The choice of the cost functionB,* and f;, depend on the system objectives and requirements.
On the rest of this section, two scenarios will be conside€uke case is when realizing a unified
voltage profile is the objective and the other one when minimgithe system active power loss is

the objective.

Realizing a Unified Voltage Profile as the Global Objective

In the chapter 2, it was shown how cooperative control carslee to organize DGs in a microgrid
to satisfy multiple power objectives. Power objectiveduded regulating some critical points
voltages. It was shown that multiple critical points regulia provides improvements compared
with the single critical point regulation in terms of reatig a more unified voltage profile and less

voltage fluctuation across the system.
The case in which each DG node is considered as a critical igahinterest. Trying to regulate all
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DG nodes together will result in a more unified microgrid agk profile. Cooperative distributed
optimization is proposed to optimally dispatch the reactpower of the distributed generators
(DGs). The objective is to minimize the global cost functitimat is the sum of the quadratic
voltage errors of all the DG nodes on the system. It is assuimetdeach DG, only knows its
own local cost function, which is defined as the quadratitags error of its respective node. The
method involves every DG, minimizing its own objective ftina, while exchanging information

locally, with the other units on the network. Therefore, ¢bst function of (3.4) will be as follows:

N
R =min fy, (3.8)
aq i=
1
fvi - é(l_\/l)z

To apply the cooperative control law of (3.6), the sub-geats off,, should be calculated. This is

covered on the next sections.

Calculation of the Units Sub-Gradient:Agents with DG irigta

In (3.6), i is the gradient (or a subgradient) of title unit, in respect to its statey. Considering

equations (2.2) and (3.8), yields:

oy,
Rz

9y 0V 0Q
0V 0Qi dag

:_Qi(l_vi)d—Qi

i

(3.9)

57



The system power flow equations are expressed as follows:

N
P, —Po, = Y ViV, [Gij cosdj + Bjj singj |
= (3.10)
Qgi — Qpi = .ZlViVj [Gij singj — Bjj cosg;j |
]:

whered;; is the phase difference between nodesid j. QuantitiesB;; andG;jj are the real and
imaginary parts of the syste¥hbus matrix. Symbol&g,, Pp,, Qs andQp, are theith node active
power generation, active power load, reactive power géioerand reactive power load respec-

tively.

The reactive power flow in (3.10) may be rewritten as follows:

Qi = Qai— Qoi = ) MVj[Gij sing; — Bjj cos;]
]

= —V?2Bji +V; ;v,- [Gij sindij — Bij cosd;j], (3.11)
j |

From (3.11), the required gradients can be derived, asWstlo

00 .
0—3' —2VB;; + ;Vj [Gij smdj — Bijj COS&J‘] (3.12)
i 7
. yRp. X
= ViBii + Vi (3.13)
Hence, we have
__c?f\,i VY oV
gl - 0aqi Ql(l \/I)(?QI
Vi
= —-0Q((1-V 3.14
QI( I)QI —VizB” ( )

The (3.14) implies that the only system information needdsj j that is the sum of the imaginary
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parts of the line conductances, connecting nidethe neighboring nodes. However, if this infor-
mation is not available to the DGs, a subgradient of (3.G4)nay be used instead [47]. Usually,
the range of th&;; is known in a particular power syste®; € [B;;, Bji|. Therefore, by definition,

the subgradient of (3.14) is given by:

Ql(l \/I) VZB I \/I S 11

Ql(l \/I)Ql VZB IR \/I>:L

g =

Calculation of the Units Sub-Gradient:Agents without a DfStalled

If there is no DG installed on a node, then @Qgof that node is zero. This makes the gradien-
t/subgradient defined by (3.14) zero, and hence, such medillenot contribute into the optimiza-
tion. For these nodes, the definition of the virtual leadediasussed in the section 2 is applied.
Typically, a virtual leaders tries to regulate the voltag@sorespective node by utilizing all other

units reactive power capacity.

For the cooperative distributed optimization discusse® hitne same concept of a virtual leader
may be applied to the nodes without a DG installed. That méass should utilize the other
units reactive power generation to regulate their respecode. As such, th®; in (3.14) will be

replaced by the average of all the units available reactvegp capacity.

As the optimization is being performed, units may utilize #ame communication links to find the
average of all units available reactive power capacity dt E&ery unit tries to keep the track of
the average by a statg, The initial value ofx; is the units available reactive power. Units update

their states, according to the following cooperative law:

X (K+1) = Z dijx; (3.15)
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dj; = 0, provided thaj = 0. Similar toD = [d;j] matrix, defined by (2.13D" = [d];]. However,
D’ should be designed to be double stochastic [38]. That is:

D'1=1,
1"D' =1T.

wherel is aN x 1 vector, with all elements equal to one. For instance Dthmatrix associated

with the communication topology shown in figure the 3.2 mayésigned as follows:

2 1
330
11 1 1
D 33 3
1 2
0 3 3

Unit2

/.
® ®
Unit3
Unitl

Figure 3.2: A simple, three node communication topology

Following the law in (3.15), results in all the stat&s,converge to the desired value:

1
Xj —

Z|

N [
Q.
2

60



Hence, the gradient term of (3.14) for such units is fornadats follows:

Vi

g = —Xi(l—\/i)m,

wherex; was formulated in (3.15).

The detailed system stability and analysis is provided énappendix D.

Choosing the Gradient Gairs,

The B gains in (3.6) should be chosen in such a way to give the bek&irpeance. Heuristically,
small gains will slow down the pace of the distributed optation; and on the other hand, large
gains tend to introduce overshoots that induce oscillatiand even may cause system instability

on extremes.

Theorem 4 of the appendix D shows that for a particular powstesn, there exists a range of
the B, which secures the system stability. This theorem may be tesseumerically calculate the

desiredB gains, or equivalently, a best choicef®fay be found out by running the simulations.

Minimizing the Active Power Losses as the Global Objective

To minimize the system active power losses, the cost fun¢tianinimize will be theRgssin (3.3)
which is repeated here:
N-1 N

Ploss= Gij (Vi —Vj)?
i;j_|z+1 i ( i)
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The local cost function of a unk, may be defined as the sum of the power losses in the lines,

connected to modulle
N

PLOS$<: z Gk|(Vk VI)
i=1,1#k

The gradient of osg May be calculated as follows:

Ok = 0PL03$< _ 0PLost< de ko
“T daq Vi 0Qcdag’

Vi —
30, Q¢ (3.16)

N
= 2Gii(Vk — Vi
L;ﬁk ki )

%kk is denoted by (3.12). Then, the same cooperative law of (8&) be used to cooperatively
minimize the losses. Comparing (3.16) and (3.14) showghiedbss minimization demands much
more system information compared with the realizing théi@ehivoltage profile. The performance

of these two techniques will be compared by the simulations.

Single Units Applying Optimization: Gradient based Droop

It is of interest to study the proposed optimization techeigin case the communication is not
available. In this case, units will utilize just their owncld measurement and apply the control

law. In such a case, the control law of (3.6) will reduce tofthilowing form for a particular DG:

Vi

VZB||:| (1—\/|>, (317)

ot (K+1) — g (K) = B [Q.

whereg; is replaced with its relation from (3.14).
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Using the assumptions & ~ 1 and|Q;| << |B;

, (3.17) may be simplified as:

g (k-+1) — g (K) = B—2- (1- V), (3.18)

Equation (3.18) has an integrator form and will cause dfeto saturate. This is also noticed
by applying the control law of (3.18) on the system in the fegg8r4. The figure 3.3 shows the
voltages and utilization ratios @Gz and DGg in this case. Thexg saturation is clear and the

voltage profiles are somehow distorted.

1.001

o o

© S w©

@ © ©

© © N
=

DG6 Voltage
o
©
©
©

DG3 Voltage

0.986

Time (s) Time (s)

Alhpaq of DG3
Alhpaq of DG6

Time (s) Time (s)

(a) DG3 voltage and utilization ratio (b) DG6 voltage and utilization ratio

Figure 3.3: Saturation effect of the single unit optimiaatapplication

In a control system, when the parameters are time varyimgolith data are not representative of
the process as much as the recent data. Therefore, it imliesio base the identification on the
most recent data. As such, and as a well known rule in the eapantrol [48], a forgetting

factor should scale down the old data. This prevents theeafentioned saturation. To this end,
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the control law of (3.18) may be rewritten as follows:

0t (k+1) — yotg (K) = Bi—o (1 VA), (3.19)

wherey is chosen as the forgetting factor. Typically, forgettiagtbr is a value between zero and
one. It should not be too close to one, to neutralize its eiad not too small, to negatively affect

the control law. A typical value of = 0.95 is chosen for this case.

As Bji is a negative quantity, the final rule may be written as:

0g (K+1) = yog (k) + kg (1-Vi). (3.20)
where:
e
Ka = B.@ >0

The conventional droop equivalent control law is as follows

ag (K) — af T = k(1 W), (3.21)

Wherea{ff may be chosen to be zero in this case.

The similarities between (3.20) and (3.21) are eminent. &l@x the main difference is that (3.20)

is a gradient based approach, while (3.21) is a linear o#lati

The control rule of (3.20) is reduced to a form of the convami droop at steady state. At steady

state,aq (k+ 1) = aq (k) and therefore:
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ag = a (1-\5). (3.22)

The main advantage of this gradient based droop is the inepnent of the transient response. In
the next section, it is shown that it eliminates the overshtizat the conventional droop usually

exhibits. This is further justified by the simulation result

Analysis
The control rule of (3.20) may be written in the matrix formfabows:
ag(k+1) = yog(k) + Ka(1—-V) (3.23)

whereaq = [a1,- -, an]T, Ka = diaglKa,, ..., KayJ, 1is aN x 1 vector with all elements equal to 1

andN is the number of the available modules.

Substitutingv from the linearized power flow equation, (D.5), providesfibleowing:

ag(k+1) = [y — KaH12] aq(K) — Ka [1+Hy20¢ —V* —Hyy(P—P)]. (3.24)

The continuous time equivalent of (3.24) may be derived bavis:
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ag(k+1)—aqgk) 1 1
al _|>_ alk) _ = [1 4 —KaH1g ag(k) — —Ka [14+Hi205 —V* —Hy(P—PY)],

(:Xq = kc [—| + yI — Kale] Oq— cha [1—|— leaa‘ —V*— H1;|_(P— P*)} ,

wherek. = % andT is the time interval between two consecutive iterationseréfore, the system

dynamics depend on the state matrix:

A=ke[(y— 1) —KaH12] (3.25)

In this regard, the difference between the gradient baseapdand the conventional droop is:

e For droop,y = 0, for the gradient based drogp= 0.95
e for the gradient based drool, = diag[Ka,, ..., Ka,|. However, for the drooK, should be

replaced by the scalar gain K.

Detailed analysis of a nonlinear system for studying thesient response and the overshoot, if
not impossible, is very difficult. As such, the transienjp@sse analysis here is performed for the

case of study microgrid shown in the figure 3.4 and the sinariatof the section 3.

For the case of study microgrid of figure 3Hk» is derived as follows:
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Table 3.1: Case of study microgrith »

0.0522| 0.0044| 0.0022| 0.0031| 0.0012| 0.0019

0.0026| 0.0435| 0.0218| 0.0028| 0.0011| 0.0017

0.0025| 0.0424| 0.0282| 0.0028| 0.0011| 0.0017

0.0028| 0.0043| 0.0022| 0.1085| 0.0012| 0.0019

0.0028| 0.0044| 0.0022| 0.0031| 0.0118/ 0.0189

0.0028| 0.0044| 0.0022| 0.0031| 0.0118| 0.0210

For a choice ok; = 1 and based on thd;, provided by the Table (3.1), the state matrix of (3.25)

can be calculated. The state matrix for the gradient bassapds as follows:

Table 3.2: State matrix of the gradient based droop

-0.0545]| -0.0004| -0.0002| -0.0003| -0.0001| -0.0002

-0.0000| -0.0505| -0.0003| -0.0000| -0.0000| -0.0000

-0.0001| -0.0013| -0.0509| -0.0001| -0.0000| -0.0001

-0.0004| -0.0006| -0.0003| -0.0642| -0.0002| -0.0002

-0.0004| -0.0006| -0.0003| -0.0004| -0.0517| -0.0027

-0.0011| -0.0017| -0.0008| -0.0012| -0.0046| -0.0581

The conventional droop is designed to release the maximaifable reactive power on the max-
imum voltage deviation;:5%. ThereforeK, = 20 is chosen and the state matrix is derived as

follows:
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Table 3.3: State matrix of the conventional droop

-3.0860

-0.1743

-0.0871

-0.1222

-0.0470

-0.0753

-0.1046

-2.7408

-0.8703

-0.1131

-0.0435

-0.0696

-0.1018

-1.6948

-2.1293

-0.1101

-0.0424

-0.0678

-0.1128

-0.1740

-0.0870

-5.3381

-0.0469

-0.0751

-0.1129

-0.1741

-0.0870

-0.1220

-1.4726

-0.7562

-0.1129

-0.1741

-0.0870

-0.1220

-0.4726

-1.8412

Even though, most of the properties of the linear systems eayerived by studying the eigen-
values of their state matrixes, for the non-linear systethms,study of the Lyapunov matrig,
is preferred. The ratio of the maximum to the minimum eigémnwaf P is an indication of the

potential system overshoots [38]. The Lyapunov matrix ésgblution to the following Lyapunov

equation:

whereA is the system state matrix ahds the unity matrix. Based on the previously derived state

PA+AP=1,

matrixes, the Lyapunov matrixes may be derived as follows:
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Table 3.4: Lyapunov matrix derived for the gradient basexbdr

9.1792

-0.0317

-0.0219

-0.0425

-0.0359

-0.0931

-0.0317

9.9071

-0.1525

-0.0379

-0.0450

-0.1288

-0.0219

-0.1525

9.8264

-0.0249

-0.0249

-0.0681

-0.0425

-0.0379

-0.0249

7.7848

-0.0375

-0.0954

-0.0359

-0.0450

-0.0249

-0.0375

9.7210

-0.6012

-0.0931

-0.1288

-0.0681

-0.0954

-0.6012

8.6331

The eigenvalues of this matrix are:

[7.7621,8.35839.19119.7247,9.987310.028]

Table 3.5: Lyapunov matrix derived for the conventionalajro

0.1629

-0.0052

-0.0041

-0.0032

-0.0068

-0.0054

-0.0052

0.2781

-0.1523

-0.0028

-0.0085

-0.0059

-0.0041

-0.1523

0.2977

-0.0025

-0.0047

-0.0041

-0.0032

-0.0028

-0.0025

0.0940

-0.0045

-0.0035

-0.0068

-0.0085

-0.0047

-0.0045

0.3831

-0.1333

-0.0054

-0.0059

-0.0041

-0.0035

-0.1333

0.3270

The eigenvalues of this matrix are:

[0.0931,0.1324,0.1639 0.2215 0.4406 0.4913
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The eigenvalues of (3.26) and (3.27) provide a maximum tamum eigenvalue ratio of 1.2919
and 5.2786 for the gradient based droop and the conventilvoap, respectively. This proves
a great transient response improvement and less oversiamioed by the gradient based droop,

compared to the conventional droop.

Simulation Results

To run the simulations, a modified version of the bus systeopgsed by the IEEE 399-1997
standard is used to represent the microgrid case of studyasn in figure 3.4. Simulations are

performed using the Simpower System Toolbox of SimulinkirMaid is 69KV and the microgrid

Power flow to the main grid
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Figure 3.4: The system diagram of the case of study microgrid

consists of five 13.8KV distribution feeders. Eight DGs aistributed across the microgrid with
a total of 15.5MVA generation capacity. The total load iS58V + 2.27MVAR. Loads and DGs

operate on a lower voltage of 430V.
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Simulations of the cooperative distributed optimization

Simulations are performed for the time period of 9:00 A.M 06100 P.M. DG profiles are provid-
ed in figure 3.5.DG2, 3,4 are wind farms an®GL1,5,6,7,8 are solar farms. The weather effect

and sun radiation intermittencies are considered in thedfdgs.
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Figure 3.5: PV profile of DGs

Three different microgrid inverter control schemes, droayiltiple critical points voltage regu-
lation, and the cooperative distributed optimization,qm®ed in this chapter, are evaluated. The

performance of these controllers in realizing the micrdgower objectives are compared.

In droop, every DG just regulates its grid coupling pointtage and frequency. Other two tech-
niques, utilize communication links and the cooperativeticn. Their active power flow objective
is to regulate the power flow from the main grid at 2.5MW. DG8{heir active power virtual
leader. For the reactive power control, DGs are controlketbdows: In multiple critical points
regulation, DGs are clustered into three groups. Firstgroansisting of DGs 7,8, minimizes the

reactive power flow to the main grid. Second group, DGs 1f&@ulate the DG3 voltage, as a
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critical point. The third group, DGs 4,5,6, regulate theeuttritical point, DG6. In the coopera-
tive distributed optimization, similar to the multiple tcal points regulation, DGs 7,8 minimize
the aggregated reactive power flow to the main grid. All ofb&s participate in the distributed
optimization to cooperatively minimize the sum of their eedioltage error, which is expressed by
the following cost function:

Fo= : l(1—\/-)2
v—i;E i

Simulation results are provided in Figs. 3.6-3.10. Figu@ shows the system cost function,
F. Itis seen that the droop achieves the highest value of teiefenction, while the cooperative

distributed optimization has well minimized it, and as suaés realized the most unified voltage

profile.
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Figure 3.6: Global cost function of the microgridl,

Figure 3.7 shows the active power flow from the main grid torttierogrid. Despite the intermit-
tencies, the cooperative controls have succeeded in teguthe active power flow at the desired

level of 25MW. Droop has no control over the aggregated active power flow.
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Main Grid to Microgrid Active Power Flow
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Figure 3.7: Main grid to the microgrid active power flow

Figure 3.8 shows the main grid reactive power flow to the ngdcb It is clear that droop has
induced a high reactive power to the main grid, while cooperaontrol techniques successfully

have minimized it, despite the intermittencies.
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Reactive Power Flow to the Main Grid
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Figure 3.8: Main grid reactive power flow to the microgrid

Figure 3.9 shows the system active power losses. The cdogedistributed optimization has
realized the minimum losses and the droop has led to the $tigws. This certifies the previous

discussion that a more unified voltage profile results in a&loactive power loss.
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Figure 3.9: Microgrid active power loss

Figure 3.10 shows the voltages at two different system ngaEat of common coupling (PCC)
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and DG6 terminals. This figure illustrates how cooperatig&ithuted optimization has maintained

a unified voltage profile, close to unity, across the micrbghilso it is notable that this technique

well regulates the voltages despite the daily intermitiesdOther point learned from this figure is
that droop fails to keep the voltage at different nodes asecldhat means a non-unified voltage
profile, as already was shown by figure 3.6. Also the sun radiabtermittencies have caused
major voltage fluctuations, when DGs are controlled by tloogr
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Figure 3.10: Voltages of DG6 and point of common coupling
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The simulations regarding the microgrid active power logsmmzation are shown in figures 3.11
and 3.12. It is noticed that the performances of the two tegles are comparable and close.
However, figure 3.11 shows that the loss minimization tegh@ihas not resulted in less active
power losses compared with the unified voltage approachur&ig.12 also shows that the per-
formance of the two techniques are comparable in minimittiegoverall voltage deviations from
unity. however, unified voltage profile technique has shoeindgpmore consistent despite the PV

intermittencies.
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Figure 3.11: Comparing the microgrid active power loss éssiminimization and unified voltage
profile techniques
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Figure 3.12: Comparing the microgrid global cost functid®, for loss minimization and unified
voltage profile techniques

Simulations of the Gradient based Droop

For comparing the performance of the gradient based draspusked on the section 3, and the
conventional droop, the same microgrid structure of figudeiSused. It is assumed that the full
active power is available to units and the active power falization ratio referencea[ff, is set to

be Q6.

Figure 3.13 shows theq and voltage waveforms of tHeG;. The huge oscillations and the over-
shoots are noticed for the conventional droop, while theigra based droop fairly has suppressed

such overshoots and oscillations.
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Figure 3.13: Voltage andq waveforms ofDG;

Figure 3.14 shows theq and voltage trajectory for thBG;. It is seen that the gradient based
droop directly converges to the final value, while for theantional droop, the trajectory is a
spinal waveform that finally converges to the final value.sTdepicts the extreme oscillation and

overshoot, associated with the conventional droop.
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Conclusion

In this chapter, the application of the cooperative distiell optimization to optimally dispatch
the reactive power generation of DGs in a microgrid is ingeséd. In a large scale microgrid,
there may be some critical nodes without a DG installed, btlt the required measurements and
communication modules available. A method also is providdedcilitate the contribution of such
nodes in the optimization process. The system active pagsek are formulated and it is shown

that how a unified voltage profile results in a lower loss miaation as well.

Two different global system objectives have been evaluagdtie minimization cost function. One
approach is minimizing the overall system quadratic vatagors from unity, to realize a unified

voltage profile. It is expected that a unified voltage profimaesults in the loss minimization, as
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well. The stability and the convergence analysis are pexlid

The only system information required to implement this teghe is an approximation of the
line conductances, connecting DG nodes together. Howgw®ghown that the application of the
subgradient technique makes it possible to use this megived,when such detailed information is
not available. The simulation results applied over a tylpigarogrid are provided. It is shown that
even despite the daily PV intermittencies, this technigadizes a unified microgrid voltage profile

and lower losses and is superior compared with the stateecirttrmicrogrid inverter controls.

The other evaluated objective is minimizing the systenvagtiower losses as the primary objec-
tive. It is shown that not only this requires a great deal ef $lgstem information, but does not
result in a better performance in terms of the loss mininoraand an improved voltage profile

either. Therefore, using the voltage error minimizatioadsised as a practical choice.

The performance of this optimization, in case the commuiunas not available among the DGs,
is also scrutinized. In this case, every module only hassacteits own information and local
measurements. Applying the optimization in this case,lte$u a gradient based droop, which
improves the transient response of the conventional dno@pgreat deal. The simulation results
and the related analysis show how the proposed gradiend latisep suppresses the overshoots,

associated with the conventional droop control.
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CHAPTER 4: MAIN GRID-MICROGRIDSINTERACTION
MANAGEMENT

A proper interaction between the microgrid and the main grian important aspect of the smart
grid. A microgrid should look as a dispachable load to themgaid. A proper smart grid control
is expected to utilize the DGs and their related storagecdsvin such a way to both, optimize
the overall system profit and also improve the power flow. B jtwas shown how cooperative
control may be applied to organize DGs in a microgrid and ieawdesired upstream power flow
to the main grid. However, this technique may be applied dhealesired power flow is known.
As such, another high level controller should be devisedopgrly search and come up with the
most suitable power flow from the microgrid to the main gricheTdesired power flow may be

calculated based on the following constraints:

(i) Both the microgrid and the main grid should be able to mjpte their profit or minimize

their cost.

(i) Improvement in the main grid daily generated power isodjective. It is desired to have
less power fluctuations, which incur high stress and costéayenerators. To this end, the
main grid generated power profile should be as smooth ashpessrhis means that the
microgrids should assist the main grid to shave its powek p&a this end, microgrid may

charge its storages when there is less power demand ande@eargy during peak hours.

The above requirements can be met by modeling the main gddbgrid interaction as a game
[49]. Game theory is briefly introduced in Appendix A. In texf the conventional electric mar-
ket, some of the previous works utilize different game tle&omapproaches to deal with the optimal

bidding strategy for the generating company, optimal loacimy, and reserve management prob-
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lem. Towards this end, [50, 51, 52, 53, 54] focus on the Nashegand [55, 56, 57, 58] focus
on the Stackelberg game. In terms of future smart grid, [58Yided a demand-side management
based on consumption scheduling game to optimize the egesgyand balance the load, and [60]
analyzed the smart grid management with multiple intefitigglayers. However, the interaction
between the main grid and the microgrid is an important aspiethe smart grid, which has not

been fully considered using a game theoretic approach.

In this work, the main grid-microgrid interaction is modelas a Stackelberg game. Specifically,
by offering proper energy price to the microgrid, the maiid gis the leader, can minimize its cost
function and secure the power supply that microgirds ,aiollt@ver, are willing to dispatch. Once
receiving the offered price from the main grid, microgrigsdle what percentage of the available
power to dispatch and how much to store. It is shown that #ghriique not only is helpful in
terms of optimizing the cost functions, but also helps a prggwer flow from the microgrid to

the main grid to reduce load stresses and shave the power peak

Introduction of the storage devices, makes some modificatio the microgrid variables defined

on the Chapter 2 necessary. Next section provides the needeiications.

Redefining Some Microgrid Variables

In order to improve the performance of microgrids, such agHikty and reliability, energy s-
torages (batteries, super capacitors, etc.) will be avialand bundled with DGs. As such, the

available active power on the microgrid consists of botbrext and renewable energy.

To include the effect of storage devices, some of the vaggabéfined on the Chapter 2 need to be

modified. For instance, the maximum available active povi¢h®ith inverter includes both, the
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available renewable and the storage power, as follows:

bi - PDGi + PS: (41)

wherePpg; (K) is the available renewable power aRglis the power from storage. Assumiig,
to be the existing stored energy of tik unit, the maximum power provided by discharging this
energy in time interval is

The active power fair utilization ratio is also redefined@oivs to include the effect of the stored

energy:
R
Op = ————. 4.2
P HDGi + PS ( )
Accordingly, the energy stored in the undt the end of the time interval is:
Esi(k+1) = [1—ap][Pog (KT + Esi(k)] (4.3)

Microgrid Optimization

In any microgrid of interest, following (4.1) for @ group of DGs, the maximum available active

power to be dispatched at hdrs:

3 o, () Esj(k—1)/T]

IE

The relation between the aggregated active power genergfgd at hourk and the available
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renewable powefbg;, and the storage enerdssj, of the jth unit are described as follows:

ap(k) ¥ [Pog,(K) +Esj(k—1)/T] if active power is available
PSg(K) = j€G (4.4)

€ (—,0] otherwise

Accordingly, the aggregated energy stored in the microgtithe end of th&th hour is:

[1—ap(K)] 5 [Pog; (KT +Esj(k—1)] ifactive power is available
E(k) = N (4.5)
Y [Esj(k—1)]-TR5¢ otherwise

jeG
Equations (4.4, 4.5) indicate that when there is active p@awailable, some part of it may be sent

to the grid and the rest be stored. Otherwise, some power mapdnrbed from the grid to charge

the storages.

The active power flow of the microgrid at but the main grid is expressed as follows:

P (K) = Pg, (k) — R (k) — R

losses

(k). (4.6)

For simplicity, microgrid losse$*

Josses &N |061dPﬁ1i , may be lumped together.

To secure a desired power dispatch from the micro@[{i)“,, main grid proposes an energy price,
Bi. This price is subject to the generation and load demandsaexpiected to increase during peak
hours and be less at night and when there is less demand iragjeAs such, the microgrid cost

function for the hour& up toN is calculated as follows:

N

3 (Bi(K), Py (K) = gkﬂimPL?‘m, (4.7)
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whereJ,; is the cost function which shows the microgrid profit by gerieg power. At every
hour,k, based on the available power, load and the predicted gereeand load for the upcoming
hours, the microgrid tries to search for the bqrﬁtf to maximize its profit. Then, the required DG
active power generationﬁ’SGi, is calculated using (4.6). Substituting tlﬁ‘§.Gi into (4.4), provides

the a{,ief. However, in case the PV generation or load fluctuate, orvalakes deviated from the

predicted ones, the[,?f

needs to be updated to keep the same power ﬁﬁf/{/ In such cases,
the same mechanism explained in Section 2 may be utilizedarchk for the appropriaimn{,‘?f to

secure the desire®l;’

Main Grid Optimization

In general, at the main grid level Withg buses, the real-time OPF problem of dispatcliigs to
minimize the following cost-to-go function for total powsystem at houk:

NE,N

30 =3 3 [aRs()+AOR D). (4.8)

whereN indicates the final stage (in this case time = 24 P.M) aiglthe per unit power price of

the conventional generatiorfg;,, on the main grid.

The above optimization is subject to the power flow constsaa (3.10), which are non-linear
and solved numerically [61]. As in the energy market only dlcéve power flow is of interest,
DC power flow which is a simplification of (3.10) can be usede DC power flow neglects active
power losses, assumes voltage angle differences are siddhat the magnitude of nodal voltages
are equal. As aresult, the only variables are voltage amgiésctive power injections. Therefore,
the problem becomes linear and there is no need for iteratibinese assumptions cause errors as

compared to the original power flow equations (3.10). Sutigekeeping the error below 5%, the
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following constraints should be met [62]:

1. Voltage angle differenceg,;, be less than$g
2. Lines impedanceX/Rratio be greater than 2,

3. For aX/Rratio of 2, the voltage standard deviation be less than 0.012

In case the above constraints are satisfied, the DC power flayvba used instead of (3.10) as

follows:

NG
PE(K)—P3.(K) =5 Bijdj(k) i=1....N (4.9)
i=1

The optimization of (4.8), is also subject to the steadyestanstraints:

Pg; (K) < Pg; (k) < Pg; (), (4.10)

Eﬂi(k) < Plli(k) < F)lli<k)

and thermal constraints:

~T; <Ti(k) <Ti. (4.11)

Note thatPgi in (4.9) may be equal to O if there is no generation, equdtdoif there is only
conventional generation, equal By, if there is only microgrid connected to the bus, or equal to

Ps, + Py if there are both conventional and microgrid generation.

Interaction between the Main Grid and the Microgrid

Within a smart grid, there is an interaction between the gaahand the microgrids. The main grid
tries to motivate microgrids to generate power by offeripgrapriate energy pricg3, to them,

and at the same time, tries to minimize its cost function)(423 the other hand, microgrids try to
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maximize their profits of (4.7) by dispatching appropriaté\e powerP,,. Since the optimization

objectives of the main grid and the microgrids are differenth a problem can be formulated as
a noncooperative game [63]. The concept of the noncoopergéime is addressed in more detail
in Appendix A. For our problem, because the main grid annesrwurly energy price first and

the microgrids dispatch active power after that, the gamedsed a Stackelberg game with the
main grid as the leader and the microgrids as the followeendd, a Stackelberg solution can be
obtained to secure demanded power from the main grid andiehe performance indices (4.7)

and (4.8).

By predicting possible power prigé and power dispatcR, from hour 1 up ta\, it is possible to
play this game foN hours at once. However, there will be a large number of ptessidutions to
evaluate. For example, M = 24, and there are five possititg at every houk, then there will be
524 combinations oP, (and the corresponding) to perform the whole game. This approach is

thus impractical.

Also, at every houk, the calculation of performance indices (4.7) and (4.8uieg information

for all the hoursk up to N. However, only data of the current holt, are known and for the
remaining hours ofk+ 1) up to N, the predicted PV generation and load are available. Yet,
the prospective values @ (k+1 — N) andP, (k+ 1 — N) neither are known nor have predicted
profiles. These issues will then be difficult to handle if teng problem is to be solved effectively.
Hence, a simplified game from hokito N is proposed to carry out the original optimization with

respect to the performance indices (4.7) and (4.8).
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{Bi(k), Pui(k)} {B7%(k+1-> N), P*%i(k+1-> N)}

| | | | |
------ k1 k kel N1l N

\/

Hour

(a) B andPy; evaluation at hourk

B E(k+1> N)
{Biq@l), Pullkil))  {BM(ke2> N), Pu(ke2-> N)} }

| | | | |
------ k1 k kel N1l N

\/

Hour

(b) B andP,, evaluation at houk+ 1

Figure 4.1: A simplified game model

A modification on (4.7) and (4.8) is then necessary in ordeuiothe simplified game approach,
which is illustrated in the figure 4.1. In this case, the pcasti PV generation, load profiles and the
current hour choices @8 (k) andPy (k) are utilized; and the average values of the parameters for
the upcoming hours are calculated and used to estimate tfoegrpance indices from hoyk+ 1)

to N. Thus, the performance indices (4.7) and (4.8) are modified a
Ju(Bi(K), Py (K) =Bi(K)Py (k) + (N = K) Bk +1 — N)PE(k+ 1 — N), (4.12)

and

J(Bi(K), Py (K)) =aiPs; (K) + Bi (k) Py (k)

+(N=K) [a™k+1— N)PSk+1—N)

4B 1 NPk 1 N)]. (4.13)

The optimizations of (4.12) and (4.13) are subject to thed@dmn that the storage level of the

microgrid, should return to its initial value aftBrhours. This requirement leads to a constraint on
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the average increment or decrement stored enafy),°, as follows:

_ AE(k)+ [N (K)]AEM9(k+1— N)

AEX9(k — N) N (ki 1)

ke [LN—2], (4.14)

where

AE;(k+1) = E(k+1) — Ei(K). (4.15)

Equation (4.14) is a recursive expressiai” 9(k — N) is calculated on the previous holr;- 1.
It represents the hourly change of average stored enemyytourk to N. The consistency of this
average for houk andk+ 1 is imposed by (4.14). Then, for any proposed choic&mfk) by the

microgrids, aAEZY(k+1 — N) is derived for the next hour.

When the game is not played, there is no storage involved ancd) the aggregated output power
P, (K) is equal to the sum of the available power:

Npg;

Pa, (K) = Zl Pogy; (K). (4.16)
J:

wherePbg; is the available renewable power of tih DG in a microgrid connected to thith
bus. However, when the game is played between the main gaith@microgrids, the aggregated
output powerP,'g‘Gi (k) is represented as follows:

Noei AE; (K)

PSGi (k) = JZ]- PDGij (k) T (4.17)

where the second term on the right hand side of (4.17) is atteddor the energy storage change

within time periodT. Thus, by substituting (4.17) into (4.6), the constraintl4d can then be

v

rewritten in terms o, andPg'? as follows:

Pl (k+ 1) + N — (k+ DRk +2 - N)
N —k

PIo(k+1—N) = , Vke [1L,N—-1]. (4.18)
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Although the consistency ¢8*"9(k — N) and **9(k+1 — N) is not imposed , but it can be

verified according to

Bi(k+1)+[N— (k+1)]3*9k+2—N) ke [LN_1

B(k+1—N) = — 019

B9(k+1—N) = B29k+1—N).

The termB2*9(k+ 1 — N) in (4.19) refers to the re-evaluation 8*9(k+ 1 — N) at hour(k+ 1),
usingBi(k+ 1) andB*"9(k+2 — N), which are obtained from the game at hgkr- 1) as shown
in the figure 4.1b. Evaluating (4.19) analytically is notagghtforward and it can be checked

numerically for any case of interest.

Game Solution

To solve the game problem presented in Section 4, the fallgwieps are carried out to calculate

performance indice$, in (4.12) and} in (4.13).
1. The active poweP, (k), flowing from the microgrid (on théh bus) to the main grid at hour
kis given by (4.6).

2. Assume that the storage level of a microgrid should retmiits initial value aftemN hours,

then the average active power from hokir(1) toN, P39k +1 — N), is given by:

k :
A1 N) — avglPy (k- 1 —» N+ 21280

N (4.20)

where avgP, (k+1 — N)] is the predicted average power flow from historical data euith

considering the storage.
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3. Conventional generatid?, (k) (on theith bus) at houk is given by
Ps, (K) = Pb, (k) — P (K). (4.21)
And the predicted average generation from hgur 1) to N is given by
PSo(k+1— N) =P3¥(k+1— N) =P %(k+1—N), (4.22)

whereR5"%(k+1 — N) is the predicted average demand from hdur () toN.

4. UsingPg; (k) given by (4.21) (k) is computed by the following equation:

Ps, (k) — Pg, (K)

4.23
Rl | #.23)

Bi(K) = Bo |1+ ni(k)

wherePy is the optimal operation power of the conventional gener@to theith bus),Bo

is a known base price (whét, = P, B = o), andni(k) is a variable, which the main grid
perturbs to find different energy price offers to play the garBasically, equation (4.23)
means that ifg is larger tharPg , the main grid should increase the prfgeto motivate the
DGs to produce more energy, and if tRg is less tharig , the pricef should be decreased
to encourage DGs to store more energy. This helps the genegierate near the optimal

operation power; .

5. Similarly, P"%(k+1— N) in (4.22) will be used to calculag™9(k+ 1 — N) as follows:

PE(k+1—N) —Pg (k)
P& (K)

B29k+1— N)=Bo|1+ni(k)

Through the above steps, for every possible choiagEytk) andn;(k), the corresponding values

of P, (K), Pi"%(k+1— N), Bi(k), andB*®(k+1 — N) are obtained, and hence cost functions
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(4.12) and (4.13) can be calculated.

In order to find the game solution, a matrix game can be cottstlu Specifically, suppose that

there exisM; choices of; (k),

{rli(kv 1):’7|(k72)7 7rli(k7Ml)}7

andM; choices ofAE; (k), which result inM choices ofP (k),

{Plli(k7 1)7 Pﬂi(k7 2)7 e 7PHi(k7 M2>}'

Hence, a matrix game can be constructed as Table 4.1, whieresvaf )i (k) are located at the
far left column and values d?; (k) are located at the far top row. The other entries are pairs of

{3, Jy } based on corresponding(k) andP (k).

Table 4.1: Matrix game between the main grid and a microgrid

Py (K) P (k 1) N P M)
ni(k)
ni(k, 1) J[ni(k, 1)7PHi<k7 1), J[ni(k, 1),P“i(k, Ma2)],
Julni(k 1), P (k1) 3 ik, 1), Py (k. M)
(kM) R0m M), P 2)], (|| J ik Ma), Pk M2))
Ju ik M), B (k1) 371k Mp), Py (K M)

Using such a table, either the Nash equilibrium or the Staekg solution can be found. Since

the main grid acts as a leader and the microgrids act as tloeviats, the search algorithm for
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Stackelberg solution is presented here (please refer tewrgip B for the counterpart of Nash

equilibrium).

1. For eachj(k, j) for j=1,2,--- My, a corresponding), (k) can be found such that

Ju[Ni(k, j), Py (k)] is maximized and th&®, (k) is denoted aﬁﬁ[ni(k, BB

2. The Stackelberg solution of the main gridigk,|) for somel such that
Jmi(k. 1), PS(mi(k. )] < X[ni(k, }). Pa(mi(k, )]
forall j=1,2,--- ,My.

To illustrate this algorithm, a simple example is providedalows:

Example 1:Suppose that the matrix game is shown in Table 4.2.

Table 4.2: Matrix game for example 1, whelre +} stands fo{J,,  }.

Y’ 1
ni(K)
1 (8,10} | {10,9}
1.2 (7.5 | {67}

The Stackelberg solution with the main grid as the leadebiained as follows:

1. Forni(k) =1, P, (k) = 1 maximizes],, because

Ju(1,1) = 10 is greater thad,; (1,0.8) = 8.
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Forni(k) = 1.2, P, (k) = 0.8 maximizes],, because

Ji;(1.2,0.8) = 7 is greater thad, (1.2,1) = 6.

2. Since

J(1.2,0.8) =5isless thag(1,1) =9,

the Stackelberg solution of the main gridjgk) = 1.2.

The Nash equilibrium counterpart of this particular exaenigl also shown in the Appendix B.
Note that for a game problem, a Nash equilibrium may happdetine same as the Stackelberg

solution, which is the case in Section 4.

Simulations

To illustrate the smart grid control algorithm discussediea the design and application of the
game approach for the case of a microgrid versus one bus mdimsgliscussed in this section
as shown in the figure4.2. A modified version of the bus systespgsed by IEEE 399-1997
standard is used to represent the microgrid. There are ®ife@d 8 DGs are distributed across
the microgrid with a total of 8MVA generation capacity. Thé&mgrid connects to the main grid
through point of common coupling (PCC). Main grid is reprgse by a single bus into which an

aggregated load and conventional generator is connected.

94



Aggregated conventional
generation

E\ﬁ  Main Grid

!

Aggregated maingrid load

0.151+.296% -

} Point of Common Coupling =
PCC Feeder1

()
y DG8
3.976+j5.127% 0.5MVA

Feeder5 Feederd Feeder3 Feeder2

% 1MVAR

()
3.564+j2.661% 6.065+j10.15% 3.564+j2.661%

1.75+1.3%

L Microgrid
2.56+
j0.332%

DG7
0.7MVA

256+ 2MVA

j0.332%

3.2MW

0.75MW 1.9MVAR

0.8MW 0.9MW 0.9MW /1MW . 15MW 0.8MW
0.6MVAR  Critical Point 02MVAR 1T 1OMVAR  047MVAR

Figure 4.2: Case of study smart grid

Usually, solar power of DGs differ from each other due toafalé environmental conditions, such
as a passing cloud or storm. Especially, if the microgridesgyaphically expanded, the sunshine
intense for different DGs will also be different. As such, pifiles should account for such non
consistencies. Figure 4.3 provides proposed PV profiled irséhe numerical example. These

profiles, reflect the environmental and geographical difiees, which may exist among DGs.
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Figure 4.3: PV profiles of DGs of the microgrid

The microgrid case of study of figure 4.2, has five feeders. cboant for the different kinds of
possible consumers, different loads have been assumedctnbected to each feeder as follows

and shown in the figure4.4. Each plot in the figure means:

(1) Loads on feeder 1 represent industrial two shift workday
(2) Loads on feeder 2 are assumed to be of a commercial area.
(3) Loads on feeder 3 represent an active night life area.

(4) Loads on feeders 4 and 5 are assumed to be of small rasiceneias.

Load profile of the main grid is also shown in the figure4.5.

96



0.2

0.15

0.1

L2:Commercial(P.U)

L:Industrial:Two shift workday(P.U.)

o i i o= n i i i i i i i 1 i

6 8 10 12 14 16 18 20 22 24 2 4 6 8 10 12 14 16 18 20 22 24
Time(Hour) Time(Hour)

02 - - - - - - - - - 0.04— - - - - - - - - - -

S -

o 3

g <

= ]

z g

=S £

€ 3

o Il

2 @

3 ['4

< <

s S

g

o i i i i i i i i i
6 8 10 12 14 16 18 20 22 24 2 4 6 8 10 12 14 16 18 20 22 24
Time(Hour) Time(Hour)
0.04 T T T T T T T T T

L5:Residential(P.U)

. Real
Predicted

Main grid load(P.U)

6 8 10 12 14 16 18 20 22 24
Time(Hour)

Figure 4.4: Load profiles of different feeders

4.5 \

Power base = 10MVA

0 I I I I

5 10 15 20
Time(Hour)

Figure 4.5: Main grid load profile
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The per unit cost of the conventional generators of the madhig shown in the figure 4.6. In
this figure,Pj is the optimal operation point of the generators; that iddae on which they have
the lowest cost. Due to the extra required fuel, the pricesi@®es quadratically beyond this point.
Below this point also the cost per unit increases, howevtr aviower rate, due to the constant and

permanent expenditures of generator stations such as h@s@urces, maintenance fees and etc.

Main grid conventional generators cost
I I I
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w
o
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N
T

15
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0 i i i i

1.5 2
Power(P.U) P

Figure 4.6: Conventional generation cost per unit

At each hour, based on the real time and predicted genefia@gointhe cost functions (4.7) & (4.8)
are calculated for the different prices and power flows effielby the main grid and microgrid,

respectively. Then, the Stackelberg solution with the ngaiich as the leader is found.

It is assumed that the microgrid has 1 P.U storage capaciyce] it can supply its local loads
for about one hour in case of main grid disconnection. Thgainstorage is (& P.U. Charge
and discharge rates are limited t@®8 P.U. Storage level at the end of the day (hour 24) should
return to its initial value. The storage here makes the wiffee when the game is played or not.

If there is no game in the smart grid control, all the avadabttive power is fed to the grid.
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When the game is played, to optimize the cost functions, §ame some power is used to charge
the storages (this power will come either from renewablecsi(DGs) or the main grid) and
sometimes storages are discharged. It is expected thatgdine night time when there is less
power demand, microgrid buys power from the main grid to gband during the day time when
there is power peak demand, storages are released. As swedr, peak shaving and improved

power flow is expected.

As explained earlier in Section 4, the game is played betwear(4.23) and microgrid power flow

Py. Table 4.3 shows the improvements in the cost functions bging the game for 24 hours.

Table 4.3: Cost function optimizations

Ju(1—24) | k(1-24)

Without game| 6.4682 84.0155

With game 10.5716 | 81.6979

It is seen that the game has reduced the main gridka@std increased the microgrid profi.
The power flow of the main grid is shown in the figure 4.7a. Thehed line is the power flow
without game and the solid one is the one with game. It is Seanthe game has increased the
load when originally was less load and has decreased theabad originally power demand is
high. It is clear that this game strategy not only has helpesd gptimization, but also resulted in
peak power shave and improved power flow. For this partictdae,the Nash solution was also

considered which showed the same results of the Stackesbértjon.
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ref ref

Table 4.4: The values of power flo,” andap .

Hour P ap’ | Hour P ap!
1 -0.4142 -0.500Q 13 0.3123 0.4074
2 -0.3822 -0.3333 14 0.3519 0.4402
3 -0.1162 0| 15 0.4113 0.5463
4 -0.0602 O] 16 -0.0163 0.2352
5 0.0064 0.0481 17 0.0038 0.2446
6 -0.0746 0.0647 18 -0.0483 0.2500
7 0.1910 0.2853 19 -0.0670 0.3333
8 0.2360 0.3656 20 -0.0691 0.5000
9 0.3138 0.4239 21 -0.0490 1.0000
10 0.2494 0.3674 22 -0.2596 -
11 0.3485 0.4074 23 -0.4606 -
12 0.3998 0.4221 24 -0.4142 -1.0000

Playing a 24-hours game, resultsF?IL‘Ff andaj' as presented in Table 4.4. Note that at hour-22

and hour-23, the values @f{,ef (computed using (4.4) and (4.5)) do not exist because theeact
power is not available during those hours. Based on the dafable 4.4, the figure 4.7b is then

ref

e positive value of}

presented to graphically show a 24-hour profile of the powaw .
means that power flows from the microgrid to the main grids Ishown that at night hours and
when there is less power demand, power flow to the main gricddkeseased as compared with
the time that there is no game. That is because, at these @rnwp, when less power prices are
offered by the main grid, the game results in charging theages so that they may be released at

the peak hours when power prices increase. As an illustratie game procedure for hour-1 is

100



shown in the Appendix C and the process is similar for the hexts.

0 5 10 15 20 25 ) 5 10 15 20 25
Hour Hour

(a) Main grid power flow (b) Microgrid power flow

Figure 4.7: The effect of the proposed game approach on pitaveand peak power shaving

Equation (4.19) is used to verify the accuracy of the esionatprovided in the Section 4. The
values off3, 32¥9 and Ba"g are presented in Table 4.5; whe#8"9 and [Sa"g match well except at
hour-11,20 and 22 where there are discrepancies. The muknsdess than 15% and as such, the

estimation of (4.12, 4.13) has an acceptable accuracy.
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Table 4.5: The energy priceg;, B9, and32".

Hour Gi Biavg ﬁiavg Hour Gi Biavg ﬁiavg

1 7.2204 7.9977 7.997f 13 11.6484 10.0497 10.0497
2 6.6757 8.0578 8.0578 14 11.9087 9.8638 9.8638
3 59779 8.1569 8.1569 15 13.0408 9.5108 9.5108
4 5.0247 8.3135 8.313p 16 10.0867 9.4388 9.4388
5 46663 8.5054 85054 17 10.6869 9.2605 9.2605
6 6.3299 8.6263 8.626(3 18 9.9557 9.1447  9.1447
7 6.8643 8.7299 8.7299 19 10.9106 8.7915 8.7915
8 8.8114 8.7248 8.7248 20 11.0179 8.2349 8.0783
9 92273 8.6913 8.691B 21 8.6638 7.8831 7.8831
10 8.6529 8.6941 8.694]1 22 8.4187 7.6153 6.8357
11 8.6000 8.7013 10.104p 23 8.0102 5.6613 5.6613
12 9.1565 10.1829 10.182P 24 5.6613 - -

Conclusion

Main grid needs to pay for the renewable energy that the mias generate. The price is chosen
dynamically and depends on the daily energy demand. At tine siane that the main grid is trying
to motivate microgrids produce more energy, it also needsitimize its costs. Microgrids also
try to optimize their profit by properly managing the energgyt generate or store, based on the

prices offered by the main grid.

In this chapter it is shown that such a relation between thie grad and the microgrids can be
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formulated as a stackelberg game approach. in which the gnairas the leader, announces its
hourly energy prices and the microgrids as the followerseha decide the amount of power to
dispatch. It is shown that this game strategy not only o@sithe performance indices of both
sides, but also improves power flow on the main grid and theagra in term of peak power

shaving.
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APPENDIX A: INTRODUCTION TO THE GAME THEORY
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The game models strategic situations, in which an individsaccess in making choices depend-
s on the choices of others [64]. The modern game theory wdspfioposed by von Neuman
and Morganstern in 1944. Basically, there are two majorgygfegame. One is the cooperative
game, where players collaborate with each other to achieeeanon goal. The other is the non-
cooperative game, which was developed by Nash in 1950s @5where each individual pursues
its own interest or objective. For non-cooperative gamestrabthe results are summarized in [63].
In the non-cooperative game, if the players make their dewssimultaneously, then the game is
called Nash game, and if the players make their decisionsesgiglly, then the game is called
Stackelberg. The Stackelberg game was first establishedeb@é&rman economist, Heinrich von

Stackelberg [67], and was extended to dynamic case by SiarahaQruz [68, 69].

In an-player Nash game, the strategy $&',3',--- , W'} for then players is called &lash equi-

librium if and only if the following inequalities hold.

Jl(y{\‘7ygl7”‘7yr’?l) SJl(Vlaylz\lv"'ﬁyr':I%
‘JZ(VN7VN7”'7VI”1\I>SJZ(VN7y27"'7yl!]\I)7

AL ) IR )

wherey, o, -,y are the decision variables for tmeplayers belonging to the strategy space
My xT2x---x Ty of all the admissible strategies, addyi, y»,---,Yj,- -, ) is the objective
function or performance index for théh player. The philosophy of the Nash equilibrium is that
if the players’ strategies form a Nash equilibrium, then tayer intends to unilaterally change its

strategy. If it does so, its objective function or perforro@amdex will worsen.

In a 2-player Stackelberg game, the strateg){yétyzs} is aStackelberg solutiowith player 1 as
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the leader if and only if

Vi = arg minJi(1,v2())  and B =1(1p),
where
Vo(y1) = arg mindx(y1, o).
yoels

The philosophy of the Stackelberg solution is that if thelexaknows the optimal response of the
follower, then it can play the Stackelberg strategy to op@its objective function or performance

index.
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Search algorithm for Nash Equilibrium is as follows:

1. Foreachmi(k,j) for j=1,2,--- ,Mg, P, (k,I) can be found for somlesuch that

Jui [Ni (K, j), Py (K)] is maximized undeP,, (k) = Py (k,1) .

2. ForPy(k,1), a corresponding;(k, m) can be found for some such thatk (ni(k), Py (k1))

is minimized unden; (k) = ni(k,m).

3. I ni(k, j) = ni(k,m), then the paif ni(k,m), Py (k,1)} is a Nash equilibrium.
Applying the above algorithm to example 1 yields:
1. Forni(k) =1, Py (k) = 1 maximizes],, because
Ji;(1,1) = 10 is greater thad,; (1,0.8) = 8.
Then, forPy (k) = 1, ni(k) = 1.2 minimizes); because
J(1.2,1) = 6is less thagy (1,1) = 9.

However,n;(k) = 1.2 # n;(k) = 1.

2. Forni(k) = 1.2, P, (k) = 0.8 maximizes),, because
Ju; (1.2,0.8) = 7 is greater thad,; (1.2,1) = 6.
Then, forPy (k) = 0.8, ni(k) = 1.2 minimizes because

J(1.2,0.8) =5is less thard;(1,0.8) = 10.
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Sinceni(k) =1.2=n;(k) = 1.2, {ni(k),Py (k) } = {1.2,1} is the Nash equilibrium.
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APPENDIX C: DETAILSOF FINDING GAME SOLUTIONSFOR THE
FIRST HOUR
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Here, the game approach for the first hour is provided totithis the game solution process. For
the value ofAE, microgrid chooses five values between higher and lower d®tmplay the game.
Higher and lower bounds are determined by the facts thaagorannot be charged beyond 1 P.U
or be discharged below 0. AlS@\E | < 0.25 P.U, which is the charge and discharge rate limitation.
As such, and regarding the initial storage of 0.5 P.U, thesehovalues for the first hour are as
follows:

AE(1)=[-025 —0125 0 0125 Q25].

For everyAE, the microgrid power flowP,, can be calculated using (4.6) and (4.17). As such and

according to the PV/Load profiles:

P.(1) =[0.0938 —0.0312 —-0.1562 -0.2812 —0.4067. (C.1)

To calculate the cost function for the remaining hours,F?fﬁ‘@ should be evaluated using (4.18)

and PV profiles in the figure 4.3:
P7'9(2—24)=[0.0021 00076 0013 Q0184 00239.

Then, according to the load profile of the figure 4.5, the ngdaboffers ofP,(1) in (C.1) and
using (4.21, 4.22)Rs(1) andPg"%(2 — 24) are calculated as:

Ps(1)=[1.384 1509 1634 1759 1884,

PE'9(2—24) =[2.3816 23762 23708 23653 23599.

The price,3(1), that the main grid offers to the microgrid is calculatedhgsi4.23). The default

value ofnn = 1. To get the best possible price to offgris perturbed around the default value. The
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following five values of are played against the microgrid propo$d
n(l)=[05 075 1 125 15].

To calculateB?V9(2 — 23), PE"9(2 — 23) is substituted into (4.23).

Moreover,a(1) anda®'9(2 — 23) are calculated from the figure 4.6 for tRg(1) andPa (2 — 24),

respectively. As such, (4.12, 4.13) are written as folloargfie first hour:

Ju(1) = B(1)Py(1) + 233292 - 23)P]"9(2 - 23),

J(1) = a(1)Ps(1) + B(1)Py(1) +23{a®92 - 23)P5"9(2 - 23) + 292 - 23)P7"9(2 - 23)}.

Therefore, the game matrix will be found as in Tables C.1 ,fGx2he first hour. The Stackelberg
solution for these matrixes with the main grid as the leadeldgn = 0.5 andP, = —0.4142 as

the solution. The same process is used for the remaininghour

Table C.1:J, cost function game table

Pu(1)
0.0858| -0.0392| -0.1642| -0.2892| -0.4142

0.5 | 3.0126| 3.2084 | 3.3487 | 3.4336 | 3.4629

0.75| 2.9479| 3.2417| 3.4522 | 3.5794 | 3.6234

n(l) | 1 | 2.8833| 3.2750| 3.5556 | 3.7253 | 3.7839

1.25]| 2.8187| 3.3083 | 3.6591| 3.8712 | 3.9445

1.5 | 2.7541| 3.3416| 3.7626 | 4.0170| 4.1050
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Table C.2:J cost function game table

Pu(1)

0.0858

-0.0392

-0.1642

-0.2892

-0.4142

0.5

59.1290

59.2822

59.3825

59.4315

59.4309

0.75

59.0644

59.3155

59.4860

59.5774

59.5914

58.9998

59.3488

59.5894

59.7233

59.7519

1.25

58.9352

59.3821

59.6929

59.8691

59.9125

15

58.8705

59.4154

59.7963

60.0150

60.0730
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APPENDIX D: DISTRIBUTED OPTIMIZATION STABILITY
ANALYSIS
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To analyze the system, it is required to express the gratkemt in (3.6) in terms of the system
states,aq. Therefore, lets linearize the gradient term of (3.194) around the optimal operating
point,V;* andag:

gi<Vi7a0h)ﬁgr“f’ei(vi_vi*)"i‘fi(aq_aéi)’ (D.1)

whereg’ = gi(Vi", ag) and utilizing (3.14):

_ d9 (\/i7aCIi)
6= o Vi&ag
5 (-2M)(agQ —Vi?Bi) + 2V —VAVBi |
| (0q Qi —V?Bii)? e
~ 0 Q;(1—2V) +V?Bj
T (agQi VB2 vrac (b-2)
and,
! dag 4%
=2 Vi(1-V)
=0 A @ o D.3
Q (0q0, —V2B; 2 }vl &ag (D.3)

Also, linearizing the system power flow equations (3.10)uacbthe optimal operating points,
provides:
P—P* V-V*
=H , (D.4)
0q— Og 0—0"
whereP = [Py,...,A\]T,V = Vi,...,. W], aq = [0q,---,0qu] T O = [J1,...,0n]T andH is the

Jacobian matrix. Then it follows that:

Hi1 | Hi
VARVE P_P*
g — . J— (D'5)
0—0" aq— Og
Hz1 | Ho22
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where:

Hip | Hi2
_ _ | =H1?
Hy | Ha
Substituting (D.1) in (3.6) yields:
aq| (k+1) = zdljam - Bigi,
= zduam —Bi[g +aM—V") + fi(ag —ag)] (D.6)

Equation (D.6) may be written in the matrix format as follows
agq(k+1) =Dag(k) — B[g" +E(V —V*) + F(aqg— aq)] (D.7)

whereD = [d;j] is a row stochastic matrix. Alsg’ = [gj, ... ,05)T,E =diag(g), F = diag( f;) and
the gainB = diag[fu, - - ., Bn]-

The parameteg” can be calculated by evaluating (D.7) at the optimal opegatoint,ay andV ™

=Da;—Bg" =g =-B (I -D)ag (D.8)

wherel is aN x N unity matrix.

Substitutingg* andV —V* from (D.8) and (D.5) respectively in (D.7) provides:

aq(k+1) = [D— B(EH12+F)]ag(k)

+[(1 = D) + B(EH12+F)]a* — BEH2(P — P¥). (D.9)
If Pis not constant, theN extra independent active power states are introduced B).(0rhese
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states are independent of the states of inteogstHence, the stability and the dynamic response
of the proposed optimization method is absolutely indepahdf these active power states. As
such, for the simplicity and without loss of the generalibhg active power flowP, is assumed to

be constant a@®*. Therefore, (D.9) may be reformatted as follows:

g(k+1) — 0 = [D— B(EH + F))(og(K) — 1) (0.10)

The stability and the convergence rate of the system depetitecstate matrix — B(EHi2+F),

and are based on the following lemmas and theorem:

Lemma 2. If the eigenvalues of the row-stochastic and connectedixiatare denoted ag; with

A1=1> Az > |Aj| for j =3,---,N, then matrix

A =D—cly' (D.11)

with scalar ce (0,2] has eigenvalues afLl —c) and A; for i = 2,--- |N. Quantityy is the left

eigenvector of D, corresponding to the left eigenvalug @fis scaled asy’ 1= 1).

Proof. Let & denotes the eigenvector corresponding;ittor i = 2,--- ,N. Therefore:

y'D& = yT(D&) = AiyT &
y'D& = (y'D)& =y' &

=y &=0

It follows that

A1=Dl-cly'1=(1-c)1

and:

A& =D& —cly' & = A&,
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which completes the proof. 0J

Lemma 3. EHi»+ F is a positive matrix.

Proof. Using the approximation &f* ~ 1, (D.2) may be simplified as follows:

~ —0gQ +B;

Sia _Ql(aqg——Bii)z Vir&ag (D.12)

In (D.12), -1 < ag < 1 and 0< Q; < 1, as all the calculations are in the per unit. This implies
that —1 < aqQ; < 1. Furthermore, in power systems usually line impedancgseaally when
expressed in the per unit, are very small values. As suclegth@uctances are rather large numbers.
This implies thaB;; is rather a negative large in magnitude number. As a remiBgas the sum

of the imaginary parts of the line conductances, connectodgi to the neighboring nodes. As

such,aq Q; is negligible compared to tHgy. Thereforeg is a positive quantity.

The equation (D.5) implies thét > = [hi;] and:

oV,
hip = —.
12 dag,
It is a known fact in the power systems that injecting morectiga power, increases the line
voltages and decreasing the reactive power, reduces ttagesl As such, the change\binday

are on the same direction and heihgg, > 0. This implies that is a square positive matrix.

In most case¥;* < 1 and as suchfj in (D.3) are positive. In cases thdgt is greater than unity,
yet 1—-V* is a small value, in the range of few percents and not larger @05P.U in magnitude.
This small value divided by a rather large denominator mdkés be small enough not to affect

the polarity ofEH;». As suchEH12+ F is a positive matrix. O

Theorem 4. It follows from Lemma 2 and Lemma 3 that the systenDol0) is asymptotically
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stable, wherf is chosen in such a way that:

B(EHi2+F) =cly" +W, (D.13)
where
1
0< W] < HA’IIZ+W—IIA’II (D.14)

where Ais defined byD.11)and P is the solution to the following Lyapunov equation:
PA+ATP=—

Proof. Assumingyx = aq(k) — ag, it follows from (D.10), (D.11) and (D.13) thak, 1 = (A" -

W)yk. Applying the Lyapunov argument with a Lyapunov functionf= yJ Py yields:

Vicr1 — Vie =Yg [(A' = W) TP(A —W) — Plyi
= yP {[(A)TPA —P] —WTPA — (A)TPW+WTPW}yy
=y (=1 —WTPA — (A)TPW+WTPW)y,

< (=14 2|PUIA W+ WP il

SinceVk. 1 — Vk is negative definite for allvV satisfying (D.14), system (D.10) is stable.
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