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ABSTRACT

A graph H is a minor of a graph G if H can be obtained from a subgraph of G by contracting

edges. My research is motivated by the famous Hadwiger’s Conjecture from 1943 which states

that every graph with no Kt-minor is (t − 1)-colorable. This conjecture has been proved true for

t ≤ 6, but remains open for all t ≥ 7. For t = 7, it is not even yet known if a graph with no

K7-minor is 7-colorable. We begin by showing that every graph with no Kt-minor is (2t − 6)-

colorable for t = 7, 8, 9, in the process giving a shorter and computer-free proof of the known

results for t = 7, 8. We also show that this result extends to larger values of t if Mader’s bound for

the extremal function for Kt-minors is true. Additionally, we show that any graph with no K−8 -

minor is 9-colorable, and any graph with no K=
8 -minor is 8-colorable. The Kempe-chain method

developed for our proofs of the above results may be of independent interest. We also use Mader’s

H-Wege theorem to establish some sufficient conditions for a graph to contain a K8-minor.

Another motivation for my research is a well-known conjecture of Erdős and Lovász from 1968,

the Double-Critical Graph Conjecture. A connected graph G is double-critical if for all edges

xy ∈ E(G), χ(G−x−y) = χ(G)−2. Erdős and Lovász conjectured that the only double-critical

t-chromatic graph is the complete graph Kt. This conjecture has been show to be true for t ≤ 5

and remains open for t ≥ 6. It has further been shown that any non-complete, double-critical,

t-chromatic graph contains Kt as a minor for t ≤ 8. We give a shorter proof of this result for

t = 7, a computer-free proof for t = 8, and extend the result to show that G contains a K9-minor

for all t ≥ 9. Finally, we show that the Double-Critical Graph Conjecture is true for double-critical

graphs with chromatic number t ≤ 8 if such graphs are claw-free.
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CHAPTER 1: INTRODUCTION

We begin this dissertation with an overview of basic concepts and definitions in graph theory. We

then proceed with a discussion of historical results which have motivated our work and include our

own results in these areas.

1.1 Basic Definitions

A graph G consists of a vertex set V (G) and an edge set E(G) such that each edge is associated

with two vertices, called its ends. If an edge e ∈ E(G) has ends x, y ∈ V (G), we may write

e = xy and say that e joins x and y in G, and that x and y are adjacent or neighbors in G. A loop

is an edge whose ends are both the same vertex. Multiple edges are distinct edges which share the

same two ends. A graph is simple if it contains no loops or multiple edges. All graphs considered

in this dissertation are simple graphs.

The complement of a graph G, denoted G, is the graph with vertex set V (G) and edge set {xy :

x, y ∈ V (G) and xy /∈ E(G)}. Two graphs G1 and G2 are isomorphic if there exists a bijection

f : V (G1) → V (G2) such that xy ∈ E(G1) if and only if f(x)f(y) ∈ E(G2). A graph H is a

subgraph of a graph G, denoted H ⊆ G, if V (H) ⊆ V (G) and E(H) ⊆ E(G). If S ⊆ V (G), the

subgraph of G induced by S, denoted G[S], is the subgraph of G with vertex set S and edge set

{xy ∈ E(G) : x, y ∈ S}. Given graphs G and H , we say that G is H-free if G does not contain an

induced subgraph isomorphic to H .

A path P in a graph G is a subgraph of G with V (P ) = {v1, v2, . . . , vk} and E(P ) = {vivi+1 :

1 ≤ i ≤ k − 1}, and we may write P = v1, v2, . . . , vk, where the vertices are said to be written in

path order or simply order. The vertices v1 and vk are the ends of P , and v2, . . . , vk−1 are internal
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vertices of P . If a path P has ends v1 and vk, we say P is a v1, vk-path or a path from v1 to vk. Two

paths P1 and P2 are disjoint if they share no common vertices; and internally disjoint if they share

no common internal vertices. We define the length of a path to be its number of edges. We may

denote a path of length k by Pk when its specific vertex and edge sets are unimportant. A cycle is

a path whose first and last vertices are joined by an edge, and we may write C = v1, v2, . . . , vk,

where the vertices are said to be written in cyclic order. The length of a cycle is also its number of

edges, and we may similarly denote a cycle of length k by Ck when details are unimportant.

We define vertex deletion and edge deletion as follows. For a vertex set S ⊆ V (G), the graph

obtained from G by deleting S, denoted G − S, is the subgraph G[V (G) \ S] of G induced by

V (G) \ S. If S = {x}, we simply write G− x instead of G− S. For an edge set E ⊆ E(G), the

graph obtained from G by deleting E, denoted G− E, is the subgraph of G with vertex set V (G)

and edge set E(G) \ E. If E = {e}, we simply write G − e instead of G − E. We define edge

addition as follows. Given two vertices x, y ∈ V (G) such that xy /∈ E(G), we define G + xy to

be the graph with vertex set V (G) and edge set E(G) ∪ {xy}.

Figure 1.1: The complete graph K5, the claw K1,3, and the complete bipartite graph K3,3.

The complete graph Kt is a graph with t vertices such that every pair of vertices are adjacent. We

denote the graphs obtained from Kt by deleting one or two edges by K−t and K=
t , respectively. A

complete k-partite graphG has a partition of its vertex set into k independent setsA1, . . . , Ak such

that Ai is complete to Aj for all i 6= j, and if |Ai| = ti for all i we denote this graph by Kt1,...,tk .
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When k = 2, G is a complete bipartite graph, and in this case we say that G has a bipartition

(A1, A2). A graph is bipartite if it is a subgraph of a complete bipartite graph. The complete

bipartite graph K1,t is called a star, where t ≥ 1 is an integer. When t = 3, K1,3 is a claw.

The neighborhood in G of a vertex set S ⊆ V (G), denoted NG(S), is the set of its neighbors

in V (G) \ S, that is, NG(S) = {v ∈ V (G) \ S : xv ∈ E(G) for some x ∈ S}. The closed

neighborhood in G of a vertex set S ⊆ V (G), denoted NG[S], is NG[S] = NG(S) ∪ S. If

S = {x}, we will simply write NG(x) and NG[x]. The degree of a vertex x ∈ V (G), denoted

dG(x), is defined to be |NG(x)|. Let δ(G) := min{dG(x) : x ∈ V (G)} and ∆(G) := max{dG(x) :

x ∈ V (G)}. Then δ(G) and ∆(G) are the minimum degree and maximum degree G, respectively.

Given two disjoint vertex sets A,B ⊆ V (G), we say that A is complete (resp. anticomplete) to B

if for every a ∈ A and b ∈ B we have ab ∈ E(G) (resp. ab /∈ E(G)), and A is mixed on B if A

is neither complete nor anticomplete to B. We use eG(A,B) to denote the number of edges in G

with one end in A and the other end in B. If A = {x}, we simply write eG(x,B) and say that x is

complete to, anticomplete to, or mixed on B.

A clique in a graph G is a subgraph of G isomorphic to a complete graph. An independent set

in a graph G is a vertex set S ⊆ V (G) such that if x, y ∈ S, then xy /∈ E(G). Let ω(G) :=

max{|V (H)| : H ⊆ G and H is a clique} and α(G) := max{|S| : S ⊆ V (G) and S is an

independent set}. Then ω(G) and α(G) are the clique number and independence number of G,

respectively.

A graph G is k-connected if for any set S ⊆ V (G) with |S| < k and any x, y ∈ V (G) \ S, there

exists an x, y-path in G−S. Equivalently, by Menger’s Theorem [47], a graph G is k-connected if

for any x, y ∈ V (G) there exist k internally disjoint x, y-paths inG. IfG is 1-connected, we simply

say G is connected. If G is not connected, we say G is disconnected. Given a connected graph G,

if G− S is disconnected, we say S is a separating set of G, and if G− x is disconnected for some
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x ∈ V (G), then x is a cut-vertex. A vertex set S ⊆ V (G) is connected if G[S] is connected.

A graph G is t-colorable if there exists a function c : V (G) → {1, . . . , t} such that for any xy ∈

E(G), c(x) 6= c(y). For each i ∈ {1, 2, . . . , t}, the set of vertices Vi := {v ∈ V (G) : c(v) = i}

is called a color class (of c). The chromatic number of a graph G, denoted χ(G), is the minimum

integer t such that G is t-colorable. If χ(G) = t, we also say that G is t-chromatic.

A graph G contains a subdivision of a graph H if a subgraph of G can be obtained from H by

replacing the edges of H with pairwise internally disjoint paths such that none of these paths

has an internal vertex in V (H). In this case, we also say that G contains an H-subdivision. We

define edge contraction as follows. Given an edge xy ∈ E(G), the graph obtained from G by

contracting xy, denoted G/xy, is the graph with vertex set V (G − {x, y}) ∪ {z} and edge set

E(G − {x, y}) ∪ {zv : v ∈ NG({x, y})}. In other words, G/xy is the graph obtained from G

by deleting x and y and adding a new vertex z joined to all vertices in NG(x) ∪ NG(y) \ {x, y}

(see Figure 1.2). If S ⊆ V (G) is connected, then by G/S we mean the graph with vertex set

V (G − S) ∪ {z} and edge set E(G − S) ∪ {zv : v ∈ NG(S)}. In this case, we may also call

G/S the graph obtained from G by contracting S to a single vertex. A graph H is a minor of a

graph G, denoted G > H , if H can be obtained from a subgraph of G by some sequence (possibly

empty) of edge contractions. In this case, we may also say that G contains an H-minor. If G does

not contain an H-minor, then G is H-minor-free.

Figure 1.2: An example of edge contraction.
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1.2 The Double-Critical Graph Conjecture

One of the motivations for this dissertation is the following well-known conjecture of Erdős and

Lovász [19] from 1966.

Conjecture 1.2.1 Erdős-Lovász Tihany Conjecture. (Erdős and Lovász [19]) For any integers

s, t ≥ 2 and any graph G with ω(G) < χ(G) = s + t − 1, there exist disjoint subgraphs G1 and

G2 of G such that χ(G1) ≥ s and χ(G2) ≥ t.

The Erdős-Lovász Tihany Conjecture is hard. To date, the Erdős-Lovász Tihany Conjecture has

been shown to be true only for values of (s, t) ∈ {(2, 2), (2, 3), (2, 4), (3, 3), (3, 4), (3, 5)}. The

case (2, 2) is trivial. The case (2, 3) was shown by Brown and Jung in 1969 [5]. Mozhan [48] and

Stiebitz [68] each independently showed the case (2, 4) in 1987. The cases (3, 3), (3, 4), and (3, 5)

were also settled by Stiebitz in 1987 [69].

Recent work on the Erdős-Lovász Tihany Conjecture has focused on proving the conjecture for

certain classes of graphs. Kostochka and Stiebitz [41] showed the conjecture holds for line graphs.

Balogh, Kostochka, Prince, and Stiebitz [4] then showed that the conjecture holds for all quasi-line

graphs and all graphs G with α(G) = 2. More recently, Chudnovsky, Fradkin, and Plumettaz [10]

proved the following slight weaking of the Erdős-Lovász Tihany Conjecture for claw-free graphs,

the proof of which is long and relies heavily on the structure theorem for claw-free graphs devel-

oped by Chudnovsky and Seymour in [12].

Theorem 1.2.2 (Chudnovsky, Fradkin, and Plumettaz [10]) Let G be a claw-free graph with

χ(G) > ω(G). Then there exists a clique K with |V (K)| ≤ 5 such that χ(G − K) > χ(G) −

|V (K)|.
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The most recent result related to the Erdős-Lovász Tihany Conjecture is another slight weakening

due to Stiebitz [70], who showed that for integers s, t ≥ 2, any graph G with ω(G) < χ(G) =

s + t − 1 contains disjoint subgraphs G1 and G2 of G with either χ(G1) ≥ s and col(G2) ≥ t,

or col(G1) ≥ s and χ(G2) ≥ t. Here col(H) denotes the coloring number of a graph H , i.e. the

smallest positive integer k such that there is an ordering of the vertices of G in which each vertex

is preceded by fewer than k of its neighbors.

If we restrict s = 2 in the statement of the Erdős-Lovász Tihany Conjecture, then the conjecture

states that for any graph G with χ(G) > ω(G) ≥ 2, there exists an edge xy ∈ E(G) such that

χ(G− x− y) ≥ χ(G)− 1. If no such edge exists, then χ(G− x− y) = χ(G)− 2 for every edge

xy ∈ E(G). This motivates the following definition of double-critical graphs. A connected graph

G is double-critical if for every edge xy ∈ E(G), χ(G − x − y) = χ(G) − 2. The only known

example of a double-critical, t-chromatic graph for any integer t ≥ 2 is the complete graph Kt.

Any double-critical, t-chromatic graph G 6= Kt would be a counterexample to the Erdős-Lovász

Tihany Conjecture, and this motivates the following special case of the conjecture.

Conjecture 1.2.3 Double-Critical Graph Conjecture. (Erdős and Lovász [19]) For any integer

t ≥ 2, the only double-critical, t-chromatic graph is Kt.

Since the Double-Critical Graph Conjecture is equivalent to the Erdős-Lovász Tihany Conjecture

with s = 2, we see from the discussion above that the Double-Critical Graph Conjecture has been

settled in the affirmative for t ≤ 5 [48, 68], for line graphs [41], and for quasi-line graphs and

graphs with independence number two [4]. The Double-Critical Graph Conjecture remains open

for all t ≥ 6.

Theorem 1.2.4 (Brown and Jung [5]; Mozhan [48]; Stiebitz [68]) For t ∈ {1, . . . , 5}, the only

double-critical, t-chromatic graph is the complete graph Kt.
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The Double-Critical Graph Conjecture is also hard, and some weakenings of it have been stud-

ied. In 2010, Kawarabayashi, Pedersen, and Toft [37] proposed the following, which we call

Hadwiger’s Conjecture for Double-Critical Graphs.

Conjecture 1.2.5 Hadwiger’s Conjecture for Double-Critical Graphs. (Kawarabayashi, Pedersen,

and Toft [37]) For any integer t ≥ 2, any double-critical, t-chromatic graph contains a Kt-minor.

Hadwiger’s Conjecture for Double-Critical Graphs clearly holds for t ≤ 5 by the above results

on the Double-Critical Graph Conjecture. In the same paper as the proposal of the conjecture,

Kawarabayashi, Pedersen, and Toft [37] also proved Hadwiger’s Conjecture for Double-Critical

Graphs for the cases t = 6 and t = 7. As a further weakening of the Double-Critical Graph

Conjecture, Pedersen [50] showed that any double-critical, 8-chromatic graph contains K−8 as a

minor. Albar and Gonçalves [1] later proved that any double-critical, 8-chromatic graph contains

K8 as a minor. We summarize these results as follows.

Theorem 1.2.6 (Kawarabayashi, Pedersen, and Toft [37], Albar and Gonçalves [1]) For any inte-

ger t ∈ {6, 7, 8}, every double-critical, t-chromatic graph contains Kt as a minor.

We note here that for Theorem 1.2.6, the proof by Kawarabayashi, Pedersen, and Toft [37] of

the case t = 7 is long, and the proof by Albar and Gonçalves [1] of the case t = 8 is computer-

assisted. In Chapter 2, we provide a significantly shorter and computer-free proof of Theorem 1.2.6

for the cases t = 7, 8, and we also extend the theorem to the case t = 9. We note here that

while the methods we use in proving the case t = 9 do not utilize a computer, we do make

use of Theorem 1.4.3, whose proof in [67] was computer-assisted. Hence our proof for the case

t = 9 is not strictly computer-free. We will actually prove the following slightly stronger result in

Section 2.3.

Theorem 1.2.7 [59] For integers k, t with k ∈ {1, . . . , 9} and t ≥ k, every double-critical, t-

7



chromatic graph contains Kk as a minor.

As a different weakening of the Double-Critical Graph Conjecture, the conjecture has been studied

for claw-free graphs. We note that Theorem 1.2.2 does not completely settle the Double-Critical

Graph Conjecture for claw-free graphs. Recently, Huang and Yu [31] proved that the only double-

critical, 6-chromatic, claw-free graph is K6. We give an alternative, shorter proof of their result,

and further prove the following in Section 2.4.

Theorem 1.2.8 [57] If G is a claw-free, double-critical, t-chromatic graph with t ∈ {6, 7, 8}, then

G is isomorphic to Kt.

Kawarabayashi, Pedersen, and Toft [37] proved that no two vertices of degree t+1 can be adjacent

in a double-critical, t-chromatic graph for t ≥ 6. One of the main results of Chapter 2 is the

following improvement of their result, and it is crucial in the proof of Theorem 1.2.8.

Theorem 1.2.9 [57] If G is a double-critical, t-chromatic graph with t ≥ 6, then no vertex of

degree t+ 1 is adjacent to a vertex of degree t+ 1, t+ 2, or t+ 3.

We prove Theorem 1.2.9 in Section 2.2. Since Theorem 1.2.9 applies to all double-critical graphs,

not just claw-free graphs, it will be useful in any future work on double-critical graphs.

1.3 Hadwiger’s Conjecture

In this section, we introduce the main motivation for my research.

A graph is planar if it can be drawn in the plane in such a way that any two distinct edges do

not intersect except possibly at a common end. If no such drawing exists, the graph is nonplanar.

One of the earliest motivating questions in the field of graph theory was the 4-color conjecture,
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namely, are planar graphs 4-colorable? In 1890, Heawood [29] gave a short proof showing that

five colors suffices. The question proved very difficult, and it was only with the aid of computers

that it was able to be answered in the affirmative. In 1977, Appel and Haken [2, 3] first proved the

Four Color theorem. A much shorter, but still computer assisted, proof was given by Robertson,

Sanders, Seymour, and Thomas in 1997 [54].

Theorem 1.3.1 Four Color Theorem. (Appel and Haken [2, 3]) Every planar graph is 4-colorable.

It is well-known that the complete graph K5 and complete bipartite graph K3,3 are nonplanar. In

the 1930s it was shown that, in a sense, these two examples characterize all nonplanar graphs. Ku-

ratowski showed in 1930 [43] that a graph is planar if and only if it does not contain a subdivision

of K5 or K3,3, and Wagner showed in 1937 [73] that excluding minors of K5 and K3,3 suffices,

summarized as follows.

Theorem 1.3.2 Kuratowski’s Theorem. (Kuratowski [43]) A graph is planar if and only if it does

not contain K5 or K3,3 as a subdivision.

Theorem 1.3.3 Wagner’s Theorem. (Wagner [73]) A graph is planar if and only if it does not

contain K5 or K3,3 as a minor.

We note now that the graph K3,3, and indeed any bipartite graph, is 2-colorable. Inspired by

Wagner’s Theorem , in 1943, Hadwiger [25] conjectured the following.

Conjecture 1.3.4 Hadwiger’s Conjecture. (Hadwiger [25]) For any integer t ≥ 1, every t-chromatic

graph contains a Kt-minor.

An equivalent formulation of Hadwiger’s Conjecture states that any graph with no Kt-minor is

(t − 1)-colorable. Hadwiger’s Conjecture is trivially true for t ≤ 3. It is easy for t = 4 and
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was shown by both Hadwiger [25] and Dirac [17]. An alternative and quite short proof for t = 4

has also been given by Woodall [74]. Wagner [73] proved that the case t = 5 of Hadwiger’s

Conjecture is, in fact, equivalent to the Four Color Theorem. The same was shown for the case

t = 6 by Robertson, Seymour, and Thomas [55] in their proof of the following.

Theorem 1.3.5 (Robertson, Seymour, and Thomas [55]) IfG does not containK6 as a minor, then

G is 5-colorable.

Hadwiger’s Conjecture has also been verified for certain classes of graphs. In 2004, Reed and

Seymour [53] proved that Hadwiger’s Conjecture holds for line graphs, where such graphs are

permitted to have multiple edges. In 2008, Chudnovsky and Fradkin [9] proved that Hadwiger’s

Conjecture holds for quasi-line graphs. Plummer, Stiebitz, and Toft [51] proved in 2003 that

Hadwiger’s Conjecture holds for every H-free graph G with α(G) = 2, where H is any graph

with |V (H)| = 4 and α(H) = 2. This was strengthened by Kriesell [42] in 2010, who showed

that Hadwiger’s Conjecture holds for every H-free graph G with α(G) = 2, where H is any graph

with |V (H)| = 5 and α(H) = 2. More recently, Song and Thomas [66] showed that Hadwiger’s

conjecture holds for graphs G with α(G) ≥ 3 and no induced cycle of length between 4 and

2α(G)− 1.

Hadwiger’s Conjecture remains open for t ≥ 7, and so the first open case of Hadwiger’s Conjecture

is proving that graphs with no K7-minor are 6-colorable. However, it is not yet known if graphs

with no K7-minor are even 7-colorable. In fact, it has only been recently shown by Albar and

Gonca̧lves [1] that K7-minor-free graphs are 8-colorable. There have been several other partial

results towards the case t = 7 of Hadwiger’s Conjecture. Kawarabayashi and Toft [39] proved that

every graph with neitherK7 norK4, 4 as a minor is 6-colorable. Jakobsen [33, 34] proved that every

graph with noK−7 -minor is 7-colorable and every graph with noK=
7 -minor is 6-colorable. We note

that the result of Kawarabayashi and Toft and the latter result of Jakobsen are best possible since
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the complete graph K6 is 6-chromatic and does not contain any of K7, K=
7 , or K4,4 as a minor.

In addition to showing thatK7-minor-free graphs are 8-colorable, Albar and Gonca̧lves [1] showed

K8-minor-free graphs are 10-colorable, which we summarize as follows.

Theorem 1.3.6 (Albar and Gonca̧lves [1]) If a graph is K7-minor-free, then it is 8-colorable. If a

graph is K8-minor-free, then it is 10-colorable.

The proof of Theorem 1.3.6 given by Albar and Gonçalves in [1] is long and computer-assisted.

In Chapter 3 we provide a much shorter and computer-free proof of Theorem 1.3.6 by using our

powerful Lemma 1.5.3. We additionally use our Lemma 1.5.3 to extend Theorem 1.3.6 to show that

K9-minor-free graphs are 12-colorable, although we note that this result does rely on the extremal

function for K9-minors (Theorem 1.4.3) which was proved with computer assistance in [67]. The

main result of Chapter 3 is summarized as follows.

Theorem 1.3.7 [58] For all t ∈ {7, 8, 9}, any graph with no Kt-minor is (2t− 6) colorable.

Since Theorem 1.3.7 does utilize the extremal function for Kt-minors introduced in Section 1.4,

extending it to values of t ≥ 10 is hampered by the fact that the extremal function forKt-minors has

not yet been proved for t ≥ 10. In Section 1.4, we see that the bound on the extremal function from

Theorem 1.4.1 with t ≤ 7 extends to t ∈ {8, 9} except for a small number of counterexamples.

In Section 3.5 we introduce Conjecture 3.5.2, which claims that this same bound extends to all

t ≥ 10, except for some counterexamples which are all (t − 1)-colorable. If we assume that

Conjecture 3.5.2 is true, then we are able to show with Theorem 3.5.3 that for any integer t ≥ 5, a

graph with no Kt-minor is (2t− 6)-colorable. The method which we use to prove Theorem 3.5.3

is different from that used in the proof of Theorem 1.3.7, and so this provides an alternate proof

of Theorem 1.3.7. Theorem 3.5.3 represents the first result on coloring Kt-minor-free graphs for

general values of t.
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The Kempe Chain method developed in Lemma 1.5.3, which is crucial in the proof of Theo-

rem 1.3.7 presented in Section 3.2, is then used to prove the following two new results.

Theorem 1.3.8 [58] Every graph with no K−8 -minor is 9-colorable.

Theorem 1.3.9 [58] Every graph with no K=
8 -minor is 8-colorable.

Our proofs of Theorem 1.3.8 and Theorem 1.3.9 are short and will also appear in Chapter 3.

More information on Hadwiger’s Conjecture can be found in an earlier survey by Toft [71] and a

very recent informative survey by Seymour [62].

1.4 The Extremal Functions for Kt-minors

The extremal function for a graph H , first introduced by Turán in 1941 [72], gives the maximum

number of edges in a graph G which does not contain H as a subgraph. Turán studied the ex-

tremal function for complete graphs Kt, and completely characterized the Kt-free graphs with the

maximum number of edges, namely, complete (t− 1)-partite graphs now known as Turán graphs.

The extremal function is naturally extended to graph minors as follows. Given a graph H and an

integer n ≥ |V (H)|, the extremal function for H-minors is the minimum integer p = p(H) such

that any graph with n vertices and at least p edges contains H as a minor.

The extremal function for Kt-minors was first shown in 1964 for t ≤ 5 by Dirac [15] and then in

1968 for t ≤ 7 by Mader [44]. The case t = 6 was also proved by Györi [24] in 1982, independent

of Mader.

Theorem 1.4.1 (Dirac [15], Mader [44]) For t ≤ 7, any graph on n ≥ t vertices with at least

(t− 2)n−
(
t−1
2

)
+ 1 edges has a Kt-minor.
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While this bound holds for t ≤ 7, for larger values of t, counterexamples to this bound have been

found. To describe some of these counterexamples, we must define an (H1, H2, k)-cockade, which

we do recursively. For graphs H1, H2 and an integer k, we define any graph isomorphic to either

of H1 or H2 to be an (H1, H2, k)-cockade. Now, given two (H1, H2, k)-cockades G1 and G2, any

graph G obtained from the disjoint union of G1 and G2 by identifying a clique of size k in each

of G1 and G2 is an (H1, H2, k)-cockade. Every (H1, H2, k)-cockade can be constructed in this

fashion. If H1 = H2 = H , then we simply write (H, k)-cockade.

The extremal function for Kt-minors for t = 8 was shown in 1994 by Jørgensen [35] and for t = 9

in 2006 by Song and Thomas [67].

Theorem 1.4.2 (Jørgensen [35]) Every graph on n ≥ 8 vertices with at least 6n− 20 edges either

contains K8 as a minor or is isomorphic to a (K2,2,2,2,2, 5)-cockade.

Theorem 1.4.3 (Song and Thomas [67]) Every graph on n ≥ 9 vertices with at least 7n−27 edges

either contains K9 as a minor, or is isomorphic to K2,2,2,3,3, or is isomorphic to a (K1,2,2,2,2,2, 6)-

cockade.

The problem remains open for t ≥ 10, though some partial results for t = 10 and t = 11 have been

given by Song in [65].

Note that it follows immediately from Theorem 1.4.1, Theorem 1.4.2, Theorem 1.4.3, and Propo-

sition 1.5.1(i) that for any integer 0 ≤ t ≤ 9, any graph with no Kt-minor is (2t− 5)-colorable.

The extremal function for K−t -minors and K=
t -minors has also been studied.

The extremal function for K−t -minors was found for t ∈ {5, 6} in 1964 by Dirac [15]. It was then

shown for t = 7 in 1983 by Jakobsen [33, 34]. Most recently, it was shown in 2005 for t = 8 by

Song [64]. The extremal function problem for K−t -minors remains open for t ≥ 9.
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Theorem 1.4.4 (Dirac [15]) For t = 5, 6, if G is a graph with n ≥ t vertices and at least(
t− 5

2

)
n− 1

2
(t−3)(t−1) edges, then G contains K−t as a minor, or G is a (Kt−1, t−3)-cockade.

Theorem 1.4.5 (Jakobsen [33, 34]) IfG is a graph with n ≥ 7 vertices and at least 9
2
n−12 edges,

then G contains K−7 as a minor, or G is a (K2, 2, 2, 2, K6, 4)-cockade.

Theorem 1.4.6 (Song [64]) If G is a graph with n ≥ 8 vertices and at least 1
2
(11n − 35) edges,

then G contains K−8 as a minor, or G is a (K1, 2, 2, 2, 2, K7, 5)-cockade.

The extremal function for K=
t -minors was found for t ∈ {5, 6} in 1964 by Dirac [15]. It was

found for t ∈ {7, 8} in 1971 and 1972, respectively, by Jakobsen [32, 33]. The extremal function

problem for K=
t -minors remains open for t ≥ 9.

Theorem 1.4.7 (Dirac [15], Jakobsen [32, 33]) For any integer t with 5 ≤ t ≤ 8, every graph with

n ≥ t vertices and at least (t − 3)n − 1
2
(t − 1)(t − 4) edges either contains a K=

t -minor or is a

(Kt−1, t− 4)-cockade.

For general graphs H , some extremal function results are known. The extremal function for K3,3-

minors has been shown by Hall [26]; for integers t ≥ 2, Chudnovsky, Reed, and Seymour [11]

gave the extremal function for K2,t-minors; Ding [14] has proved the extremal function for K2,2,2-

minors; and the extremal function for P -minors has been shown by Hendry and Wood [30], where

P is the Petersen graph.

1.5 Contraction-Critical Graphs

A graph G is t-color-critical, or simply t-critical, if G is t-chromatic and χ(H) < χ(G) for any

proper subgraphH ofG. A graphG is t-contraction-critical ifG is t-chromatic and χ(H) < χ(G)

for any proper minor H of G.
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The motivation behind studying contraction-critical graphs is that if a minimum counterexample

to Hadwiger’s Conjecture exists, then it can be taken to be contraction-critical. This is clear,

since if a graph G does not contain Kt as a minor, then no minor H of G can contain Kt as a

minor either. The only known examples of contraction-critical graphs are the complete graphs Kt.

Contraction-critical graphs were first studied by Dirac [18, 16]. The following basic properties of

contraction-critical graphs are a result of this initial work.

Proposition 1.5.1 (Dirac [18, 16]) If G is a non-complete k-contraction-critical graph, then the

following hold:

(i) δ(G) ≥ k,

(ii) for any x ∈ V (G), α(G[NG(x)]) ≤ d(x)− k + 2,

(iii) no minimal separating set S of G can be partitioned into a clique and an independent set,

and

(iv) for k ≥ 5, G is 5-connected.

As an improvement of Proposition 1.5.1(iv), in 1968 Mader [46] proved the following deep and

long-standing result on the connectivity of contraction-critical graphs.

Theorem 1.5.2 (Mader [46]) If G is a k-contraction-critical graph with k ≥ 6, then

(i) G is 6-connected for k = 6, and

(ii) G is 7-connected for k ≥ 7.

It seems very difficult to improve Theorem 1.5.2 for small values of k. For larger values of k, some

better results can be found. Kawarabayashi [36] has shown that any minimal non-complete k-

contraction-critical graph with no Kk-minor is
⌈
2k
27

⌉
-connected, while Kawarabayashi and Yu [40]

have improved that by showing that any minimal such graph is
⌈
k
9

⌉
-connected. Chen, Hu, and
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Song [8] recently improved the bound further by showing that any minimal such graph is
⌈
k
6

⌉
-

connected.

The following Lemma 1.5.3 represents the linchpin of our arguments proving Theorem 1.3.7, The-

orem 1.3.8, and Theorem 1.3.9. Lemma 1.5.3 turns out to be incredibly powerful, as it provides

a way to circumvent the connectivity restriction of Theorem 1.5.2 for small values of k. A path

consisting of vertices of only two (alternating) colors is a Kempe chain. Given a graph G, any

e /∈ E(G) is a missing edge of G. Lemma 1.5.3 turns out to be very powerfule, as it provides us

with many paths, specifically Kempe chains, connecting ends of missing edges without requiring

the graph G to have high connectivity. We prove Lemma 1.5.3 in Chapter 3.

Figure 1.3: Kempe chains given by Lemma 1.5.3 with ends in NG(x). Here, S = {s1, s2, s3} and
M = {{a1b11, a1b12, a1b13}, {a2b21, a2b22}, {a3b31}}.

Lemma 1.5.3 [58] Let G be any k-contraction-critical graph. Let x ∈ V (G) be a vertex of degree

k + s with α(G[NG(x)]) = s + 2 and let S ⊂ NG(x) with |S| = s + 2 be any independent
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set, where k ≥ 4 and s ≥ 0 are integers. If NG(x) \ S is not a clique, then for any M =

{{a1b11, . . . , a1b1r1}, {a2b21, . . . , a2b2r2}, . . . , {ambm1, . . . , ambmrm}}, where m, ri ≥ 1, r1 + r2 +

· · · + rm + m ≤ k − 2, the vertices a1, . . . , am, b11, . . . , bmrm ∈ NG(x) \ S are all distinct, and

for any i ∈ {1, 2, . . . ,m}, the set {aibi1, . . . , aibiri} consists of ri missing edges of G[NG(x) \ S]

with ai as a common end, then for each i ∈ {1, 2, . . . ,m} there exist paths Pi1, . . . , Piri in G such

that each Pij has ends ai, bij and all its internal vertices in V (G) \ NG[x] for all j = 1, 2, . . . , ri.

Moreover, for any 1 ≤ i < ` ≤ m, the paths Pi1, . . . , Piri are vertex-disjoint from the paths

P`1, . . . , P`r` .

1.6 Mader’s H-Wege Theorem

In addition to Lemma 1.5.3, another important tool that can be used to help find minors in graphs

of low connectivity is a deep result of Mader [45], referred to as Mader’sH-Wege Theorem, which

states the following.

Theorem 1.6.1 Mader’s H-Wege Theorem. (Mader [45]) Let G be a graph, let S ⊆ V (G) be an

independent set, and let k ≥ 0 be an integer. Then exactly one of the following holds:

(i) There are k paths of G, each with distinct ends both in S, such that each v ∈ V (G) \ S is

in at most one of the paths.

(ii) There exist W ⊆ V (G) \ S and a partition Y1, . . . , Yn of V (G) \ (S ∪ W ), and for

1 ≤ i ≤ n a subset Xi ⊆ Yi, such that

(a) |W |+
∑n

i=1

⌊
1
2
|Xi|

⌋
< k,

(b) no vertex in Yi \Xi has a neighbor in V (G) \ (W ∪ Yi), and

(c) every path of G \W with distinct ends both in S has an edge with both ends in Yi

for some i.
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Theorem 1.6.1 is often referred to in the literature as Mader’s S-Paths Theorem. An alternative

and much shorter proof of Theorem 1.6.1 has been given by Schrijver [63]. Given a graph G, let

H1, . . . , Ht be subsets of V (G). We say a path in G with ends u, v is good if there exist distinct

i, j ∈ {1, . . . , n} such that u ∈ Hi and v ∈ Hj . Note that any vertex in Hi ∩ Hj with i 6= j is

considered to be a good path consisting of only a single vertex. In 1993, Robertson, Seymour, and

Thomas [55] gave a slight modification of Mader’s H-Wege Theorem (1.6.1) which allowed for

slightly easier application (see Figure 1.4).

Figure 1.4: The sets W,X1, Y1, . . . , Xn, Yn and some edges allowed by Theorem 1.6.2(ii).

Theorem 1.6.2 (Robertson, Seymour, and Thomas [55]) Let G be a graph, let H1, . . . , Ht be

subsets of V (G), and let k ≥ 0 be an integer. Then exactly one of the following holds:

(i) There are k good paths of G, mutually vertex-disjoint.

(ii) There exists W ⊆ V (G) and a partition Y1, . . . , Yn of V (G) \W , and for 1 ≤ i ≤ n a

subset Xi ⊆ Yi, such that

(a) |W |+
∑n

i=1

⌊
1
2
|Xi|

⌋
< k,

(b) for 1 ≤ i ≤ n, no vertex in Yi \ Xi has a neighbor in V (G) \ (W ∪ Yi), and

Yi ∩Hj ⊆ Xi for 1 ≤ j ≤ t, and
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(c) every good path P in G with V (P ) ∩W = ∅ has an edge with both ends in Yi for

some 1 ≤ i ≤ n.

Using Theorem 1.6.2, Robertson, Seymour, and Thomas [55] were able to prove the following

theorem utilized in their paper on the case t = 6 of Hadwiger’s Conjecture.

Theorem 1.6.3 (Robertson, Seymour, and Thomas [55]) Let G be a 6-connected graph such that

G − x is nonplanar for all x ∈ V (G). If G contains three different subgraphs isomorphic to K4,

say L1, L2, and L3, such that |Li ∩ Lj| ≤ 2 for 1 ≤ i < j ≤ 3, then G contains a K6-minor.

The application of Theorem 1.6.2 in [55] is complex and long. Kawarabayashi and Toft [39] used

Theorem 1.6.2 in the same manner to prove a result extending Theorem 1.6.3 in their proof that

every graph with no K7-minor or K4,4-minor is 6-colorable.

Theorem 1.6.4 (Kawarabayashi and Toft [39]) Let G be a 7-connected graph with at least 19

vertices. If G contains three different subgraphs isomorphic to K5, say L1, L2, and L3, such that

|L1 ∪ L2 ∪ L3| ≥ 12, then G contains a K7-minor.

Kawarabayashi, Luo, Niu, and Zhang [38] then extended Theorem 1.6.3 and Theorem 1.6.4 to find

a Kt-minor for t ≥ 5, again using Theorem 1.6.2.

Theorem 1.6.5 (Kawarabayashi, Luo, Niu, and Zhang [38]) Let G be a (t + 2)-connected graph,

where t ≥ 5. If G contains three different subgraphs isomorphic to Kt, say L1, L2, and L3, such

that |L1 ∪ L2 ∪ L3| ≥ 3t− 3, then G contains a Kt+2-minor.

Both Theorem 1.6.3 and Theorem 1.6.4 have had application in results related to Hadwiger’s Con-

jecture. The first new case given by Theorem 1.6.5 is that when t = 6. In this case, we require a
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graph to be 8-connected to be able to find a K8-minor. As discussed in Section 1.5, t-contraction-

critical graphs have not yet been shown to be 8-connected for any small values of t. The best

result for small values of t is given by Theorem 1.5.2, namely that t-contraction-critical graphs

are 7-connected for t ≥ 7. In Section 4.1, we prove Theorem 1.6.6 which can be used to find a

K8-minor in a 7-connected graph, albeit with additional restrictions.

Theorem 1.6.6 [56] Let G be a 7-connected graph with δ(G) ≥ 8, and let H1, H2, H3 ⊆ V (G)

be such that G[H1], G[H2], and G[H3] are three different subgraphs of G isomorphic to K6. Then

G contains a K8-minor if all of the following conditions are satisfied:

(A) for any minimum separating set S of G, G−S has at most two components, ∆(G[S]) ≤ 4,

and S cannot be partitioned into two sets such that one induces a clique inG and the other

induces an independent set in G,

(B) |H1 ∩H2| = 1, and the vertex in H1 ∩H2 has at most 11 neighbors in G, and

(C) H1 ∩H2 ∩H3 = ∅, and |(H1 ∩H2) ∪ (H2 ∩H3) ∪ (H3 ∩H1)| ≤ 4.

While the conditions required for Theorem 1.6.6 may initially seem restrictive, most of them follow

from the properties of contraction-critical graphs. If G is k-contraction-critical for k ≥ 8, then G

is 7-connected by Theorem 1.5.2(ii) and has δ(G) ≥ k by Proposition 1.5.1. It is also possible

in k-contraction-critical graphs that vertices of minimum degree can have two disjoint cliques in

their neighborhood. Suppose S is a minimum separating set of a k-contraction-critical graph G. If

we can select two vertices x and y of minimum degree from distinct components of G − S such

that G[NG(x)] and G[NG(y)] each contain two disjoint cliques, then from this, (B) and (C) should

follow. Only condition (A) may be difficult to verify in general.
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CHAPTER 2: DOUBLE-CRITICAL GRAPHS

2.1 Graphs on a Small Number of Vertices

We begin this chapter by introducing several Lemmas that will be necessary in Section 2.3. The

first Lemma is a result of Jørgensen [35].

Lemma 2.1.1 (Jørgensen [35]) Let G be a graph with n ≤ 11 vertices and δ(G) ≥ 6 such that for

every vertex x in G, G − x does not contain K6 as a minor. Then G is one of the graphs K2,2,2,2,

K3,3,3 or the complement of the Petersen graph.

Given two graphs G1 and G2, the union G1 ∪G2 is the graph with vertex set V (G1) ∪ V (G2) and

edge set E(G1) ∪ E(G2). From Lemma 2.1.1, we deduce the following lemma which we will

apply in a manner similar to that of Lemma 3.1.2.

Lemma 2.1.2 [59] For t ∈ {1, 2, . . . , 5}, let G be a graph with n ≤ 2t vertices and δ(G) ≥ t.

Then G > Kt ∪K1.

Proof. Let G and t be given as in the statement. Consider the graph G′ obtained from G by adding

6−t vertices, each adjacent to all other vertices in the graph. ThenG′ has at most 2t+6−t = t+6 ≤

11 vertices and has δ(G′) ≥ t+ 6− t = 6. Since none of K2,2,2,2, K3,3,3, or the complement of the

Petersen graph has a vertex adjacent to all other vertices in the graph, it follows from Lemma 2.1.1

that G′ contains some vertex x such that G′ − x > K6. If x ∈ V (G), then G − x > Kt, and if

x ∈ V (G′), then G > Kt+1, so in either case it follows that G > Kt ∪K1. �

We will also need the following technical Lemma of Song and Thomas [67]. We note here that the

proof of Lemma 2.1.3 is computer-assisted.
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Lemma 2.1.3 (Song and Thomas [67]) Let n ∈ {9, 10, . . . , 13} and let G be a graph on n vertices

with δ(G) ≥ 7. Then either G > K7 ∪K1, or G satisfies the following two properties.

(A) Either G is isomorphic to K1,2,2,2,2, or G has four distinct vertices a1, b1, a2, b2 such that

a1a2, b1b2 /∈ E(G) and for i ∈ {1, 2}, the vertex ai is adjacent to bi, the vertices ai and bi

have at most four common neighbors, and G+ a1a2 + b1b2 > K8.

(B) For any two sets A,B ⊆ V (G) of cardinality at least five such that neither is complete and

A ∪B includes all vertices of G of degree at most |G| − 2, either

(B1) there exist a ∈ A and b ∈ B such that G′ > K8, where G′ is obtained from G by

adding all edges aa′ and bb′ for a′ ∈ A− {a} and b′ ∈ B − {b}, or

(B2) there exist a ∈ A−B and b ∈ B −A such that ab ∈ E(G) and the vertices a and b

have at most five common neighbors in G, or

(B3) one ofA andB contains the other andG+ab > K7∪K1 for all distinct nonadjacent

vertices a, b ∈ A ∩B.

2.2 Properties of Noncomplete, Double Critical Graphs

In this section we introduce several known properties of noncomplete, double-critical t-chromatic

graphs. We also prove some new results, including our main result of this chapter, Theorem 1.2.9

which follows as an immediate corollary of Theorem 2.2.6. We begin with some properties first de-

veloped by Kawarabayashi, Pedersen, and Toft in [37], the first paper to explore these graphs. Note

that if G is a noncomplete, double-critical, t-chromatic graph, then it follows from Theorem 1.2.4

that t ≥ 6.

Proposition 2.2.1 (Kawarabayashi, Pedersen, and Toft [37]) If G is a non-complete, double-

critical, t-chromatic graph, then all of the following are true:
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(i) G does not contain Kt−1 as a subgraph.

(ii) for all edges xy, every proper coloring c : V (G)\{x, y} → {1, 2, . . . , t−2} ofG−{x, y},

and any non-empty sequence j1, j2, . . . , ji of i different colors from {1, 2, . . . , t−2}, there

is a path of order i+ 2 with vertices x, v1, v2, . . . , vi, y in order such that vk is colored jk

for all k ∈ {1, 2, . . . , i}.

(iii) for any edge xy ∈ E(G), x and y have at least one common neighbor in every color class

of any (t− 2)-coloring of G− {x, y}, in particular, every edge xy ∈ E(G) belongs to at

least t− 2 triangles.

(iv) there exists at least one edge xy ∈ E(G) such that x and y share a common non-neighbor

in G.

(v) for any edge xy ∈ E(G), the subgraph of G induced by NG(x) \ NG[y] contains no

isolated vertices. In particular, no vertex can have degree one in G[NG(x)].

(vi) δ(G) ≥ t+ 1.

(vii) for any vertex x ∈ V (G), α(G[NG(x)]) ≤ dG(x) − t + 1. Furthermore, for any vertex

y in a maximum independent set A ⊆ NG(x), we have |NG(x) ∩ NG(y)| ≤ dG(x) −

α(NG(x))− 1.

(viii) for any vertex x with at least one non-neighbor in G, χ(G[NG(x)]) ≤ t− 3.

(ix) for any x ∈ V (G) with dG(x) = t+ 1, G[NG(x)] consists of isolated vertices and cycles

of length at least five.

(x) no two vertices of degree t+ 1 are adjacent in G.

(xi) G is 6-connected and no minimal separating set of G can be partitioned into two sets A

and B such that A is an independent set and G[B] is complete.

We will first give a slight improvement of Proposition 2.2.1(xi). It seems hard to use the main idea

in the proof of Proposition 2.2.1(xi) to prove that any non-complete, double-critical, t-chromatic
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graph is 7-connected. Instead, we can say a bit more about minimal separating sets of size 6 in

such graphs. We say two proper vertex-colorings c1 and c2 of a graph G are equivalent if, for

all x, y ∈ V (G), c1(x) = c1(y) if and only if c2(x) = c2(y). For any A ⊆ V (G), we say that

two vertex-colorings c1 and c2 of G are equivalent on A if the restrictions c1|A and c2|A to A are

equivalent on the subgraph G[A]. Let S be a separating set of G, and let G1, G2 be connected

subgraphs of G such that G1 ∪ G2 = G and G1 ∩ G2 = G[S]. If c1 is a t-coloring of G1 and c2

is a t-coloring of G2 such that c1 and c2 are equivalent on S, then it is clear that c1 and c2 can be

combined to give a t-coloring of G by a suitable permutation of the color classes of, say c2.

Lemma 2.2.2 [59] Suppose G is a non-complete, double-critical, t-chromatic graph. If S is a

minimal separating set of G with |S| = 6, then either G[S] ⊆ K3,3 or G[S] ⊆ K2,2,2.

Proof. Suppose G is a non-complete, double-critical, t-chromatic graph. By Proposition 2.2.1(xi),

G is 6-connected. Let S = {v1, . . . , v6} ⊂ V (G) be a minimal separating set ofG such that neither

G[S] ⊆ K3,3 nor G[S] ⊆ K2,2,2. Let H be a component of G − S, and let G1 = G[V (H) ∪ S]

and G2 = G − V (H). Then G1 ∪ G2 = G and G1 ∩ G2 = S. Since t ≥ 6 by Theorem 1.2.4, we

have δ(G) ≥ 7 by Proposition 2.2.1(vi). In particular, since |S| = 6, there must exist at least one

edge in each of G1− S and G2− S. It follows then that both G1 and G2 are (t− 2)-colorable. Let

c1 and c2 be (t − 2)-colorings of G1 and G2, respectively. For any set A ⊆ V (G) and i ∈ {1, 2},

define |ci(A)| to be the number of distinct colors assigned to the vertices of A by ci. Utilizing a

new color, say α, we will redefine the colorings c1 and c2 so that c1 and c2 are (t− 1)-colorings of

G1 and G2, respectively, and are equivalent on S. This yields a contradiction, as c1 and c2, after a

suitable permutation of the colors of c2, can be combined to give a (t− 1)-coloring of G.

By Proposition 2.2.1(xi), α(G[S]) ≤ 4 and so neither c1 nor c2 applies the same color to more than

four vertices of S. Suppose that one of the colorings c1 and c2, say c1, assigns the same color to

four vertices of S, say c1(v3) = c1(v4) = c1(v5) = c1(v6). Then {v3, v4, v5, v6} is an independent
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set in G. Since G[S] 6⊆ K2,2,2, we have c2(v1) 6= c2(v2). Now redefining c2(v3) = c2(v4) =

c2(v5) = c2(v6) = α and c1(v1) = α will, after a suitable permutation of the colors of c2, make c1

and c2 equivalent on S using t − 1 colors. Hence neither c1 nor c2 assigns the same color to four

distinct vertices of S.

Next suppose that one of the colorings c1 and c2, say c1, assigns the same color to three vertices of

S, say c1(v4) = c1(v5) = c1(v6). Then {v4, v5, v6} is an independent set in G. Since G[S] 6⊆ K3,3,

we have |c2({v1, v2, v3})| ≥ 2. If |c2({v1, v2, v3})| = 2, we may assume that c2(v2) = c2(v3).

Then {v2, v3} is an independent set. Then redefining c2(v4) = c2(v5) = c2(v6) = α and c1(v2) =

c1(v3) = α will, after a suitable permutation of the colors of c2, make c1 and c2 equivalent on S

using t − 1 colors, a contradiction. Thus |c2({v1, v2, v3})| = 3 and so c2 assigns distinct colors

to each of v1, v2, and v3. We redefine c2(v4) = c2(v5) = c2(v6) = α. Clearly c1 and c2 are

equivalent on S if c1 assigns distinct colors to each of v1, v2, v3. Thus |c1({v1, v2, v3})| ≤ 2. Since

G[S] 6⊆ K3,3, we have |c1({v1, v2, v3})| = 2. We may assume that c1(v2) = c1(v3). Now redefining

c1(v3) = α yields, after a suitable permutation of the colors of c2, that c1 and c2 are equivalent on

S. This proves that neither c1 nor c2 assigns the same color to three distinct vertices of S. Thus

|ci(S)| ≥ 3 for i ∈ {1, 2}. Since G[S] 6⊆ K2,2,2 and neither c1 nor c2 assigns the same color to

more than two vertices of S, we have |ci(S)| ≥ 4 for i ∈ {1, 2}.

Now by symmetry we may assume that |c1(S)| ≥ |c2(S)|. Clearly c1 and c2 are not equivalent on

S, for otherwise c1 and c2, after a suitable permutation of the colors of c2, can be combined to give

a (t− 2)-coloring of G, a contradiction. Thus |c2(S)| ≤ 5. Suppose that |c2(S)| = 5. Then either

|c1(S)| = 5 or |c1(S)| = 6. Then we can make c1 and c2 equivalent on S by assigning the color α

to one of the two vertices of S that are colored the same color by c2 and, if |c1(S)| = 5, similarly

assigning the color α to one of the two vertices of S that are colored the same color by c1. Thus

|c2(S)| = 4. Since neither c1 nor c2 assigns the same color to more than two distinct vertices of

S, we may assume that c2(v3) = c2(v4) and c2(v5) = c2(v6). Then v3v4, v5v6 /∈ E(G). Since
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G[S] 6⊆ K2,2,2, we have v1v2 ∈ E(G). Thus c1(v1) 6= c1(v2). We may assume that c1(v3) 6= c1(v4)

as c1 and c2 are not equivalent on S. If |c1(S)| = 6, then redefining c1(v5) = c1(v6) = α and

c2(v3) = α will, after a suitable permutation of the colors of c2, make c1 and c2 equivalent on S

using t − 1 colors, a contradiction. Suppose now |c1(S)| = 5 and that, say, v5 is one of the two

vertices of S assigned the same color by S. If c1(v5) = c1(v6), then we redefine c2(v3) = α; if

c1(v5) = c1(v3), say, then we redefine c2(v3) = c2(v5) = α; and if c1(v5) = c1(v1), say, then

we redefine c1(v3) = c1(v4) = α and c2(v2) = c2(v5) = α. In each case we see, after a suitable

permutation of the colors of c2, that c1 and c2 are equivalent on S using t−1 colors, a contradiction.

Hence we may assume that, say, v1 and v3 are the two vertices of S assigned the same color by c1.

Now redfining c1(v5) = c1(v6) = α and c2(v1) = c2(v3) = α yields that c1 and c2 are (t − 1)-

colorings equivalent on S, a contradiction. Thus |c1(S)| = 4. Suppose c1(v5) = c1(v6). Since

v1v2 ∈ E(G), we may assume that c1(v1) = c1(v3). Now redefining c1(v3) = c1(v4) = α will

make c1 and c2 equivalent on S. Thus c1(v5) 6= c1(v6). Let A and B be the two color classes of

c1 on S with |A| = |B| = 2. Suppose v1 ∈ A and v2 ∈ B. Since G[S] 6⊆ K2,2,2, we cannot have

either {v3, v4} ⊆ A∪B or {v5, v6} ⊆ A∪B. Hence we may assume that, say, v3 ∈ A and v5 ∈ B.

Redefining c1(v5) = c1(v6) = α and c2(v1) = c2(v3) = α will make c1 and c2 equivalent on S.

Thus {v1, v2} 6⊆ A∪B. Suppose v1 ∈ A. By symmetry, we may assume B = {v3, v5}. If v4 ∈ A,

then we redefine c1(v5) = c1(v6) = α and c2(v1) = c2(v4) = α; and if v6 ∈ A, then we redefine

c1(v5) = c1(v6) = α and c2(v3) = α. In either case we see, after a suitable permutation of the

colors of c2, that c1 and c2 are equivalent on S using t− 1 colors, a contradiction. Hence we may

assume by symmetry that A = {v4, v6} and B = {v3, v5}. Now redefining c1(v5) = c1(v6) = α

and c2(v3) = α will make c1 and c2 equivalent on S. This completes the proof of Lemma 2.2.2. �

Lemma 2.2.3 [57] Let G be a double-critical, t-chromatic graph and let x ∈ V (G). If dG(x) =

|V (G)| − 1, then G− x is a double-critical, (t− 1)-chromatic graph.
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Proof. Let uv be any edge of G − x. Clearly, χ(G − x) = t − 1. Since G is double-critical,

χ(G − {u, v}) = t − 2 and so χ(G − {u, v, x}) = t − 3 because x is adjacent to all the other

vertices in G− {u, v}. Hence G− x is double-critical and (t− 1)-chromatic. �

Lemma 2.2.4 [57] If G is a non-complete, double-critical, t-chromatic graph, then for any x ∈

V (G) with at least one non-neighbor in G, χ(G − NG[x]) ≥ 3. In particular, G − NG[x] must

contain an odd cycle, and so dG(x) ≤ |V (G)| − 4.

Proof. Let x be any vertex in G with dG(x) < |V (G)| − 1 and let H = G − NG[x]. Suppose

that χ(H) ≤ 2. Since dG(x) < |V (G)| − 1, H contains at least one vertex. Let y ∈ V (H) be

adjacent to a vertex z ∈ NG(x). This is possible because G is connected. If H has no edge,

then G − (V (H) ∪ {z}) has a (t − 2)-coloring c, which can be extended to a (t − 1)-coloring

of G by assigning all vertices in V (H) the color c(x) and assigning a new color to the vertex

z, a contradiction. Thus H must contain at least one edge, and so χ(H) = 2. Let (A,B) be a

bipartition of H . Now G−H has a (t− 2)-coloring c′, which again can be extended to a (t− 1)-

coloring of G by assigning all vertices in A the color c′(x) and all vertices in B the same new

color, a contradiction. This proves that χ(H) ≥ 3, and so H must contain an odd cycle. Therefore

dG(x) ≤ |V (G)| − 4. �

Lemma 2.2.5 [57] Let G be a double-critical, t-chromatic graph. For any edge xy ∈ E(G), let c

be any (t− 2)-coloring of G− {x, y} with color classes V1, V2, . . . , Vt−2. Then the following two

statements are true.

(i) For any i, j ∈ {1, 2, . . . , t − 2} with i 6= j, if NG(x) ∩ NG(y) ∩ Vi is anti-complete

to NG(x) ∩ Vj , then there exists at least one edge between (NG(y) \ NG(x)) ∩ Vi and

NG(x) ∩ Vj in G. In particular, (NG(y) \NG(x)) ∩ Vi 6= ∅.

(ii) Assume that dG(x) = t+ 1 and y belongs to a cycle of length k ≥ 5 in G[NG(x)].

(a) If k ≥ 7, then dG(y) ≥ t+ e(G[NG(x)])− 4;
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(b) If k = 6, then dG(y) ≥ max{t+ 2, t+ e(G[NG(x)])− 5}; and

(c) If k = 5, then dG(y) ≥ max{t+ 2, t+ e(G[NG(x)])− 6}.

Proof. Let G, x, y, and c be as given in the statement. For any i, j ∈ {1, 2, . . . , t − 2} with

i 6= j, if NG(x) ∩ NG(y) ∩ Vi is anti-complete to NG(x) ∩ Vj , then G is non-complete. By

Proposition 2.2.1(ii), there must exist a path x, uj, ui, y in G such that c(uj) = j and c(ui) = i.

Clearly, ujui ∈ E(G) and uj ∈ NG(x) ∩ Vj . Since NG(x) ∩ NG(y) ∩ Vi is anti-complete to

NG(x) ∩ Vj , we see that ui ∈ (NG(y) \NG(x)) ∩ Vi. This proves Lemma 2.2.5(i).

To prove Lemma 2.2.5(ii), let H = G[NG(x)]. Assume that dG(x) = t + 1 and that y belongs

to a cycle, say Ck, of H , where k ≥ 5. By Proposition 2.2.1(x), dG(y) ≥ t + 2, and by Propo-

sition 2.2.1(ix), H is the union of isolated vertices and cycles of length at least five. Clearly,

|NG(x)∩NG(y)| = t− 2. By Proposition 2.2.1(iii), we may assume that Vi∩ (NG(x)∩NG(y)) =

{vi} for all i ∈ {1, . . . , t−2}. ThenNG(x)∩NG(y) = {v1, . . . , vt−2}. Let {a, b} = NG(x)\NG[y].

Since a and b are neighbors of y in a cycle of length at least 5 in H , ab ∈ E(G). We may further

assume that a ∈ V1 and b ∈ V2. Then v1, a, y, b, v2 forms a path on five vertices of Ck, since

v1, a ∈ V1 and v2, b ∈ V2. If k ≥ 6, then v1v2 ∈ E(G) and both v1 and v2 have precisely one

non-neighbor in {v3, v4, . . . , vt−2}. We may assume that v1v3 /∈ E(G) and v2v` /∈ E(G), where

` = 3 if k = 6, and ` = 4 if k ≥ 7. For any i, j ∈ {3, 4, . . . , t−2} with i 6= j, if vivj /∈ E(G), then

by Lemma 2.2.5(i), there exists v′j ∈ Vj \ {vj} such that v′jy ∈ E(G). By symmetry, there exists

v′i ∈ Vi\{vi} such that v′iy ∈ E(G). Therefore, if C is any cycle inH−V (Ck) and Vm∩V (C) 6= ∅

for some m ∈ {3, 4, . . . , t− 2}, then y is adjacent to a vertex from Vm \ {vm}.

Assume that k = 5. Then v1v2 /∈ E(G), and so dG(y) ≥ |NG(x) ∩ NG(y)| + |{x}| + |E(H −

V (Ck))| = (t − 2) + 1 + (e(H) − 5) = t + e(H) − 6. Next assume that k = 6. Then v` = v3.

Since both NG(x) ∩ NG(y) ∩ V1 and NG(x) ∩ NG(y) ∩ V2 are anti-complete to NG(x) ∩ V3,

by Lemma 2.2.5(i), NG(y) ∩ (V1 \ {a, v1}) 6= ∅ and NG(y) ∩ (V2 \ {b, v2}) 6= ∅. Then dG(y) ≥
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|NG(x)∩NG(y)|+ |{x}|+ |NG(y)∩(V1\{a, v1})|+ |NG(y)∩(V2\{b, v2})|+ |E(H−V (Ck))| ≥

(t− 2) + 1 + 1 + 1 + (|E(H)| − 6) = t+ |E(H)| − 5. Finally assume that k ≥ 7. Then v` = v4.

SinceNG(x)∩NG(y)∩V1 is anti-complete toNG(x)∩V3 andNG(x)∩NG(y)∩V2 is anti-complete

to NG(x) ∩ V4, by Lemma 2.2.5(i), NG(y) ∩ (V1 \ {a, v1}) 6= ∅ and NG(y) ∩ (V2 \ {b, v2}) 6= ∅.

As observed earlier, for any i, j ∈ {3, 4, . . . , t − 2} with i 6= j and vivj /∈ E(G), y has at least

one neighbor in each of Vi \ {vi} and Vj \ {vj} in G. Hence dG(y) ≥ |NG(x) ∩NG(y)|+ |{x}|+

|NG(y)∩(V1\{a, v1})|+ |NG(y)∩(V2\{b, v2})|+ |V (Ck)\{a, b, v1, v2, y}|+ |E(H−V (Ck))| ≥

(t− 2) + 1 + 1 + 1 + (k− 5) + (|E(H)| − k) = t+ e(H)− 4. Note that since k ≥ 7, |E(H)| ≥ 7,

and so dG(y) ≥ t+ |E(H)| − 4 > t+ 2. This completes the proof of Lemma 2.2.5(ii). �

We now conclude this section with the following result. It is clear that Theorem 2.2.6 immediately

implies Theorem 1.2.9.

Theorem 2.2.6 [57] If G is a non-complete, double-critical, t-chromatic graph with t ≥ 6, then

for any vertex x ∈ V (G) with dG(x) = t+ 1, the following hold:

(i) e(G[NG(x)]) ≥ 8; and

(ii) for any vertex y ∈ NG(x), dG(y) ≥ t + 4. Furthermore, if dG(y) = t + 4 then |NG(x) ∩

NG(y)| = t− 2 and G[NG(x)] contains either only one cycle, which is isomorphic to C8,

or exactly two cycles, each of which is isomorphic to C5.

Proof. Let G and x be as given in the statement. Let H = G[NG(x)]. Then |V (H)| = t + 1.

Note that if dG(x) = |V (G)| − 1, then it follows from Proposition 2.2.1(vi) that G is isomorphic

to Kt+1, a contradiction. Thus dG(x) < |V (G)| − 1. Now by Proposition 2.2.1(vii) and Proposi-

tion 2.2.1(viii) applied to the vertex x, α(H) ≤ 2 and χ(H) ≤ t− 3. Let c′ be any (t− 3)-coloring

of H . Then each color class of c′ contains at most two vertices. Since |V (H)| = t+ 1, we see that

at least four color classes of c′ must each contain two vertices. By Proposition 2.2.1(v), H has at

least eight vertices of degree two in H and so e(H) ≥ 8. This proves Theorem 2.2.6(i).
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To prove Theorem 2.2.6(ii), let y ∈ NG(x). Since dG(x) = t + 1, by Proposition 2.2.1(ix), either

|NG(x) ∩NG(y)| = t or |NG(x) ∩NG(y)| = t− 2. Assume that |NG(x) ∩NG(y)| = t− 2. Then

y belongs to a cycle of length k ≥ 5 in H because H is a disjoint union of isolated vertices and

cycles by Proposition 2.2.1(ix). By Theorem 2.2.6(i), e(H) ≥ 8. Note that if 5 ≤ k ≤ 7, then by

Proposition 2.2.1(ix), H has at least two cycles of length at least 5, and so e(H) ≥ k + 5 ≥ 10.

Thus by Lemma 2.2.5(ii), dG(y) ≥ t + 4. If dG(y) = t + 4, then it follows from Lemma 2.2.5(ii)

that either k = 8 andH is isomorphic toC8∪Kt−7 or k = 5 andH is isomorphic toC5∪C5∪Kt−9.

So we may assume that |NG(x)∩NG(y)| = t. Let c be any (t−2)-coloring ofG−{x, y}with color

classes V1, V2, . . . , Vt−2. Since α(H) ≤ 2, we may further assume that NG(x) ∩ V1 = {v1, v′1},

NG(x)∩V2 = {v2, v′2} andNG(x)∩Vi = {vi} for all i ∈ {3, 4, . . . , t−2}. Then v1v′1, v2v
′
2 ∈ E(H).

By Proposition 2.2.1(i) applied to the vertex x, eH({v1, v′1, v2, v′2}, {v3, v4, . . . , vt−2}) ≤ 4. By

Theorem 2.2.6(i), e(H) ≥ 8. Thus there must exist at least four vertices in {v3, v4, . . . , vt−2}, say

v3, v4, v5, v6, such that dH(vj) = 2 and y is adjacent to at least one vertex of Vj \ {vj} in G for

all j ∈ {3, 4, 5, 6}. Therefore |NG(y) \NG[x]| ≥ 4 and so dG(y) = |NG[x] ∩NG(y)| + |NG(y) \

NG[x]| ≥ (t+ 1) + 4 = t+ 5. This completes the proof of Theorem 2.2.6. �

2.3 Minors in Double-Critical Graphs

In this section, we will prove Theorem 1.2.7. To accomplish this, we will actually prove the

following much stronger result, from which Theorem 1.2.7 follows.

Theorem 2.3.1 [59] For t ∈ {6, 7, 8, 9}, let G be a (t− 3)-connected graph with t+ 1 ≤ δ(G). If

every edge of G is contained in at least t− 2 triangles and for any minimal separating set S of G

and any x ∈ S, G[S \ {x}] is not a clique, then G > Kt.
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Proof. Let G be a graph as in the statement with n vertices. By assumption, we have

(1) t+ 1 ≤ δ(G) and δ(NG(x)) ≥ t− 2 for any x in G; and

(2)G is (t−3)-connected and for any minimal separating set S ofG and any x ∈ S,G[S\{x}]

is not complete.

By Theorem 1.4.1, Theorem 1.4.2, Theorem 1.4.3, (1), and (2), it follows that

(3) t+ 1 ≤ δ(G) ≤ 2t− 5.

We first show that the statement is true for t = 6. Assume t = 6. Then G is 3-connected with

δ(G) = 7. The statement is trivially true if G is complete, so we may assume G is not complete.

Let x ∈ V (G) be a vertex with dG(x) = 7. By (1), δ(NG(x)) ≥ 4, and so |E(G[NG(x)])| ≥ 14.

If |E(G[NG(x)])| ≥ 16, then by Theorem 1.4.1, NG(x) > K5, and so G > G[NG[x]] > K6.

If |E(G[NG(x)])| = 15, then let K be a component of G − NG[x]. By (2), |NG(K)| ≥ 3 and

G[NG(K)] is not complete. Let x, y ∈ NG(K) be non-adjacent in G[NG(x)] and let P be an x, y-

path with interior vertices in K. We see that G > K6 by contracting all but one of the edges of

P . So we may assume that |E(G[NG(x)])| = 14, and so G[NG(x)] is 4-regular and G[NG(x)] is

2-regular. Thus G[NG(x)] is then either isomorphic to C7 or to C4∪C3, and in both cases it is easy

to see that G[NG(x)] > K5, and thus G > K6, as desired. Hence we may assume t ∈ {7, 8, 9}.

Suppose for a contradiction that G does not contain Kt as a minor. We next prove the following.

(4) Let x ∈ V (G) be such that t + 1 ≤ dG(x) ≤ 2t − 5. Then there is no component K of

G−NG[x] such that NG(K ′) ∩M ⊆ NG(K) for every component K ′ of G−NG[x], where M is

the set of vertices of NG(x) not adjacent to all other vertices of NG(x).

Suppose such a component K exists. Among all vertices x with t+ 1 ≤ dG(x) ≤ 2t− 5 for which

such a component exists, choose x to be of minimal degree. We first prove that M ⊆ NG(K).
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Suppose for a contradiction that M \ NG(K) 6= ∅, and let y ∈ M \ NG(K) be such that dG(y) is

minimum. Clearly, dG(y) < dG(x) since y has no neighbor outsideNG[x]. Let J be the component

of G−NG[y] containing K. We claim that NG(x) \NG[y] 6⊆ V (J). Suppose to the contrary that

NG(x)\NG[y] ⊆ V (J). LetK ′ be any other component ofG−NG[x], and let J ′ be the component

of G − NG[y] containing K ′. If G − NG[y] contains only one component, then J is a component

which trivially satisfies that NG(J ′) ∩My ⊆ NG(J) for every component J ′ of G−NG[y], where

My is the set of vertices of NG(y) not adjacent to all other vertices of NG(y), contradicting the

choice of x since dG(y) < dG(x). Hence we may assume J ′ 6= J . Then J ′∩ (NG(x)\NG[y]) = ∅,

and so it follows that NG(J ′) = NG(K ′) ⊆ NG(y). Since (NG(x) \ NG[y]) ⊆ M , we see

(NG(K ′) ∩ M) ⊆ (NG(K) ∩ NG(y)). Thus NG(J ′) ∩ My ⊆ NG(J), where My is the set of

vertices of NG(y) not adjacent to all other vertices of NG(y), again contradicting the choice of x.

Our claim that NG(x) \NG[y] 6⊆ V (J) follows.

Now let H = G[NG(x) \ (NG[y] ∪ NG(K))]. Clearly, V (H) ⊆ M . We have dG(z) ≥ dG(y)

for all z ∈ V (H) by the choice of y. Let k = |V (H)|. If k = 1, then V (H) is complete to

NG(y), since no vertex z ∈ V (H) has a neighbor outside NG[x] by the choice of x and K. But

then the vertex y and component H contradict the choice of x, and so k ≥ 2. On the other hand

k ≤ dG(x) − dG(y) ≤ (2t − 5) − (t + 1) = t − 6 ≤ 3 and so t ≥ 8. Notice that k = 2 when

t = 8. From (1) applied to y, we deduce that NG(x) ∩NG(y) has minimum degree at least t − 3.

Let L = G[(NG(x) ∩ NG[y]) ∪ V (H)]. Then E(L) consists of edges of NG(x) ∩ NG(y), edges

incident to y, and edges incident to vertices in V (H). Clearly, eG(L−H,H) =
∑

z∈V (H)(dG(z)−
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1)− 2|E(H)| ≥ k(dG(y)− 1)− 2|E(H)|. Thus

|E(L)| ≥ |E(G[NG(x) ∩NG(y)])|+ dG(y)− 1 + eG(L−H,H) + |E(H)|

≥ (t− 3)(dG(y)− 1)

2
+ dG(y)− 1 + k(dG(y)− 1)− |E(H)|

≥ (t− 3)(dG(y)− 1)

2
+ dG(y)− 1 + k(dG(y)− 1)− 1

2
k(k − 1)

≥

 5(dG(y) + 2) + dG(y)
2
− 33

2
, if t = 8

6(dG(y) + k) + (k − 2)dG(y)− 4− 7k − 1
2
k(k − 1), if t = 9

≥ (t− 3)|V (L)| −
(
t− 2

2

)
+ 1,

because dG(y) ≥ t + 1 and 2 ≤ k ≤ t − 6. If t = 9, since 12 ≤ |V (L)| ≤ 13 the graph L is

not a (K2,2,2,2,2, 5)-cockade. By Theorem 1.4.1 and Theorem 1.4.2, G[NG(x)] > L > Kt−1. Thus

G > G[NG[x]] > Kt, a contradiction. This proves that M ⊆ NG(K).

IfNG(x) > Kt−2∪K1, thenNG(x) has a vertex y such thatG[NG(x)\{y}] > Kt−2. If y 6∈M , then

G[NG(x)] > Kt−1. Otherwise, by contracting the connected set V (K)∪{y} we can contract Kt−1

onto NG(x) since M ⊆ NG(K). Thus in either case G > Kt, a contradiction. Thus G[NG(x)] 6>

Kt−2 ∪ K1. If t ≤ 8, then by Lemma 2.1.1 and Lemma 2.1.2, we have t = 8 and G[NG(x)] is

either isomorphic to K3,3,3 or P , where P is the complement of the Petersen graph. It can be easily

checked that P +xy > K7 for any xy ∈ E(P ). By (2), |NG(K)| ≥ 5 and NG(K) is not complete.

Let x, y ∈ NG(K) be non-adjacent vertices in NG(x) and let Q be an x, y-path with interior

vertices in K. We see that G > K8 by contracting all but one of the edges of Q, a contradiction.

Thus G[NG(x)] is isomorphic to K3,3,3, and so M = NG(x). Let {a1, a2, a3} and {b1, b2, b3} be

the vertex sets of two disjoint triangles of G[NG(x)]. Suppose G − NG[x] is either 2-connected

or has at most two vertices. Clearly, the vertices ai and bi have at least two common neighbors in

G − NG[x] for i ∈ {1, 2}, since every edge of G belongs to at least t − 2 triangles. Let u and u′

(resp. w and w′) be two distinct common neighbors of a1 and b1 (resp. a2 and b2) in G − NG[x].
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By Menger’s Theorem, G − NG[x] contains two disjoint paths from {u, u′} to {w,w′} and so

G > G[NG[x]]+a1a2 + b1b2 > K8, a contradiction. Thus G−NG[x] has at least three vertices and

is not 2-connected. If G − NG[x] is disconnected, let H1 = K, and let H2 be another connected

component of G−NG[x]. If G−NG[x] has a cut-vertex, say w, let H1 be a connected component

of G − NG[x] − w, and let H2 = G − NG[x] − V (H1). In either case, H1 and H2 are disjoint

connected subgraphs ofG−NG[x] such thatM ⊆ NG(H1)∪NG(H2), sinceM ⊆ NG(K). By (2),

G[NG(Hi) ∩NG(x)] is not complete and |NG(Hi) ∩N(x)| ≥ 4. By the pigeonhole principle, we

see that each of NG(H1) and NG(H2) must contain a missing edge of G[NG(x)]. If, say, H2 only

contains one missing edge e ofG[NG(x)], then |NG(H2)∩NG(x)| = 4 and |NG(H1)∩NG(x)| ≥ 5,

and so G[NG(H1)] contains at least two missing edges of G[NG(x)], at least one of which is

disjoint from e. Hence we may assume that a1a2 ∈ E(G[NG(H1)]) and b1b2 ∈ E(G[NG(H2)]).

By contracting H1 onto a1 and H2 onto b1 we see that G > G[NG[x]] + a1a2 + b1b2 > K8, a

contradiction. This proves that t = 9, and so by Lemma 2.1.3, we may assume that G[NG(x)]

satisfies properties (A) and (B).

Since dG(x) ≥ 10, G[NG(x)] is not isomorphic to K1,2,2,2,2. If G−NG[x] is 2-connected or has at

most two vertices, then by property (A) and (2), the set NG(x) has four distinct vertices a1, b1, a2,

and b2 such that a1a2, b1b2 /∈ E(G), G[NG(x)]+a1a2+b1b2 > K8, and for i ∈ {1, 2}, the vertex ai

is adjacent to bi, and the vertices ai and bi have at least two common neighbors in G−NG[x]. Let

u, u′ (resp. w,w′) be two distinct common neighbors of a1 and b1 (resp. a2 and b2) in G−NG[x].

By Menger’s Theorem, G − NG[x] contains two disjoint paths from {u, u′} to {w,w′}, and so

G > G[NG[x]] + a1a2 + b1b2 > K9, a contradiction.

ThusG−NG[x] has at least three vertices and is not 2-connected. IfG−NG[x] is disconnected, let

H1 = K, and letH2 be another connected component ofG−NG[x]. IfG−NG[x] has a cut-vertex,

say w, let H1 be a connected component of G−NG[x]−w, and let H2 = G−NG[x]−V (H1). In

either case, H1 and H2 are disjoint connected subgraphs of G−NG[x] such that M ⊆ NG(H1) ∪
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NG(H2) since M ⊆ NG(K). For i ∈ {1, 2}, let Ai = NG(Hi) ∩ NG(x). By (2), G[Ai] is not

complete and |Ai| ≥ 5 for i ∈ {1, 2}. By property (B), A1 and A2 satisfy at least one of the

properties (B1), (B2), or (B3).

Suppose first that A1 and A2 satisfy property (B1). Then there exist ai ∈ Ai such that G[NG(x)] +

{a1a : a ∈ A1 \ {a1}} + {a2a : a ∈ A2 \ {a2}} > K8. By contracting the connected sets

V (H1)∪ {a1} and V (H2)∪ {a2} to single vertices, we see that G > K9, a contradiction. Suppose

next that A1 and A2 satisfy property (B2). Then there exist a1 ∈ A1 \ A2 and a2 ∈ A2 \ A1

such that a1a2 ∈ E(G) and the vertices a1 and a2 have at most five common neighbors in NG(x).

Thus a1, a2 ∈ M by (1), and, by another application of (1), there exists a common neighbor

u ∈ V (G) \NG[x] of a1 and a2. But a1 6∈ A2 and a2 6∈ A1, and hence u 6∈ V (H1) ∪ V (H2). Thus

G−NG[x] is disconnected and H1 = K. But then a2 ∈M ⊆ NG(K) = NG(H1), a contradiction.

Thus we may assume that A1 and A2 satisfy (B3), and hence Ai ⊆ A3−i for some i ∈ {1, 2}. As

M ⊆ A1 ∪ A2, we have M ⊆ NG(H3−i). Since Ai is not complete, let a, b ∈ Ai be distinct and

nonadjacent. By property (B3), G[NG(x)] + ab > K7 ∪K1. Let P be an a, b-path with interior in

VG(Hi). By contracting all but one of the edges of the path P , and by contracting H3−i similarly

as above, we see that G > K9, a contradiction. This completes the proof of (4).

(5) G−NG[x] is disconnected for every vertex x ∈ V (G) of degree at most 2t− 5.

If G − NG[x] is not null, then it is disconnected by (4). Thus we may assume that x is adjacent

to all other vertices of G. Let H = G − x. Then |V (H)| = dG(x) and δ(H) ≥ t. Thus

|E(H)| ≥ tdG(x)
2

> (t − 3)dG(x) −
(
t−2
2

)
+ 1 because dG(x) ≤ 2t − 5. By Theorem 1.4.1 and

Theorem 1.4.2, G− x has a Kt−1 minor, and so the graph G has a Kt minor, a contradiction. This

proves (5).

(6) Let x ∈ V (G) be such that t + 1 ≤ dG(x) ≤ 2t − 5. Then there is no component K of

G−NG[x] such that dG(y) ≥ 2t− 4 for every vertex y ∈ V (K).
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Assume that such a component K exists. Let G1 = G −K and G2 = G[K ∪NG(K)]. Let d1 be

the maximum number of edges that can be added to G2 by contracting edges of G with at least one

end in G1. More precisely, let d1 be the largest integer so that G1 contains disjoint sets of vertices

V1, V2, . . . , Vp so that G1[Vj] is connected, |NG(K) ∩ Vj| = 1 for 1 ≤ j ≤ p = |NG(K)|, and

so that the graph obtained from G1 by contracting V1, V2, . . . , Vp and deleting V (G1) − (
⋃

j Vj)

has |E(G[NG(K)])| + d1 edges. Let G′2 be the graph with V (G′2) = V (G2) and |E(G′2)| =

|E(G2)|+d1 obtained fromG by contracting each set V1, V2, . . . , Vp to a single vertex and deleting

V (G1) − (
⋃

j Vj). By (1), |V (G′2)| ≥ t + 2. If |E(G′2)| ≥ (t − 2)|V (G′2)| −
(
t−1
2

)
+ 2, then by

Theorem 1.4.1 and Theorem 1.4.2, G > G′2 > Kt, a contradiction. Thus

|E(G2)| = |E(G′2)| − d1

≤ (t− 2)|V (G2)| −
(
t− 1

2

)
+ 1− d1

= (t− 2)|NG(K)|+ (t− 2)|V (K)| −
(
t− 1

2

)
+ 1− d1.

By contracting the edge xz, where z ∈ NG(K) has minimum degree δ in G[NG(K)], we see that

d1 ≥ |NG(K)| − δ − 1, and hence

|E(G2)| ≤ (t− 3)|NG(K)|+ (t− 2)|V (K)| −
(
t− 1

2

)
+ 2 + δ. (a)

Let k = eG(NG(K), K). We have |E(G2)| = |E(K)|+ k + |E(NG(K))| and

2|E(K)| ≥ (2t− 4)|V (K)| − k, (b)

and hence

|E(G2)| ≥ (t− 2)|V (K)|+ k

2
+
δ|NG(K)|

2
. (c)
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Since G[NG(x)] has minimum degree at least t − 2, it follows that the subgraph G[NG(K)] of

G[NG(x)] has minimum degree at least (t−2)− (dG(x)−|NG(K)|). Thus δ ≥ (t−2)− (dG(x)−

|NG(K)|) ≥ |NG(K)| − t+ 3. From (a) and (c) we get

k

2
≤ (t− 3)|NG(K)| − δ(|NG(K)| − 2)

2
−
(
t− 1

2

)
+ 2 ≤


15
2

if t = 7

12 if t = 8

18 if t = 9

. (d)

Since G does not contain Kt as a minor, it follows that K does not contain Kt as a minor. Hence

from (b), Theorem 1.4.1, Theorem 1.4.2, and Theorem 1.4.3, we get

k

2
≥
(
t− 1

2

)
− 1 =


14 if t = 7

20 if t = 8

27 if t = 9

,

contradicting (d). This proves (6).

By (3) there is a vertex x ∈ V (G) with t + 1 ≤ dG(x) ≤ 2t − 5. Choose such a vertex x so that

G − NG[x] has a component K with |V (K)| minimum. Then choose a vertex y ∈ V (K) of least

degree in G. Thus t + 1 ≤ dG(y) ≤ 2t− 5 by (1) and (6). Let L be the component of G−NG[y]

containing x. We claim that NG(L) contains all vertices of NG(y) that are not adjacent to all other

vertices of NG(y). Indeed, let z ∈ NG(y) be not adjacent to some vertex of NG(y) \ {z}. We may

assume that z /∈ NG(x), for otherwise z ∈ NG(L). Thus z ∈ V (K), and hence dG(z) ≥ dG(y) by

the choice of y. Thus z has a neighbor z′ ∈ NG[x]∪V (K−NG[y]). Then z′ ∈ V (L), for otherwise

the component of G − NG[y] containing z′ would be a proper subgraph of K, contradicting our

choice of x and K. Thus z ∈ NG(L). This proves our claim that NG(L) contains all vertices z not

adjacent to all other vertices of NG(y), contrary to (4). This contradiction completes the proof of

Theorem 2.3.1. �
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We are now ready to prove Theorem 1.2.7.

Proof of Theorem 1.2.7. Let G be a double-critical, t-chromatic graph with t ≥ k as in the

statement of Theorem 1.2.7. The assertion is trivially true if G is complete, so suppose not. By

Theorem 1.2.4, we may assume that t ≥ 6. By Proposition 2.2.1(vi), δ(G) ≥ t + 1 ≥ k + 1.

By Proposition 2.2.1(iii), every edge of G is contained in at least t − 2 ≥ k − 2 triangles. By

Proposition 2.2.1(xi), G is 6-connected and no minimal separating set of G can be partitioned into

a clique and an independent set. In particular, if S is a minimal separating set of G and x ∈ S,

then S \ {x} does not induce a clique in G. By Theorem 2.3.1, G > Kk, as desired. �

2.4 Claw-Free, Double-Critical Graphs

In this section we focus specifically on claw-free, double-critical graphs. Recall that a graph is

claw-free if it does not contain the claw, K1,3, as an induced subgraph. We first prove two lemmas

before proving Theorem 1.2.8.

Lemma 2.4.1 [57] Let G be a double-critical, t-chromatic graph with t ≥ 6. If G is claw-free,

then for any x ∈ V (G), dG(x) ≤ 2t−4. Furthermore, if dG(x) < |V (G)|−1, then dG(x) ≤ 2t−6.

Proof. Let x ∈ V (G) be a vertex of maximum degree in G, and let uv be any edge of G − x.

Let c be any (t − 2)-coloring of G − {u, v} with color classes V1, V2, . . . , Vt−2. We may assume

that x ∈ Vt−2. Since G is claw-free, x can have at most two neighbors in each of V1, . . . , Vt−3.

Additionally, xmay be adjacent to u and v inG. Therefore dG(x) ≤ 2t−4. If dG(x) < |V (G)|−1,

then χ(G[NG(x)]) ≤ t− 3 by Proposition 2.2.1(viii). Since G is claw-free, each color class in any

(t− 3)-coloring of G[NG(x)] can contain at most two vertices, and so dG(x) ≤ 2t− 6. �

Lemma 2.4.2 Let G be a double-critical, t-chromatic graph with t ≥ 6. If G is claw-free, then for
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any x ∈ V (G), G[NG(x)] is (2t− 1− dG(x))-connected.

Proof. Let x ∈ V (G) be any vertex and let S be a minimal separating set of G[NG(x)]. Since G is

claw-free,G[NG(x)]−S has two components, sayC1 andC2, both of which must be cliques. Since

δ(G[NG(x)]) ≥ t−2 by Proposition 2.2.1(iii), we see that |V (Ci)∪S| ≥ t−1 for each i ∈ {1, 2}.

Then dG(x) = |V (C1)|+ |V (C2)|+ |S| = |V (C1) ∪ S|+ |V (C2) ∪ S| − |S| ≥ 2t− 2− |S|, and

so |S| ≥ 2t− 2− dG(x).

Suppose that |S| = 2t−2−dG(x). Then |V (C1)∪S| = |V (C2)∪S| = t−1. Since δ(G[NG(x)]) ≥

t − 2, any vertex v ∈ V (Ci) is complete to S ∪ (V (Ci) \ {v}) for each i ∈ {1, 2}. Hence, S is

complete to V (C1) ∪ V (C2). Let y ∈ V (C1), and let c be any (t − 2)-coloring of G − {x, y}.

Then |NG(x) ∩NG(y)| = |S ∪ (V (C1) \ {y})| = t− 2. By Proposition 2.2.1(iii), every vertex of

S ∪ (V (C1) \ {y}) must be assigned a distinct color by c. Since V (C2) is complete to S and C2

is a clique, every vertex of V (C2) ∪ S must then be assigned a distinct color by c as well. Thus

|V (C2) ∪ S| ≤ t− 2, contrary to the fact that |V (C2) ∪ S| = t− 1. �

We are now ready to prove Theorem 1.2.8. It is an easy consequence of Proposition 2.2.1 and

Lemma 2.4.1 that Theorem 1.2.8 is true for t = 6, 7.

Proof of Theorem 1.2.8. Let G and t be as given in the statement. Suppose that G is not isomor-

phic to Kt. By Proposition 2.2.1(iv), there exists an edge xy ∈ E(G) such that x and y have a

common non-neighbor. By Proposition 2.2.1(vi) and Lemma 2.4.1, t + 1 ≤ dG(x) ≤ 2t − 6 and

t + 1 ≤ dG(y) ≤ 2t − 6. Thus t ≥ 7. If t = 7, then dG(x) = dG(y) = 8, which contradicts

Proposition 2.2.1(x). Hence we may assume that t = 8. We next show that

(1) G is 10-regular.
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By Lemma 2.2.3 and Theorem 1.2.8 for the case t = 7 above, we have ∆(G) ≤ |V (G)| − 2. By

Proposition 2.2.1(vi) and Lemma 2.4.1, we see that 9 ≤ dG(x) ≤ 10 for all vertices x ∈ V (G). By

Theorem 1.2.9, G is 10-regular. This proves (1).

(2) For any x ∈ V (G), 2 ≤ δ(G[NG(x)]) ≤ ∆(G[NG(x)]) ≤ 3.

Let x ∈ V (G). Then x has at least one non-neighbor in G, otherwise G is isomorphic to K11

by (1), a contradiction. By Proposition 2.2.1(viii), χ(G[NG(x)]) ≤ 5. Since G is claw-free,

we see that α(G[NG(x)]) = 2, and so χ(G[NG(x)]) = 5 since every color class can contain at

most two vertices. Thus every vertex of NG(x) has at least one non-neighbor in G[NG(x)]. By

Proposition 2.2.1(v) and Proposition 2.2.1(iii), 2 ≤ δ(G[NG(x)]) ≤ ∆(G[NG(x)]) ≤ 3. This

proves (2).

(3) For any x ∈ V (G), ∆(G[NG(x)]) = 3. That is, G[NG(x)] is not 2-regular.

Suppose that there exists a vertex x ∈ V (G) such that G[NG(x)] is 2-regular. Let y ∈ NG(x) and

let c be any 6-coloring of G− {x, y} with color classes V1, V2, . . . , V6. Let W = NG(x) ∩NG(y).

Then |W | = 7 because G[NG(x)] is 2-regular. By Proposition 2.2.1(iii), we may assume that

|V1∩W | = 2 and |Vi∩W | = 1 for each i ∈ {2, 3, 4, 5, 6}. Let V1∩W = {v1, u1} and Vi∩W = {vi}

for each i ∈ {2, 3, 4, 5, 6}. SinceG is claw-free, we may further assume thatNG(x)∩V2 = {v2, u2}

and NG(x) ∩ V3 = {v3, u3}. Clearly, yu2, yu3 /∈ E(G) and thus u2u3 ∈ E(G) because G is claw-

free. Since G[NG(x)] is 2-regular, we see that G[{v4, v5, v6}] is not a clique. We may assume that

v4v5 /∈ E(G). By Lemma 2.2.5(i), NG(y)∩(Vj \{vj}) 6= ∅ for each j ∈ {4, 5}. Let w4 ∈ V4\{v4}

and w5 ∈ V5 \ {v5} be two other neighbors of y in G. Then NG(y) \ NG[x] = {w4, w5} since

G is 10-regular by (1). By Lemma 2.2.5(i), v6 must be complete to {v2, v3, v4, v5} in G. Notice

that v6 is complete to {u2, u3} in G since G[NG(x)] is 2-regular. Thus v6 must be anti-complete to

{v1, u1} in G and so G[{x, v1, u1, v6}] is isomorphic to K1,3, a contradiction. This proves (3).
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From now on, we fix an arbitrary vertex x ∈ V (G). Let H = G[NG(x)]. By (3), let y ∈ NG(x)

with |NG(x) ∩ NG(y)| = 6. We choose such a vertex y ∈ NG(x) so that NG(x) \ NG[y] contains

as many vertices of degree two in H as possible. Let c be any 6-coloring of G− {x, y} with color

classes V1, V2, . . . , V6. We may assume that Vi∩NG(x)∩NG(y) = {vi} for all i ∈ {1, 2, 3, 4, 5, 6}.

Since G is claw-free, we may further assume that NG(x) ∩ Vj = {vj, uj} for all j ∈ {1, 2, 3}.

Notice that y is anti-complete to {u1, u2, u3} in G and since G is claw-free, G[{u1, u2, u3}] is

isomorphic to K3. Let A = {u1, u2, u3}, B = {v1, v2, v3}, and C = {v4, v5, v6}.

(4) B is not complete to C in G.

Suppose that B is complete to C in G. Then eH(C,A) =
∑

v∈C dH(v) − 2|E(H[C])| ≥ 6 −

2|E(H[C])|. For each i ∈ {1, 2, 3}, uivi, uiy /∈ E(G) and dH(ui) ≤ 3. Thus eH(A,C) ≤ 3 and so

|E(H[C])| ≥ 2. SinceG is claw-free, we have |E(H[C])| = 2. We may assume that v4v6 /∈ E(H).

Then v4v6 ∈ E(G) and v4v5, v5v6 /∈ E(G). Since dH(v4) ≥ 2, dH(v6) ≥ 2, and B is complete to

C in G, we may assume that u2v4, u3v6 /∈ E(G). Note that H is not 3-regular since eH(A,C) ≤ 3

and eH(B,C) = 0. By the choice of y, dH(u1) = 2 and dH(vj) = 2 for all j ∈ {4, 5, 6}. Since

dH(u2) = dH(u3) = 3, by the choice of y again, dH(v2) = dH(v3) = 3. Thus G[B] is isomorphic

to K3 and so G[{x} ∪B] is isomorphic to K1,3, a contradiction. This proves (4).

(5) G[C] is isomorphic to K3.

Suppose that G[C] contains a missing edge, say v4v5 /∈ E(G). By Lemma 2.2.5(i), there exist

w4 ∈ V4 \ {v4} and w5 ∈ V5 \ {v5} such that yw4, yw5 ∈ E(G). By (4), we may assume that

v3vj /∈ E(G) for some j ∈ {4, 5, 6}. By Lemma 2.2.5(i), y has another neighbor, say w3, in

V3 \ {v3}. Since G is 10-regular by (1), {w3, w4, w5} = NG(y) \ NG[x], so by Lemma 2.2.5(i),

v4v5 is the only missing edge in G[C] and {v1, v2} is complete to C in G. If eH(A,C) = 3, then

dH(ui) = 3 for all i ∈ {1, 2, 3}. By the choice of y, dH(v3) = 3, or else we could replace y with u3.

Notice that for all i ∈ {4, 5, 6}, eH({vi}, A ∪ {v3}) ≥ 1, and so by the choice of y, dH(vi) = 3, or
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else we could replace y with v3. Thus eH(A,C) ≥ 5, which is impossible. Hence eH(A,C) ≤ 2.

Notice that eH(A,C) = (dH(v4) − 1) + (dH(v5) − 1) + dH(v6) − eH(v3, C) ≥ 2. It follows that

eH(A,C) = 2, eH(v3, C) = 2 and dH(vi) = 2 for all i ∈ {4, 5, 6}. Then NG(x) \ NG[y] has

at most one vertex of degree two in H , but NG(x) \ NG[v3] has two vertices of degree two in H ,

contradicting the choice of y. This proves (5).

(6) v1u1, v2u2, and v3u3 are the only edges in H[A ∪B].

Suppose that H[A ∪ B] has at least four edges. By (5) and (2), eH(A ∪ B,C) ≥ 6. On the

other hand, eH(A ∪ B,C) =
∑

v∈A∪B dH(v) − 2|E(H[A ∪ B])| − 3 ≤ 15 − 2|E(H[A ∪ B])|.

It follows that |E(H[A ∪ B])| = 4 and A ∪ B contains at most one vertex of degree two in H .

Thus eH(A ∪ B,C) ≤ 7 and so at least two vertices of C, say v4 and v5, are of degree two in H .

Since eH(A,C) ≤ 3 and G[C] is isomorphic to K3 by (5), we may assume that v4v3 /∈ E(G). If

dH(v3) = 3, then since dH(v4) = 2 and at most one vertex of A ∪ B has degree two in H , by

the choice of y, exactly one of u1, u2, u3 has degree two in H . Then eH(A ∪ B,C) = 6. Thus

dH(vj) = 2 for all j ∈ {4, 5, 6} and by the choice of y, each vertex of B is adjacent to at most

one vertex of C in H . Thus eH(A ∪ B,C) ≤ 5, a contradiction. Hence dH(v3) = 2. Now

dH(ui) = 3 for all i ∈ {1, 2, 3} because at most one vertex of A ∪B has degree two in H . We see

that NG(x) \ NG[y] has no vertex of degree two in H but NG(x) \ NG[u3] has at least one vertex

of degree two in H , contrary to the choice of y. This proves (6).

By (6), we see that for any i ∈ {1, 2, 3}, vivj /∈ E(G) for some j ∈ {4, 5, 6}. By Lemma 2.2.5(i),

let wi ∈ Vi \ {vi} be such that ywi ∈ E(G) for all i ∈ {1, 2, 3}. Let D = {w1, w2, w3}. Then

NG(y) \ NG[x] = D and G[D] is isomorphic to K3 because G is claw-free. Clearly, D is not

complete toC inG, otherwiseG[{y}∪D∪C] is isomorphic toK7, contrary to Proposition 2.2.1(i).

We may assume that w3v4 /∈ E(G). For each i ∈ {1, 2}, viv3, viu3 ∈ E(G) by (6). Thus

v1w3, v2w3 /∈ E(G) because G is claw-free. Notice that w3, x, v1, v2, v4 ∈ NG(y) and w3 is anti-
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complete to {x, v1, v2, v4} in G. Thus ∆(G[NG(y)]) ≥ 4, contrary to (2). This completes the proof

of Theorem 1.2.8. �
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CHAPTER 3: COLORING GRAPHS WITH FORBIDDEN MINORS

3.1 Preliminary Lemmas

In this section, we will prove several lemmas used throughout Chapter 3. Of particular importance

is Lemma 1.5.3, which we prove first.

Proof of Lemma 1.5.3. Let G, x, S, and M be as given in the statement. Let H be obtained

from G by contracting S ∪ {x} into a single vertex, say w. Then H is (k − 1)-colorable. Let

c : V (H) → {1, 2, . . . , k − 1} be a (k − 1)-coloring of H . We may assume that c(w) = 1.

Then each of the colors 2, . . . , k − 1 must appear in G[NG(x) \ S], or else we could assign x the

missing color and assign all vertices in S the color 1 to obtain a proper (k − 1)-coloring of G,

a contradiction. Since |NG(x) \ S| = k − 2, we have c(u) 6= c(v) for any two distinct vertices

u, v ∈ NG(x) \ S. We next claim that for each i ∈ {1, 2, . . . ,m} and each j ∈ {1, 2, . . . , ri}

there must exist a path between ai and bij with its internal vertices in V (G) \ NG[x]. Suppose

not. Let i ∈ {1, 2, . . . ,m} and j ∈ {1, 2, . . . , ri} be such that there is no such path between ai

and bij . Let H ′ be the subgraph of H induced by all vertices colored either c(ai) or c(bij) by the

coloring c. Then V (H ′) ∩ NG(x) = {ai, bij}. Notice that ai and bij must belong to different

components of H ′ as there is no path between ai and bij with its internal vertices in V (G) \NG[x].

By switching the colors on the component of H ′ containing ai, we obtain a (k − 1)-coloring of H

with the color c(ai) missing on G[NG(x) \ S], a contradiction. This proves that there must exist

a path Pij in H ′ with ends ai, bij and all its internal vertices in V (H ′) \ NG[x] ⊆ V (G) \ NG[x]

for each i ∈ {1, 2, . . . ,m} and each j ∈ {1, 2, . . . , ri}. Clearly, for any 1 ≤ i < ` ≤ m,

the paths Pi1, . . . , Piri are vertex-disjoint from the paths P`1, . . . , P`r` , because no two vertices of

a1, . . . , ar, b11, . . . , bmrm are assigned the same color by c. �
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We note here that if r1 = r2 = · · · = rm = 1 in the statement of Lemma 1.5.3, then we simply write

M = {a1b11, a2b21, . . . , ambm1}, and soM is a matching of missing edges ofG[NG(x)\S]. In this

case, the paths P11, P21, . . . , Pm1 are pairwise vertex-disjoint if m ≥ 2. Similarly, if m = 1 in the

statement of Lemma 1.5.3, then we simply write M = {a1b11, . . . , a1b1r1}. In this case, the paths

P11, . . . , P1r1 have a1 as a common end and are not necessarily pairwise internally vertex-disjoint

if r1 ≥ 2.

Furthermore, we also note that if we keep the same set S ⊆ NG(x), we may be able to usefully

apply Lemma 1.5.3 to two different sets M1 and M2 if we choose the missing edges aibij in each

set carefully. The paths given by applying Lemma 1.5.3 to M1 may intersect the paths given by

applying Lemma 1.5.3 to M2. However, since the paths provided by Lemma 1.5.3 are Kempe

chains, we are able to specifically control which paths may intersect by our choices of aibij in M1

and M2.

We will also need the following lemma in the proofs of Theorem 1.3.8 and Theorem 1.3.9.

Lemma 3.1.1 [58] For any 7-connected graph G, if G contains two different subgraphs isomor-

phic to K6, then G > K−8 .

Proof. Let H1 and H2 be two different subgraphs of G such that both are isomorphic to K6 with

V (H1) = {v1, . . . , v6} and V (H2) = {w1, . . . , w6}. Let t = |V (H1) ∩ V (H2)|. Then 0 ≤ t ≤ 5.

We may assume that vi = wi for all i ≤ t if t 6= 0. Assume first that t = 5. ThenG[V (H1)∪V (H2)]

is a subgraph of G isomorphic to K−7 . Since G is 7-connected, it is easy to see that G > K−8 by

contracting a component of G − (V (H1) ∪ V (H2)) into a single vertex. So we may now assume

that t ≤ 4. Then there exist 6 − t pairwise disjoint paths Pt+1, . . . , P6 between {vt+1, . . . , v6}

and {wt+1, . . . , w6} in G − (V (H1) ∩ V (H2)). We may assume that Pi has ends vi, wi for all

i ∈ {t+ 1, . . . , 6}. Then G− {v1, . . . , v5, w6} is connected since G is 7-connected, so there must

45



exist a path Q with one end, say x, in (V (Pt+1) ∪ · · · ∪ V (P5)) \ {vt+1, . . . v5}, the other end, say

y, in V (P6) \ {w6}, and no internal vertices in {v1, · · · , vt} ∪ V (Pt+1) ∪ · · · ∪ V (P6) (possibly

x ∈ {wt+1, . . . , w6} or y = v6). We may assume that x lies on the path P5 − v5. Let P ′5 be

the subpath of P5 with ends x and w5, and let P ′6 be the subpath of P6 with ends y and v6. Now

contracting P ′5 onto w5, P5 − P ′5 onto v5, P ′6 and Q − x onto v6, P6 − P ′6 onto w6, and each of

Pt+1, . . . , P4 to a single vertex if t < 4, together with v1, . . . , vt if t > 0, yields a K−8 minor in G,

as desired. �

The following Lemma 3.1.2 will only be used in the proof of Theorem 1.3.7. It can be obtained

from the (computer-assisted) proof of Lemma 3.7 in [67]. Here we give a computer-free proof of

Lemma 3.1.2 so that the proof of Theorem 1.3.7 is also computer-free for the cases t = 7, 8.

Lemma 3.1.2 (Song and Thomas [67]) For 7 ≤ t ≤ 9, let H be a graph with 2t− 5 vertices and

α(H) = 2. Then H > Kt−2 ∪K1.

Proof. Suppose that H has no Kt−2 ∪K1-minor. Then ω(H) ≤ t− 3. We claim that

(1) ω(H) ≤ t− 4.

Suppose ω(H) = t − 3. Let K ⊆ H be isomorphic to Kt−3. Then |V (H) \ V (K)| = t − 2 ≥ 5.

If H −K contains an induced path on three vertices, say P , with ends y and z, then every vertex

in V (K) is adjacent to either y or z because α(H) = 2. By contracting the path P into a single

vertex, we see that H[V (K) ∪ V (P )] > Kt−2, and so H > Kt−2 ∪ K1, a contradiction. Thus

H −K does not contain an induced path on three vertices. Since α(H) = 2, it follows that H −K

is a disjoint union of two cliques, say A1 and A2. For i ∈ {1, 2}, let

Ki = {v ∈ V (K) : v is not adjacent to some vertex in V (A3−i)}.
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Since α(H) = 2 and V (A1) is anticomplete to V (A2),Ki is complete to V (Ai) for each i ∈ {1, 2}.

Thus H − (Ki ∪ V (Ai)) is a clique for each i ∈ {1, 2} and so, since K1 and K2 are disjoint, either

H − (K1 ∪ V (A1)) or H − (K2 ∪ V (A2)) is a clique of size at least t− 2, contrary to the fact that

ω(H) ≤ t− 3. This proves (1).

(2) for any y ∈ V (H) and any A ⊆ NH(y) with |A| ≥ 6, either H[A ∪ {y}] contains two

vertex-disjoint, induced paths on three vertices or H[A] is a disjoint union of two cliques.

Suppose H[A] is not a disjoint union of two cliques. Then H[A] is connected because α(H) = 2.

We next show thatH[A∪{y}] contains two vertex-disjoint, induced paths on three vertices. By (1),

H[A] is not a clique and thus contains an induced path on three vertices, say P , with ends a and c,

and V (P ) = {a, b, c}. Let {d1, d2, . . . , ds} = A\V (P ), where s = |A|−3 ≥ 3. ClearlyH[A∪{y}]

contains two vertex-disjoint, induced paths on three vertices if H[{d1, d2, . . . , ds}] is not a clique,

since ydi is an edge for all i ∈ {1, 2, . . . , s}. So we may assume that H[{d1, d2, . . . , ds}] is

isomorphic to Ks. First suppose that a is complete to {d1, d2, . . . , ds}. By (1), b is not complete

to {d1, d2, . . . , ds}. We may assume that bd1 /∈ E(H). Clearly H[{a, y, c}] and H[{d1, b, di}] are

two vertex-disjoint, induced paths on three vertices if bdi ∈ E(H) for some i 6= 1. So we may

assume that bdi /∈ E(H) for all i ∈ {1, 2, . . . , s}. Now either H[{b, a, d1}] and H[{c, y, d2}] (if

cd2 /∈ E(H)) or H[{a, d2, c}] and H[{b, y, d1}] (if cd2 ∈ E(H)) are two vertex-disjoint, induced

paths on three vertices. Next suppose that a is not complete to {d1, d2, . . . , ds}. We may assume

that ad1 /∈ E(H). Then cd1 ∈ E(H) because α(H) = 2. By symmetry, we may assume that

cd2 /∈ E(H). Then ad2 ∈ E(H). Now either H[{c, d1, d2}] and H[{a, y, d3}] (if ad3 /∈ E(H)) or

H[{a, d3, d1}] and H[{c, y, d2}] (if ad3 ∈ E(H)) are two vertex-disjoint, induced paths on three

vertices, as desired. This proves (2).

Let δ := δ(H) and let y ∈ V (H) be a vertex with d(y) = δ. Let J = H−NH [y]. Since α(H) = 2,
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J is a clique of size 2t− δ − 6. By (1), |J | = 2t− δ − 6 ≤ t− 4 and so δ ≥ t− 2.

(3) δ = t− 2.

Suppose δ ≥ t− 1. By Theorem 1.4.1, (t− 4)(2t− 6)−
(
t−3
2

)
≥ |E(H − y)| ≥ δ|V (H)|/2− δ =

δ(|V (H)| − 2)/2 ≥ (t − 1)(2t − 7)/2, which yields that t = 9 and δ = t − 1 = 8. Then H is

a graph with |V (H)| = 2t − 5 = 13. Clearly, J is isomorphic to K4. Let z ∈ NH(y) be such

that |NH(z) ∩ V (J)| is maximum. Since eH(V (J), NH(y)) ≥ 20, we have |NH(z) ∩ V (J)| ≥

3. If |NH(z) ∩ V (J)| = 4, then H[{z} ∪ V (J)] is isomorphic to K5 and |NH(y) \ {z}| = 7.

Clearly H > K7 ∪K1 if H[NH [y] \ {z}] has two vertex-disjoint, induced paths on three vertices.

By (2), H[NH [y] \ {z}] is thus a disjoint union of two cliques, say A1 and A2. By (1), we may

assume that A1 is isomorphic to K3 and A2 is isomorphic to K4. Let a ∈ V (A1). By (1) again,

a is not complete to {z} ∪ V (J) and thus dH(a) ≤ 7, contrary to the fact that δ = 8. Thus

|NH(z) ∩ V (J)| = 3. Let z′ ∈ V (J) be the non-neighbor of z. By the choice of z, every vertex

in NH(y) has at least one non-neighbor in V (J) and so δ(H[NH(y)]) ≥ 4. In particular, since

d(z) ≥ 8, |NH(z)∩NH(y)| ≥ 4. By (1), H[NH(z)∩NH(y)] is not a clique and so z′ is adjacent to

at least one vertex, say w, in NH(z)∩NH(y), because α(H) = 2. Now the edge zw is dominating

J , that is, every vertex in J is adjacent to either z or w. Notice that |NH(y) \ {z, w}| = 6. If

H[NH [y] \ {z, w}] contains two vertex-disjoint, induced paths on three vertices, say P1 and P2,

then H > K7 ∪ K1 by contracting the edge zw and the two paths P1 and P2 each into a distinct

vertex, respectively, a contradiction. Thus H[NH [y] \ {z, w}] does not contain two vertex-disjoint,

induced paths on three vertices. By (2), H[NH(y) \ {z, w}] is thus a disjoint union of two cliques,

say B1 and B2. Since δ(H[NH(y)]) ≥ 4, we must have both B1 and B2 isomorphic to K3. By (1),

H[V (B1) ∪ {z, w, y}] is not a clique. Let w′ ∈ V (B1) be such that either ww′ /∈ E(H) or

zw′ /∈ E(H). Since w′ is adjacent to at most three vertices of V (J), we see that dH(w′) ≤ 7,

contrary to the fact that δ = 8. This proves (3).
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By (3), δ = t− 2. If t = 7, then H is a graph on nine vertices with δ(H) = 5. Thus there exists a

vertex z ∈ V (H) such that dH(z) ≥ 6 and soNH [z] contains a subgraph isomorphic toK4 because

α(H[NH(z)]) = 2, contrary to (1). Hence t ≥ 8. Now H − NH [y] is a clique of size t − 4 and

|NH(y)| = t−2 ≥ 6. Clearly H > Kt−2∪K1 if H−NH(y) contains two vertex-disjoint, induced

paths on three vertices, a contradiction. Thus by (2), NH(y) is a disjoint union of two cliques, say

A1 and A2. For i = 1, 2, let

Ki = {v ∈ V (H −NH [y]) : v is not adjacent to some vertex in A3−i}.

Since α(H) = 2 and V (A1) is anticomplete to V (A2),Ki is complete to V (Ai) for each i ∈ {1, 2}.

Thus, since H[Ki] is a clique, H − (Ki ∪ V (Ai) ∪ {y}) is a clique for each i ∈ {1, 2}. Therefore,

since K1 and K2 are disjoint, at least one of either H− (K1∪V (A1)∪{y}) or H− (K2∪V (A2)∪

{y}) is a clique of size at least t− 3, contrary to (1). This completes the proof of Lemma 3.1.2. �

Given two graphs G1 and G2, the join G1 + G2 is the graph with vertex set V (G1) ∪ V (G2) and

edge set E(G1) ∪ E(G2) ∪ {xy : x ∈ V (G1), y ∈ V (G2)}. For our proof of Theorem 1.3.8, we

will need the following lemma from [64].

Figure 3.1: The graph J .
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Lemma 3.1.3 (Song [64]) Let G be a graph with 8 ≤ |V (G)| ≤ 10 and δ(G) ≥ 5. Then either

G > K−6 ∪K1 or G is isomorphic to one of C8, C4 + C4, K3 + C5, K2 + C6, K2,3,3, or J , where

J is the graph depicted in Figure 3.1. In particular, all of these graphs are edge maximal (subject

to not having a K−6 ∪K1-minor) with maximum degree at most |V (G)| − 2. Moreover, C8 > K6,

C4 + C4 > K6, and J > K6.

Notice that of the counterexamples listed in Lemma 3.1.3, only the graph J has ten vertices, and

none has exactly nine vertices. We next prove the following lemma, which we will also need for

the proof of Theorem 1.3.8.

Lemma 3.1.4 [58] LetG be a graph with |V (G)| = 10 and α(G) = 2. Then eitherG > K−6 ∪K1,

or G contains a subgraph isomorphic to K5 ∪K5, or G is isomorphic to the graph J depicted in

Figure 3.1.

Proof. If δ(G) ≥ 5, then by Lemma 3.1.3, either G > K−6 ∪K1 or G is isomorphic to J . So we

may assume that δ(G) ≤ 4. Let x ∈ V (G) be such that dG(x) = δ(G). Since α(G) = 2, one can

easily see that G > K6 ∪K1 if dG(x) ≤ 3. Hence we may further assume that dG(x) = 4. Then

G − NG[x] must be isomorphic to K5 as α(G) = 2. If G[NG[x]] is also isomorphic to K5, then

G contains a subgraph isomorphic to K5 ∪K5. Otherwise, some edge is missing from G[NG(x)],

say y, z ∈ NG(x) with yz /∈ E(G). Then since α(G) = 2, each vertex in V (G) \ NG[x] must be

adjacent to either y or z. Thus by contracting {x, y, z} to a single vertex, we see thatG > K6∪K1,

as desired. This completes the proof of Lemma 3.1.4. �
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3.2 Proof of Theorem 1.3.7

Suppose the assertion is false. Let G be a graph with no Kt-minor such that G is not (2t − 6)-

colorable. We may choose such a graph G so that it is (2t− 5)-contraction-critical. Let x ∈ V (G)

be a vertex of minimum degree. Since K2,2,2,3,3 and each (K2,2,2,2,2, 5)-cockade are 5-colorable,

and every (K1,2,2,2,2,2, 6)-cockade is 6-colorable, it follows from Theorem 1.4.1, Theorem 1.4.2,

and Theorem 1.4.3 that dG(x) ≤ 2t−5. On the other hand, since G is (2t−5)-contraction-critical,

by Proposition 1.5.1(i), dG(x) ≥ 2t − 5. Thus dG(x) = 2t − 5 ≥ t + 2. By Proposition 1.5.1(ii),

we have α(G[NG(x)]) = 2. We next show that

(1) G has no Kt−1-subgraph.

Suppose G contains Kt−1 as a subgraph. Let H ⊆ G be isomorphic to Kt−1. Since δ(G) =

dG(x) ≥ t+2, every vertex in v(H) is adjacent to at least one vertex in V (G−H). Then G−H is

disconnected, since otherwise G > Kt by contracting G−H into a single vertex, a contradiction.

Let G1 be a component of G−H . Then NG(V (G1)) ⊆ V (H) is a minimal separating set of G. In

particular, NG(V (G1)) induces a clique in G, contrary to Proposition 1.5.1(iii). This proves (1).

(2) For any u ∈ NG(x), |NG(x) ∩NG(u)| ≥ t− 3.

Suppose that there exists a vertex u ∈ NG(x) such that |NG(x) ∩ NG(u)| ≤ t − 4. Since

α(G[NG(x)]) = 2, NG(x) contains a clique of size |NG(x) \ NG[u]| ≥ t − 2 and so NG[x]

has a subgraph isomorphic to Kt−1, contrary to (1). This proves (2).

By Lemma 3.1.2, G[NG(x)] > Kt−2 ∪K1. Let y ∈ NG(x) be such that G[NG(x) \ {y}] > Kt−2.

Clearly, y is not complete to NG(x) \ {y}, for otherwise G > NG[x] > Kt, a contradiction. Let

{y1, . . . , yp} = NG(x) \ NG[y], where p = 2t − 5 − |NG(x) ∩ NG[y]|. Then y is anticomplete

to {y1, y2, . . . , yp}. By (1) and (2), NG[y] ∩ NG(x) is not a clique. Let uw be a missing edge
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in G[NG(y) ∩ NG(x)]. By Lemma 1.5.3 applied to NG(x) with k = 2t − 5, S = {u,w} and

M = {yy1, yy2, . . . , yyp}, there exists a path Pi between y and yi with its internal vertices in

V (G) \ NG[x] for each i ∈ {1, 2, . . . , p}. Note that the paths P1 − y1, . . . , Pp − yp have y as a

common end. By contracting all paths Pi − yi onto y, we see that G > Kt, a contradiction. �

3.3 Proof of Theorem 1.3.8

LetG be a graph that does not containK−8 as a minor. Suppose for a contradiction that χ(G) ≥ 10.

We may choose such a graph G so that it is 10-contraction-critical. Then by Proposition 1.5.1(i),

δ(G) ≥ 10. On the other hand, since every (K1,2,2,2,2, K7, 5)-cockade is 7-colorable, by Theo-

rem 1.4.6 we see that δ(G) ≤ 10. Thus δ(G) = 10. Let x ∈ V (G) be such that dG(x) = 10. Since

G has no K−8 -minor, by Proposition 1.5.1(ii) we have

(1) α(G[NG(x)]) = 2.

We next show that

(2) G[NG(x)] is not isomorphic to the graph J .

Suppose that NG(x) is isomorphic to the graph J . Let the vertices of J be labeled as depicted in

Figure 3.1. By Lemma 1.5.3 applied to J with S = {v2, v5} and M = {{u1u3, u1u4, u1v3, u1v4},

{u2u5}} with m = 2, r1 = 4, and r2 = 1, there exist paths P11, P12, P13, P14, and P21 such that

the paths P11, P12, P13, P14, and P21 have ends {u1, u3}, {u1, u4}, {u1, v3}, {u1, v4}, and {u2, u5},

respectively, and all their internal vertices in V (G) \NG[x]. Moreover, the paths P11, P12, P13, and

P14 are vertex-disjoint from the path P21. By contracting (V (P11) \ {u3}) ∪ (V (P12) \ {u4}) ∪

(V (P13) \ {v3}) ∪ (V (P14) \ {v4}) onto u1, V (P21) \ {u2} onto u5, and {v2, v1, v5} into a single
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vertex, we see that G > K8, a contradiction. This proves (2).

(3) G[NG(x)] contains a subgraph isomorphic to K5 ∪K5.

Suppose that G[NG(x)] does not contain a subgraph isomorphic to K5 ∪ K5. Then by (1), (2),

and Lemma 3.1.4, we see that G[NG(x)] > K−6 ∪ K1. Let y ∈ NG(x) be a vertex such that

G[NG(x)\{y}] > K−6 . Clearly, y is not complete toNG(x)\{y}, for otherwiseG > NG[x] > K−8 ,

a contradiction. Let {y1, . . . , yp} = NG(x) \ NG[y], where p = 10 − |NG(x) ∩ NG[y]| ≥ 1.

Then y is anticomplete to {y1, y2, . . . , yp}. Clearly, G[NG(x) \ {y, yi}] is not a clique for all

i ∈ {1, 2, . . . , p}. By Lemma 1.5.3 applied p times to G[NG(x)] with k = 10, s = 0, and m = 1

(where for i ∈ {1, 2, . . . , p}, we have M = {yyi} and S = {ui, vi}, where uivi is any missing

edge in G[NG(x) \ {y, yi}]), there exists a path Pi between y and yi with its internal vertices in

V (G) \ NG[x] for each i ∈ {1, 2, . . . , p}. Note that the paths P1, . . . , Pp all have y as a common

end. By contracting each set V (Pi) \ {yi} onto y, we see that G > K−8 , a contradiction. This

proves (3).

By (3), x belongs to two different subgraphs of G isomorphic to K6. By Theorem 1.5.2(ii), G is 7-

connected. By Lemma 3.1.1, G > K−8 . This contradiction completes the proof of Theorem 1.3.8.

�

3.4 Proof of Theorem 1.3.9

Suppose the assertion is false. Let G be a graph with no K=
8 -minor such that χ(G) ≥ 9. We may

choose such a graph G so that it is 9-contraction-critical. Let x ∈ V (G) be a vertex of minimum

degree. By Proposition 1.5.1(i), dG(x) ≥ 9. On the other hand, since each (K7, 4)-cockade is

4-colorable, it follows from Theorem 1.4.7 for p = 8 that dG(x) ≤ 9. Thus dG(x) = 9. It follows
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from Theorem 1.4.7 for p = 8 again that

(1) G contains at least 28 vertices of degree 9.

Since G has no K=
8 -minor, by Proposition 1.5.1(ii),

(2) α(G[N(x)]) = 2.

We next show that

(3) NG(x) contains a subgraph isomorphic to K5.

Suppose that NG(x) does not contain a subgraph isomorphic to K5. Then ω(G[NG(x)]) ≤ 4 and

by (2), δ(G[NG(x)]) ≥ 4. We claim that δ(G[NG(x)]) = 4. Suppose that δ(G[NG(x)]) ≥ 5.

By Lemma 3.1.3 applied to NG(x), we see that NG(x) > K−6 ∪ K1. Let y ∈ NG(x) be such

that G[NG(x)] − y > K−6 . Clearly y has at least two non-neighbors in NG(x) − y, otherwise

G[NG[x]] > K=
8 , a contradiction. Let {y1, y2, . . . , yp} = NG(x) \ NG[y] be all non-neighbors

of y in NG(x), where p = |NG(x) \ NG[y]| ≥ 2. Since ω(G[NG(x)]) ≤ 4, G[NG(x) ∩ NG(y)]

must have a missing edge, say uv. By Lemma 1.5.3 applied to G[NG(x)] with S = {u, v} and

M = {yy1, . . . , yyp}, there exist p paths P1, P2, . . . , Pp such that each path Pi has ends {y, yi} and

all its internal vertices in V (G) \ NG[x]. By contracting all the edges of each Pi − yi onto y for

all i ∈ {1, 2, . . . , p}, we see that G > K−8 , a contradiction. This proves that δ(G[NG(x)]) = 4, as

claimed.

Let y ∈ NG(x) be such that y has degree four inG[NG(x)] with the number of edges inG[NG(x)∩

NG(y)] maximum. Let Z = {z1, z2, z3, z4} be the set of all neighbors of y in NG(x). Since

ω(G[NG(x)]) ≤ 4, G[NG(x)∩NG[y]] is not complete. We may assume that z1z2 /∈ E(G). By (2),

G[NG(x) \ NG[y]] is isomorphic to K4. Let W = {w1, w2, w3, w4} = NG(x) \ NG[y]. We next
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show that

(3.1) each of z3, z4 has at most one neighbor in W .

Suppose, say z4, is adjacent to at least two vertices in W . Then the subgraph G[W ∪ {z4}] has

a K=
5 -minor and thus G[NG[x]] > K=

8 if z3 is adjacent to all vertices in W (by contracting the

path z1yz2 into a single vertex), a contradiction. Thus we may assume that z3 is not adjacent to

w1, . . . , wk, where 1 ≤ k ≤ 4. By Lemma 1.5.3 applied to G[NG(x)] with S = {z1, z2} and

M = {z3w1, . . . , z3wk}, there exist k paths P1, P2, . . . , Pk such that for each i = 1, 2, . . . , k, the

path Pi has ends {z3, wi} and all its internal vertices in V (G)\NG[x]. By contracting each Pi−wi

onto z3 and contracting {z1, y, z2} into a single vertex, we see that G > K=
8 , a contradiction. This

proves (3.1).

We next claim that G[NG[y]∩NG(x)] is isomorphic to K−5 . Suppose z3z4 /∈ E(G). By symmetry,

we may apply (3.1) to the missing edge z3z4 in G[NG(x)], and so we see that each of z1 and z2 has

at most one neighbor in W . Hence eG(Z,W ) ≤ 4. On the other hand, since α(G[NG(x)]) = 2,

each wi must be adjacent to at least one of the vertices in each of {z1, z2} and {z3, z4}, for all

i ∈ {1, 2, 3, 4}. Thus eG(W,Z) ≥ 8, a contradiction. This proves that z3z4 ∈ E(G) and thus

G[NG(x) ∩ NG[y]] does not have two independent missing edges. Next if z1z3 /∈ E(G), then

z2z3 ∈ E(G) because α(G[NG(x)]) = 2. Since G[NG(x)∩NG[y]] does not have two independent

missing edges, we see that z2z4 ∈ E(G). If z1z4 /∈ E(G), then since δ(G[NG(x)]) ≥ 4 and

NG(x) does not contain a subgraph isomorphic to K5, we may assume z1 is adjacent to w2, w3, w4.

Then since α(G[NG(x)]) = 2 by (2), we have w1 complete to {z2, z3, z4}. By symmetry, we may

apply (3.1) to each of the missing edges z1z2, z1z3, and z1z4 to conclude that z2, z3, and z4 have

no other neighbors in W . But now w2 has four neighbors in NG(x) and G[NG(x) ∩ NG[w2]] has

5 edges, contrary to our choice of y. Hence z1z4 ∈ E(G) and G[NG(x) ∩NG[y]] is isomorphic to

K=
5 . Since ω(G[NG(x)]) ≤ 4, we may assume that z1w1 /∈ E(G). Then w1 must be adjacent to
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both z2 and z3 by (2). By symmetry again, we may apply (3.1) to the missing edges z1z2 and z1z3,

to see that {z2, z3} is anticomplete to {w2, w3, w4} and that z4 has at most one neighbor in W .

By (2), z1 is complete to {w2, w3, w4}. Since z4 has at most one neighbor in W , we may assume

that w4z4 /∈ E(G). Now w4 has degree four in NG(x) with NG(x) ∩NG[w4] is isomorphic to K−5 ,

contrary to the choice of y. Thus G[NG(x) ∩NG[y]] isomorphic to K−5 with z1z2 the only missing

edge, as claimed.

Since δ(G[NG(x)]) = 4, each of z1 and z2 has at least one neighbor in W . By (2), each of

w1, . . . , w4 is adjacent to at least one of z1 and z2, and so either z1 or z2 has at least two neighbors

in W . By symmetry, we may assume that |NG(z1)∩W | ≥ |NG(z2)∩W |. On the other hand, each

vertex in Z has at least one non-neighbor in W as ω(G[NG(x)]) ≤ 4. Thus, z1 has either two or

three neighbors in W . We consider the following two cases.

Figure 3.2: Finding a K=
8 -minor when z1 has exactly two neighbors in W .

First, assume that z1 has exactly two neighbors in W , say w1, w2. Then z2 must have exactly two

neighbors inW , namely w3 and w4. By (3.1), each of z3 and z4 has at most one neighbor inW . We

may assume that z4 is not adjacent to w3 and w4, and that z3 is not adjacent to w2. By Lemma 1.5.3
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applied twice to G[NG(x)] with S = {z1, z2} and M ∈ {{yw1, z3w2, z4w3}, {yw2, z4w4}}, there

exist three vertex-disjoint paths P1, P2, Q1 and two vertex-disjoint paths P3, Q2 such that the paths

P1, P2, P3, Q1, and Q2 have ends {y, w1}, {z3, w2}, {y, w2}, {z4, w3} and {z4, w4}, respectively,

and all their internal vertices in V (G) \ NG[x], as depicted in Figure 3.2. Notice that for all

i ∈ {1, 2, 3} and all j ∈ {1, 2}, the ends of each Pi are distinct from the ends of each Qj , and so

each Pi is chosen to be vertex-disjoint from Qj when applying Lemma 1.5.3. Similarly, P1 and P2

are chosen to be vertex-disjoint, but P3 is not necessarily internally disjoint from either of P1 or P2.

If P3 and P2 have only w2 in common, then contracting P1 − w1 and P3 − w2 onto y, contracting

P2 − w2 onto z3, contracting Q1 − w3 and Q2 − w4 onto z4, and contracting each of w1w3 and

w2w4 into distinct vertices yields a K=
8 -minor in G, a contradiction. Thus P3 and P2 must have an

internal vertex in common. Let w be the first vertex on P3 (when P3 is read in order from y to w2)

that is also on P2. Then w /∈ V (P1) ∪ {z3}. Let P ′3 be the subpath of P3 from y to w and P ′2 be

the subpath of P2 from w to w2. Notice that P ′3 − w is vertex-disjoint from P2 but not necessarily

internally disjoint from P1. Now contracting P1 − w1 and P ′3 − w onto y, contracting P ′2 onto w2,

contracting P2 − P ′2 onto z3, contracting Q1 − w3 and Q2 − w4 onto z4, and contracting each of

w1w3 and w2w4 into distinct vertices yields another K=
8 -minor in G, a contradiction.

It remains to consider the case when z1 has exactly three neighbors, say w1, w2, w3 in W . Then

z2 is adjacent to w4. By (3.1), we may assume that w1 is not adjacent to z3 and z4, and that

w3 is not adjacent to z4. By Lemma 1.5.3 applied twice to G[NG(x)] with S = {z1, z2} and

M ∈ {{yw2, z3w1, z4w3}, {z4w1}}, there exist vertex-disjoint paths P1, Q1, Q2 and another path

Q3 such that the paths P1, Q1, Q2, and Q3 have ends {y, w2}, {z3, w1}, {z4, w3}, and {z4, w1},

respectively, and all their internal vertices in V (G) \NG[x], as depicted in Figure 3.3. Notice that

P1 is vertex-disjoint from Qj for all j ∈ {1, 2, 3}, but that Q3 is not necessarily internally disjoint

from either of Q1 or Q2. If Q3 and Q2 have only z4 in common, then we obtain a K=
8 -minor by

contracting each of P1 and z2w4 into distinct vertices, contracting Q1 − z3 and Q3 − z4 onto w1,
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and contracting Q2 − z4 onto w3, a contradiction. Thus Q3 and Q2 must have an internal vertex in

common. Let w be the first vertex on Q3 (when Q3 is read from w1 to z4) that is also on Q2. Then

w /∈ V (Q1) ∪ {w3}. Let Q′3 be the subpath of Q3 from w1 to w and Q′2 be the subpath of Q2 from

w to z4. Notice that Q′3 − w is vertex-disjoint from Q2 but not necessarily internally disjoint from

Q1. Now we obtain another K=
8 -minor by contracting each of P1 and z2w4 into distinct vertices,

contracting Q1 − z3 and Q′3 − w onto w1, contracting Q′2 onto z4, and contracting Q2 − Q′2 onto

w3, a contradiction. This completes the proof of (3).

Figure 3.3: Finding a K=
8 -minor when z1 has exactly three neighbors in W .

By (3), every vertex of degree 9 belongs to some subgraph of G isomorphic to K6. By (1), G

contains at least five different subgraphs isomorphic toK6. By Theorem 1.5.2(ii),G is 7-connected

and thus G > K−8 by Lemma 3.1.1. This contradiction completes the proof of Theorem 1.3.9. �
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3.5 Kt-minor free graphs for t ≥ 10

Our Theorem 1.3.7, which we proved in Section 3.2, relies on the extremal function for Kt-minors

for t ∈ {7, 8, 9}, namely Theorem 1.4.1, Theorem 1.4.2, and Theorem 1.4.3. As mentioned in

Section 1.4, the extremal function for Kt-minors remains open for all t ≥ 10. By noting that any

(H1, H2, k)-cockade not isomorphic to either of H1 or H2 is at most k-connected and that any

complete multipartite graph Kk1,...,kr has a fixed number of vertices, Seymour and Thomas [67]

proposed the following conjecture.

Conjecture 3.5.1 (Seymour and Thomas [67]) For every t ≥ 1 there exists a constant N = N(t)

such that every (t−2)-connected graph on n ≥ N vertices with at least (t−2)n−
(
t−1
2

)
+ 1 edges

has a Kt-minor.

By the results mentioned in Section 1.4, Conjecture 3.5.1 is true for t ≤ 9. However, as mentioned

in Section 1.5, it seems very hard to prove that even 8-contraction-critical, non-complete graphs

are 8-connected. Hence Conjecture 3.5.1 cannot be easily applied to prove results on the coloring

of Kt-minor free graphs for t ≥ 10.

By noting that any (H1, H2, k)-cockade is max{χ(H1), χ(H2)}-colorable and any complete mul-

tipartite graph Kk1,...,kr is r-colorable, we instead propose the following conjecture.

Conjecture 3.5.2 [58] For every t ≥ 1, every graphG on n vertices with at least (t−2)n−
(
t−1
2

)
+1

edges either has a Kt-minor or is (t− 1)-colorable.

Again by the results mentioned in Section 1.4, Conjecture 3.5.2 is true for t ≤ 9. To end this

chapter, we apply our versatile Lemma 1.5.3 along with an idea different from that used in the

proof of Theorem 1.3.7 in Section 3.2 (namely, considering the chromatic number of G[NG(x)]

instead of showing that NG(x) > Kt−2 ∪ K1) to prove that the truth of Conjecture 3.5.2 implies
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that every graph with no Kt-minor is (2t − 6)-colorable for all t ≥ 5. Since Conjecture 3.5.2 is

true for t ≤ 9, we see that the following Theorem 3.5.3 implies Theorem 1.3.7.

Theorem 3.5.3 [58] If Conjecture 3.5.2 is true, then every graph with no Kt-minor is (2t − 6)-

colorable for all t ≥ 5.

Proof. Suppose the assertion is false. By Wagner’s Theorem and the Four Color Theorem for

t = 5, Theorem 1.3.5 for t = 6, and Theorem 1.3.7 for t ∈ {7, 8, 9}, we see the conclusion

holds for all t ∈ {5, . . . , 9}. Hence t ≥ 10. Among all minimum counterexamples, we choose

G so that G has no Kt-minor and G is (2t − 5)-contraction-critical. Let x ∈ V (G) be such that

dG(x) = δ(G). By the assumed truth of Conjecture 3.5.2, we see that dG(x) ≤ 2t − 5. On the

other hand, by Proposition 1.5.1(i), we see that dG(x) ≥ 2t − 5. Hence dG(x) = 2t − 5. By

Proposition 1.5.1(ii), we have

(1) α(G[NG(x)]) = 2.

Our strategy now will be to examine the subgraph G[NG(x)] and its chromatic number. We first

show that

(2) ω(G[NG(x)]) ≤ t− 3, and so δ(G[NG(x)]) ≥ t− 3.

Suppose ω(G[NG(x)]) ≥ t− 2. Let H ⊆ G[NG[x]] be isomorphic to Kt−1. Since δ(G) = 2t− 5,

every vertex in V (H) is adjacent to t − 3 vertices in V (G − H). Then G − H is disconnected,

for otherwise G > Kt by contracting G − H into a single vertex, a contradiction. Let G1 be a

component of G −H . Then NG(G1) is a minimal separating set of G. In particular, NG(G1) is a

clique, contrary to Proposition 1.5.1(iii). This proves that ω(G[NG(x)]) ≤ t − 3. By (1), we see

that δ(G[NG(x)]) ≥ t− 3. This proves (2).

(3) χ(G[NG(x)]) = t− 2.
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Suppose to the contrary that χ(G[NG(x)]) 6= t − 2. By (1), it is clear that χ(G[NG(x)]) ≥

t − 2. Thus χ(G[NG(x)]) = p for some p ≥ t − 1. Let V1, . . . , Vp be the color classes of any

p-coloring of G[NG(x)]. We may assume that the color classes are ordered so that Vi = {ai} for

i ∈ {1, 2, . . . , 2p−2t+5} and Vi = {ai, bi} for i ∈ {2p−2t+6, . . . , p}. Let r = 2p−2t+6 ≥ 4.

Since χ(G[NG(x)]) = p, we see that there is at least one edge between any pair of color classes

V1, . . . , Vp in G. Hence {a1, a2, . . . , ar−1} induces a clique in G[NG(x)], and so r ≤ t− 2 by (2).

Furthermore, ai is adjacent to either aj or bj for each i ∈ {1, 2, . . . , r−1} and each j ∈ {r, . . . , p}.

Notice that if p = t − 1, then r = 4. Suppose either that p ≥ t or that p = t − 1 and a1, a2 and

a3 have a common neighbor in N(x) \ {a1, a2, a3}, say a4. By Lemma 1.5.3 applied to G[NG(x)]

with S = {ar, br} and M = {ar+1br+1, . . . , apbp}, there exist p− r pairwise vertex-disjoint paths

Pr+1, . . . , Pp such that each Pj has ends {aj, bj} and all its internal vertices in V (G) \NG[x]. By

contracting each Pj to a single vertex for all j ∈ {r + 1, . . . , p}, together with x, a1, . . . , ar−1 (if

t ≥ p) or together with x, a1, a2, a3, and a4 (if p = t− 1, where a4 = ar is a common neighbor of

a1, a2, and a3), we obtain a clique minor with (p− r) + r = p ≥ t vertices in the former case and

(p− r) + r + 1 = p+ 1 = t vertices in the latter case, a contradiction. Thus p = t− 1 and a1, a2,

and a3 have no common neighbor in NG(x) \ {a1, a2, a3}.

Figure 3.4: Finding a Kt-minor when χ(G[NG(x)]) = t− 1.
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Since each of a1, a2, and a3 is adjacent to either a5 or b5, by symmetry, we may assume that a5

is adjacent to a1 and a2, but not to a3. Then b5 is adjacent to a3. We may assume that b5 is

not adjacent to a1. For the worst case scenario, we may further assume that b5 is not adjacent

to a2. By Lemma 1.5.3 applied twice to G[NG(x)] with S = {a4, b4} and M ∈ {{{a6b6}, . . . ,

{apbp}, {b5a1, b5a2, b5a5}}, {a5a3}}, there exist pairwise vertex-disjoint paths P6, . . . , Pp such that

each Pj has ends {aj, bj} and all its internal vertices in V (G) \ NG[x], and paths Q1, Q2, Q5, Q

with ends {b5, a1}, {b5, a2}, {b5, a5}, and {a5, a3}, respectively, and all their internal vertices in

V (G) \NG[x]. Notice that each Pj is vertex-disjoint from Q1, Q2, Q5, and Q, and that Q is vertex-

disjoint from Q1 and Q2 but not necessarily from Q5. Let w be the first vertex on Q (when read

from a3 to a5) that is also on Q5. Note that w could be a5. Let Q′ be the subpath of Q between w

and a3, as depicted in Figure 3.4. By contracting each Pj to a single vertex for all j ∈ {6, . . . , p},

contracting Q1 − a1 and Q2 − a2 onto b5, contracting Q′ − w onto a3, and contracting Q5 − b5

onto a5, together with the vertices x, a1, a2, and a3, we obtain a Kt-minor, a contradiction. This

proves (3).

(4) δ(G[NG(x)]) ≥ t− 2.

By (1) and (2), we have δ(G[NG(x)]) ≥ t− 3. Suppose there exists a vertex y ∈ NG(x) such that

y has exactly t − 3 neighbors in NG(x). Then NG(x) \ NG[y] induces a clique in G[NG(x)] with

t − 3 vertices. Furthermore, by (2), G[NG(x) ∩ NG(y)] must have some missing edge, say uv.

Then every vertex of NG(x) \ NG[y] is adjacent to at least one of u and v. Thus, by contracting

{u, y, v} to a single vertex, we can see that G[NG(x)] > Kt−2 ∪K1.

Now we can assume without loss of generality that y ∈ NG(x) is such that G[NG(x) \ {y}] >

Kt−2. Clearly y is not adjacent to every vertex in NG(x) \ {y}, or else G > G[NG[x]] > Kt,

a contradiction. Let {y1, . . . , yp} = NG(x) \ NG[y], where p ≥ 1. Again, by (2), G[NG(y)]

must have some missing edge, say uv. By Lemma 1.5.3 applied to G[NG(x)] with S = {u, v}
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and M = {yy1, . . . , yyp}, there exist paths P1, . . . , Pp such that each Pj has ends {y, yj} and all

internal vertices in V (G) \NG[x]. Now by contracting each Pj − yj onto y, we see that G > Kt,

a contradiction. This proves (3).

By (2) and (4), NG(x) does not contain Kt−2 as a subgraph and δ(G[NG(x)]) ≥ t − 2. By (3),

χ(G[NG(x)]) = t− 2. Let V1, . . . , Vt−2 be the color classes of any (t− 2)-coloring of G[NG(x)].

By (1), we may assume that the color classes are ordered so that V1 = {a1} and Vj = {aj, bj}

for j ∈ {2, . . . , t − 2}. Since χ(G[NG(x)]) = t − 2, we see that there is at least one edge

between any pair of color classes V1, . . . , Vt−2 in G. By (4), a1 must be complete to some color

class Vi ∈ {V2, . . . , Vt−2}, say V2. By (4) again, a2 and b2 must have one common neighbor in

some color class Vi ∈ {V2, . . . , Vt−2}, say V3. We may assume that a3 is adjacent to both a2 and

b2. By symmetry, we may further assume that b3 is adjacent to a2. By Lemma 1.5.3 applied to

G[NG(x)] with S = {a2, b2} and M = {{b3a1, b3a3}, {a4b4}, . . . , {at−2bt−2}}, there exist paths

P1, P2 and pairwise vertex-disjoint paths Q4, . . . , Qt−2 such that P1 and P2 have ends {b3, a1} and

{b3, a3}, respectively, each Qj has ends {aj, bj}, and all such paths have their internal vertices in

V (G) \NG[x]. By contracting P1− a1 and P2− a3 onto b3, contracting the edge b2a3 onto a3, and

contracting each Qj into a single vertex for 4 ≤ j ≤ t − 2, we see that G > Kt, a contradiction.

This contradiction completes the proof of Theorem 3.5.3. �
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CHAPTER 4: FINDING K8-MINORS USING MADER’S H-WEGE

THEOREM

4.1 Proof of Theorem 1.6.6

We will now proceed with the proof of Theorem 1.6.6.

Proof of Theorem 1.6.6. Let G,H1, H2, and H3 be given as in the statement of Theorem 1.6.6.

Suppose for a contradiction that G does not contain a K8-minor. Let M := (H1 ∩ H2) ∪ (H2 ∩

H3) ∪ (H3 ∩H1). Then 1 ≤ |M | ≤ 4 by (B) and (C). Note that any vertex x ∈ M corresponds to

a good path on a single vertex. We also note here that there is symmetry between H1 and H2, and

in general there is no symmetry between H3 and either H1 or H2.

(1) G does not have eight disjoint good paths.

For suppose P1, . . . , P8 are disjoint good paths. Then for any distinct i, j ∈ {1, 2, . . . , 8}, Pi has

an end in two of the sets H1, H2, H3, and similarly for Pj . Hence there exists k ∈ {1, 2, 3} such

that Hk contains an end of each of Pi, Pj . Therefore, it follows that contracting each of these good

paths to a single vertex gives a K8-minor in G, a contradiction. This proves (1).

From Theorem 1.6.2 and (1), we can immediately conclude the following (see Figure 1.4):

(2) There exists a set W ⊆ V (G) and a partition Y1, . . . , Yn of V (G) \W , and for 1 ≤ i ≤ n

a subset Xi ⊆ Yi, such that

(i) |W |+
∑n

i=1

⌊
1
2
|Xi|

⌋
≤ 7,

(ii) no vertex in Yi \Xi has a neighbor in V (G) \ (W ∪ Yi), and Yi ∩ (H1 ∪H2 ∪H3) ⊆ Xi

for 1 ≤ i ≤ n, and
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(iii) every good path disjoint from W has an edge with both ends in Yi for some i.

Let us choose the sets W,Y1, . . . , Yn, X1, . . . , Xn as in (2) such that W is maximum. We may

assume that Yi 6= ∅ for all i ∈ {1, 2, . . . , n}.

(3) M ⊆ W .

Since each v ∈ M corresponds to a good path consisting of only a single vertex, (3) follows

immediately from (2.iii).

(4) n ≥ 2.

If n = 1, then H1 ∪H2 ∪H3 ⊆ W ∪X1 by (2.ii), but since |H1 ∪H2 ∪H3| = 18− |M | by (C),

and since M ⊆ W by (3), we then have |W |+
⌊
1
2
|X1|

⌋
≥ 9, contradicting (2.i). This proves (4).

(5) Xi 6= ∅ for any i ∈ {1, 2, . . . , n}.

Suppose for a contradiction that X1 = ∅, say. Then Y1 \X1 = Y1, and by (2.ii) every vertex of Y1

has neighbors only in Y1 ∪W . Let y1 ∈ Y1. By (4), Y2 6= ∅, so let y2 ∈ Y2. Then every y1, y2-path

in G must meet W . Since G is 7-connected, this implies |W | ≥ 7. By (2.i), we conclude that

|W | = 7 and that |Xi| < 2 for all i ∈ {2, 3, . . . , n}. Since H1 ∪H2 ∪H3 ⊆ W ∪X1 ∪ · · · ∪Xn

by (2.ii), and since |H1 ∪H2 ∪H3| = 18− |M | and |M | ≤ 4 by (C), we deduce that at least 7 sets

Xi must be non-empty. It follows that n ≥ 7. Thus we have shown

(5.1) |W | = 7, n ≥ 7, and |Xi| ≤ 1 for all i ∈ {2, 3, . . . , n}.

Now we show

(5.2) Xi 6= ∅ for any i ∈ {2, 3, . . . , n}.

Suppose that X2 = ∅, say. The sets Y1 and Y2 are non-empty, and, for i ∈ {1, 2}, any y ∈ Yi has
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neighbors only in W ∪ Yi by (2.ii). Thus G[Y1] and G[Y2] each contain at least one component of

G−W . Since n ≥ 7, and Yi ∩Yj = ∅ when i 6= j, there is at least one more component of G−W

disjoint from G[Y1 ∪ Y2], contradicting (A). This proves (5.2).

It follows immediately from (5.2) and (A) applied to the minimum separating set W of G that

(5.3) G−W − Y1 is connected.

Since |W | = 7 and by (C), there is at most one Hi such that Hi ⊆ W . Say, H1 \ W 6= ∅ and

Hj \ W 6= ∅ for some j ∈ {2, 3}. Let u1 ∈ H1 \ W and uj ∈ Hj \ W . By (2.ii) and since

X1 = ∅, H1 ∪ Hj ⊆ W ∪
⋃n

i=2Xi, and so u1, uj /∈ Y1. By (5.3), there exists a u1, uj-path P

which avoids W . Then P is a good path, so by (2.iii) some edge of P has both ends in Yk for some

k ∈ {2, 3, . . . , n}. Say k = 2 and z1zj is an edge of P with both ends in Y2, where u1, z1, zj, uj

appear on P in order (note that ui and zi are not necessarily distinct for i ∈ {1, j}). If z1 ∈ Y2\X2,

then by (2.ii) and since P avoids W and u1 /∈ Y2 \X2, some vertex of P between u1 and z1 must

belong to X2. Otherwise z1 ∈ X2. Similarly, either zj ∈ X2 or some vertex of P between uj and

zj belongs to X2. Hence |X2| ≥ 2, contradicting (5.1). This completes the proof of (5).

(6) |Xi| is odd for all i ∈ {1, 2, . . . , n}.

Suppose that |X1| is even, say. By (5), |X1| ≥ 2. Let x ∈ X1. Define W ′ = W ∪ {x}, X ′1 = X1 \

{x}, Y ′1 = Y1 \ {x}, and X ′i = Xi, Y
′
i = Yi for i ∈ {2, 3, . . . , n}. Then W,X ′1, . . . , X

′
n, Y

′
1 , . . . , Y

′
n

satisfy (2), contradicting our choice of W as maximum. This proves (6).

Now for j ∈ {1, 2, 3} let us define the setZj to be the union of the vertex sets of all paths P meeting

Hj and avoiding W such that P has no edge with both ends in Yi for any i ∈ {1, 2, . . . , n}. In

particular, note that any such path P is not a good path. The following is clear from (2.ii), (2.iii),
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and our definition of Zj:

(7) For j ∈ {1, 2, 3},

(i) Hj \W ⊆ Zj ⊆ V (G) \W ,

(ii) Zj ⊆ X1 ∪ · · · ∪Xn, and

(iii) the sets Z1, Z2, Z3 are mutually disjoint.

(8) For any j, k ∈ {1, 2, 3} with j 6= k, every Zj, Zk-path avoiding W has at least 2 vertices in

Xi for some i ∈ {1, 2, . . . , n}.

For suppose that G has a path Q avoiding W with ends u ∈ Z1, say, and v ∈ Zj for some

j ∈ {2, 3}. By the definition of Z1 and Zj , there exists both a path P of G − W from some

u′ ∈ H1 to u and a path R of G−W from v to some v′ ∈ Hj , such that both P and R have no edge

with both ends in Yi for any i ∈ {1, 2, . . . , n} (possibly u = u′ or v = v′, and the corresponding

path P or R consists of only a single vertex). Let S be a subpath of P ∪ Q ∪ R with ends u′

and v′. Then S is a good path avoiding W and so has an edge e with both ends in Yi for some

i ∈ {1, 2, . . . , n} by (2.iii). Since V (P ) ⊆ Z1 and V (R) ⊆ Zj by our choice of P and R, this

edge e must belong to Q by the definition of Z1 and Zj . By (7.ii) and the definition of Z1 and Zj ,

u and v belong to X1 ∪ · · · ∪Xn, so by (2.ii) the part of Q from u to the first end of e must contain

a vertex from Xi and the part of Q from the second end of e to v must similarly contain a vertex

from Xi, as required, where Q is read from u′ to v′. This proves (8).

(9) |W | ≤ 6.

Suppose |W | > 6. By (2.i), |W | = 7. First suppose G −W has some component which contains

vertices from at least two of the sets Zi. Say at least one vertex of each of Z1 and Zj for some

j ∈ {2, 3} belong to the same component of G − W . Thus there must exist some Z1, Zj-path

in G which avoids W . By (8), at least two vertices of this path belong to the same Xk for some
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k ∈ {1, 2, . . . , n}. But then |W |+
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8, contradicting (2.i).

Thus we may suppose that no component ofG−W contains vertices from more than one Zi. Since

G −W contains at most two components by (A), this means there exists j ∈ {1, 2, 3} such that

Zj = ∅. Thus, Hj ⊆ W by the definition of Zj . Further, since |W | = 7, no other Hi ⊆ W for

i ∈ {1, 2, 3}, i 6= j. Thus G −W is disconnected, with Zi, Zi′ belonging to separate components

of G −W , where {i, i′, j} = {1, 2, 3}. But then W is a separating set of G with |W | = 7 and

Hj ⊆ W , contradicting (A). This proves (9).

(10) |W | ≤ 5.

Suppose |W | > 5. By (9), |W | = 6. We first show the following:

(10.1) There do not exist vertices x1, x2, x3 ∈ Xi for some i ∈ {1, 2, . . . , n} such that for

j ∈ {1, 2, 3}, xj ∈ Zj , and such that there exist vertices y1, y2, y3 ∈ Yi (not necessarily distinct

from the xj) and internally disjoint paths P1, P2, P3, Q12, Q13, Q23 ⊆ Yi where for j, k ∈ {1, 2, 3}

with j 6= k, Pj has ends xj, yj , and Qjk has ends yj, yk. (See Figure 4.1.)

Figure 4.1: The arrangement of paths and vertices forbidden by (10.1).

By (8) and (2.i), we may assume that {x1, x2, x3} = X1, say. Since |W | = 6 and Xi ∩ (W ) = ∅, it

not hard to see that Hk ⊆ W ∪X1 for at most one k ∈ {1, 2, 3}, and so without loss of generality

we may assume that Z1 and Z`, say, each have a vertex in G −W − X1, where ` ∈ {2, 3}. As
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the proof is identical for both values of `, we will assume that ` = 2 for the sake of notational

clarity. Say z1 ∈ Z1 \ {x1} and z2 ∈ Z2 \ {x2} are vertices of G−W −X1. Then Z1 and Z2 both

belong to the same component C of G−W − x3 since P1 ∪Q12 ∪ P2 ⊆ G−W − x3 and the sets

Z1, Z2 are each connected by definition. If there exists a z1, z2-path P in C which avoids at least

one of x1 and x2, then by (8) and the fact that {x1, x2, x3} = X1, there exists i ∈ {2, 3, . . . , n}

such that Xi contains two vertices of P , and so |W | +
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8, contradicting (2.i).

Thus we may assume that every z1, z2-path in C includes both vertices x1 and x2. In particular,

C is not 2-connected and C − xi is disconnected for each i ∈ {1, 2}. Let Ci be the component

of C − {x1, x2} which contains zi for each i ∈ {1, 2}. It is clear that for i ∈ {1, 2}, no vertex of

Ci can be adjacent to any vertex of P1 ∪ P2 ∪ P3 ∪ Q12 ∪ Q13 ∪ Q23 \ {x1, x2, x3}, since then a

z1, z2-path in C avoiding one of x1 or x2 can be found. We further claim that no vertex of Ci is

adjacent to x3 for i ∈ {1, 2}, that is x3 /∈ V (Ci). Indeed, if x3 ∈ V (C1), say, then there is a path P

from z1 to x3 contained in C1. In particular, P is a Z1, Z3-path avoiding W ∪ {x1, x2}, so by (8),

we will have |W |+
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8, contradicting (2.i).

Since G is 7-connected, there exist 7 internally disjoint z1, z2-paths in G. We have shown that at

most one of these paths is contained in C, so at least 6 of these paths must meet W ∪ {x3}. As

NG(Ci) ⊆ W ∪{xi} for i ∈ {1, 2} and |W | = 6, none of these paths meets x3, and so every vertex

of W belongs to one such path. If H3 ⊆ W ∪ {x3}, then by contracting each of Ci ∪ {xi}, Pi, and

Q13 ∪P3 ∪Q23 \ {y1, y2} to a single vertex for i ∈ {1, 2} and contracting Q12 to a single edge, we

obtain a K8-minor of G, a contradiction.

Thus H3 6⊆ W ∪ {x3}, and in particular that some vertex z3 ∈ Z3 is in G −W − X1. Let C3 be

the component of G −W −X1 which contains Z3. By the same argument as above, no vertex of

C3 is adjacent to any vertex in P1 ∪P2 ∪P3 ∪Q12 ∪Q23 ∪Q31 ∪ {x1, x2}. In particular, the graph

G−W − x3 is disconnected and C3 is one of its components. Thus NG(C3) ⊆ W ∪ {x3}. Now,

H3 ⊆ C3∪W ∪{x3}. SinceG is 7-connected, there exist 6 disjoint pathsR1, . . . , R6 ofGwith one
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end in H3 and the other end in W ∪{x3}. Additionally, we may select these paths R1, . . . , R6 such

that all internal vertices of these paths belong to C3. Since |W ∪ {x3}| = 7, by (A), G−W − x3

has two components, one of which contains both Z1 and Z2. Thus, the above arguments apply, and

so the component Ci of G −W −X1 containing zi satisfies NG(Ci) = W ∪ {xi} for i ∈ {1, 2}.

Therefore, contracting each of R1, . . . , R6, P1 ∪C1, P2 ∪C2, and P3 to a single vertex and each of

Q12, Q13, Q23 to a single edge gives a K8-minor in G, a contradiction. This proves (10.1).

As G is 7-connected and |W | = 6, G−W is connected. Also since |W | = 6, it is easy to see that

there are at least two sets Zj such that |Zj| ≥ 2, say Z1 and Z` for some ` ∈ {2, 3}. Again the

proof is identical for both values of `, so for notational convenience we will assume ` = 2. If there

exist two disjoint Z1, Z2-paths inG−W , then by (8), |W |+
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8, contradicting (2.i).

Thus there is at most one disjoint Z1, Z2-path P inG−W . G−W is connected, so we may choose

P as short as possible with ends zj ∈ Zj for j ∈ {1, 2}. By (8), at least two vertices of P belong

to the same set Xi for some i ∈ {1, 2, . . . , n}. Let P ′ be the longest subpath of P such that P ′

has distinct ends in the same set Xi, say x1, x2 ∈ X1, and such that z1, x1, x2, z2 appear on P in

order (note that zi and xi are not necessarily distinct for i ∈ {1, 2}). By an application of Menger’s

Theorem [47], there exists a vertex p ∈ V (P ) such thatG−W −p is disconnected. SinceW ∪{p}

is a separating set in G with |W ∪ {p}| = 7, we have H3 6⊆ W ∪ {p} by (A), and so Z3 6= ∅ and

there exists a shortest Z3, P -path Q in G−W . Let t be the unique vertex in V (P )∩V (Q), and let

z3 ∈ Z3 be the other end of Q. We next prove the following.

(10.2) t /∈ {x1, x2}.

If t = x1, say, then we first claim x1 /∈ Z3. For if x1 ∈ Z3, then the subpath of P from x1 to z1 is a

Z3, Z1-path avoidingW , and so must contain two vertices from someXi by (8). By the maximality

of P ′, these two vertices cannot belong toX1, and therefore we will have |W |+
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8,

contradicting (2.i). So x1 /∈ Z3, and thus Q contains at least two vertices. The subpath R of P ∪Q
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with ends z1, z3 is a Z1, Z3-path avoiding W . By (8), two vertices of R belong to the same Xi. Let

Q′ be the longest subpath of R such that the ends of Q′ belong to the same set Xi. By (2.i) and the

maximality of P ′, the ends ofQ′ must be x1 and, say x3, whereX1 = {x1, x2, x3} and z1, x1, x3, z3

appear on Q in order (again, z3 and x3 are not necessarily distinct). Hence Q′ ⊆ Q.

We now claim that xj ∈ Zj for j ∈ {1, 2, 3}. The proof is similar for all j, so we will suppose

x1 /∈ Z1. Since the subpath P ∗ of P from z1 to x1 does not meet W , by the definition of the set

Z1, P ∗ must contain some edge with both ends in Yi for some i ∈ {1, 2, . . . , n}. By (2.ii), (7.ii),

and the maximality of P ′, we conclude that i 6= 1. Say e ∈ E(P ∗) has both ends in Y2. Then

the subpath of P ∗ from z1 to the first end of e must contain some vertex from X2, and the subpath

of P ∗ from the second end of e to x1 must contain another vertex of X2 by (2.ii) and the fact that

P ∗ avoids W . But then |W | +
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8, contradicting (2.i). This proves the claim that

xj ∈ Zj for j ∈ {1, 2, 3}. In particular, we have zj = xj for j ∈ {1, 2, 3} by the minimality of P

and Q.

We next claim that V (P ′ ∪Q′) ⊆ Y1. Assume to the contrary that P ′, say, has a vertex outside Y1.

No interior vertex of P ′ can belong to X1 since the minimality of Q implies x3 /∈ V (P ′) and since

X1 = {x1, x2, x3}. By (2.i) no two interior vertices of P ′ can belong to the same set Xi, and so we

must have P ′ ⊆ X1∪ · · · ∪Xn by (2.ii). But then since x1 ∈ Z1 and x2 ∈ Z2, and by the definition

of Zj , we have that P ′ ⊆ Z1 and P ′ ⊆ Z2, contradicting (7.iii). The proof in the case that Q′ has a

vertex outside Y1 is similar, and so our claim that P ′ ∪Q′ ⊆ Y1 follows.

Now since x2 /∈ H3, |Zj| ≥ 2 for j ∈ {1, 2}, and |Z3| ≥ 1, and by (A), there exist at least two sets

Zj belonging to the same component C of G−W − x2. By (8) and (2.i), for j, k ∈ {1, 2, 3} with

j 6= k, any Zj, Zk-path in C must contain both x1 and x3, as otherwise |W | +
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8,

a contradiction. Thus we may assume j = 1 and k = 3, since x1 ∈ Z1 and x3 ∈ Z3. Let R′ be

the subpath of any Z1, Z3-path in C such that the ends of R′ are x1 and x3. By the same argument
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applied to P ′ ∪ Q′ above, it can be shown that R′ ⊆ Y1. Since R′ avoids x2, some subpath of

R′ is a P ′, Q′-path containing at least one edge. Therefore, for i ∈ {1, 2, 3}, we have vertices

x1, x2, x3 ∈ X1 such that xi ∈ Zi, and within P ′ ∪Q′ ∪R′ we can find vertices y1, y2, y3 ∈ Y1 and

internally disjoint paths P1, P2, P3, Q12, Q23, Q31 where Pi has ends xi, yi and Qij has ends yi, yj

(here {x2} = {y2} = V (P2)). This contradicts (10.1), and so (10.2) follows.

If t ∈ P − P ′, then we may assume z1, t, x1 appear on P in order (possibly t = z1, but t 6= x1

by (10.2)). Then the subpath of P ∪Q with ends z1, z3 is a Z1, Z3-path avoiding W . As neither x1

nor x2 belong to this subpath, by (8), we will have |W | +
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8, contradicting (2.i).

Hence by this argument and (10.2), we may assume that t ∈ P ′ − {x1, x2}. Let Rj be the subpath

of P ∪Q with ends zj, z3 for j ∈ {1, 2}. Then for j ∈ {1, 2}, Rj is a Zj, Z3-path avoiding W , and

so by (8) contains two vertices in some set Xi. By (2.i), Rj contains xj and, say, x3 for j ∈ {1, 2}.

Let Q′ be the subpath of Q with ends x3, t.

By the same argument as in the proof of (10.2), it can be shown that xj ∈ Zj , and thus that

xj = zj for j ∈ {1, 2, 3}. Also by the same argument as in the proof of (10.2), we can show that

P ′ ∪Q′ ⊆ Y1.

Suppose t 6= z3 and consider the graphG′ := G−W − t. Then zj ∈ V (G′) for j ∈ {1, 2, 3}. Since

G′ has at most two components by (A), at least two of the vertices zj = xj must belong to the same

component of G′, say x1 and x2 belong to the component C of G′. Thus there is a Z1, Z2-path R

in C. In particular, R is a path in G′ with ends x1, x2 which avoids t. Using the same argument as

above, we can show that R ⊆ Y1. Therefore it is easy to see that P ′ ∪Q′ ∪R contains some set of

paths which contradicts (10.1).

Thus we may assume that t = z3 = x3, and so Q′ consists of only the single vertex t. Again

consider the graph G′ := G − W − t. If Z1 and Z2 belong to the same component C of G′, a

similar argument to the above allows us to find an x1, x2-path R avoiding t such that R ⊆ Y1, and
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therefore such that P ′ ∪ Q′ ∪ R contains some set of paths contradicting (10.1). Thus Z1 and Z2

must belong to distinct components of G′. But then H3 6⊆ W ∪ {t} by (A). Hence there is a vertex

z′3 ∈ H3 in G′ such that z′3 ∈ Z3. As G′ has at most two components by (A), z′3 must belong to

the same component as one of Z1 or Z2, say Z1. Then there is a Z1, Z3-path in G′ which avoids

both x3 and x2, and thus by (8) we will have |W | +
∑n

i=1

⌊
1
2
|Xi|

⌋
≥ 8, contradicting (2.i). This

completes the proof of (10).

The following two statements are immediate consequences of (10).

(11) For i ∈ {1, 2, . . . , n}, if |Xi| = 1, then Yi = Xi.

Suppose, say, |X1| = 1 and Y1 \X1 6= ∅. By (2.ii), W ∪X1 separates Y1 \X1 from V (G)\X1∪W .

But |W ∪X1| ≤ 6 by (10), contradicting that G is 7-connected.

(12) Zj 6= ∅ for any j ∈ {1, 2, 3}.

Since |W | ≤ 5 by (10), we have |Hj \W | ≥ 6 − |W | ≥ 1 for all j ∈ {1, 2, 3}. Thus, for any

j ∈ {1, 2, 3}, by (7.i), Zj ⊇ Hj \W 6= ∅.

(13) For all j ∈ {1, 2, 3} and i ∈ {1, 2, . . . , n}, if z ∈ Zj ∩Xi has a neighbor in G−W −Zj ,

then |Xi| ≥ 3.

Suppose z ∈ Z1 ∩X1, say, has a neighbor y in G−W − Z1 be a neighbor of z. By the definition

of the set Z1 and by (2.ii), y ∈ Y1, and so |Y1| ≥ 2. By (11), |X1| 6= 1, and so by (6), |X1| ≥ 3.

(14) There are at least two sets Zj such that every z ∈ Zj has a neighbor in G −W − Zj for

j ∈ {1, 2, 3}.

Suppose to the contrary that there exist two sets Zj such that some zj ∈ Zj has no neighbor

in G −W − Zj . The proof is identical no matter which two sets Zj satisfy the above, so we will
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assume that for j ∈ {2, 3}, there exists a vertex zj ∈ Zj such that zj has no neighbor inG−W−Zj .

For each j ∈ {1, 2, 3}, define Gj := G − (W ∪ Zj) and define Nj to be the set of vertices in Zj

with a neighbor in Gj . Let r := 7 − |W |. Note that by (10), r ≥ 2. Since G −W is r-connected

and |Zj| ≥ 6− |W | = r− 1, either each vertex in Zj has a neighbor in Gj , or at least r vertices of

Zj have a neighbor in Gj for j ∈ {1, 2, 3}. Thus, for j ∈ {2, 3}, since zj has no neighbor in Gj ,

|Nj| ≥ r. By (13), there exists at least one i ∈ {1, 2, . . . , n} such that |Xi| ≥ 3. Let us reorder

the sets Yi, Xi so that |X1| ≥ |X2| ≥ · · · ≥ |Xn|, and let s be the integer such that |Xi| ≥ 3 for

all i ∈ {1, 2, . . . , s} and |Xi| = 1 for all i ∈ {s + 1, s + 2, . . . , n}. Again by (13), we see that

Nj ⊆ X1 ∪ · · · ∪Xs for j ∈ {1, 2, 3}, and that

∣∣∣∣∣
s⋃

i=1

Xi

∣∣∣∣∣ ≥
∣∣∣∣∣

3⋃
j=1

Nj

∣∣∣∣∣ ≥ (r − 1) + r + r = 3r − 1 = 20− 3|W |.

By (2.i), it is easy to see that either we have |X1| = 5, |Xi| = 3 for i ∈ {2, 3, . . . , s}, and

s = r − 1, or we have |Xi| = 3 for i ∈ {1, 2, . . . , s} and s = r. By (2.i) and (13), the values of

|Nj| are restricted as follows. We may have |N1| = r or r−1. If |N1| = r−1, then we may assume

|N2| = r and either |N3| = r with |X1| = 5 and |Xi| = 3 for all i ∈ {2, 3, . . . , s} or |N3| = r + 1

with |Xi| = 3 for all i ∈ {1, 2, . . . , s}. If |N1| = r then |N2| = |N3| = r and |Xi| = 3 for all

i ∈ {1, 2, . . . , s}.

(14.1) For any i ∈ {1, 2, . . . , s}, if Z1 ∩Xi 6= ∅, then |Z1 ∩Xi| = 1. If, in addition, |Xi| = 3,

then |Zj ∩Xi| = 1 for j ∈ {1, 2, 3}.

For suppose that |Z1∩X1| ≥ 2, say. By the above, |N1| ≤ r. SinceG−W is r-connected, we may

select |N1| disjoint N1, Z2-paths with no internal vertices in Z1∪Z2. Then two of these paths must

have an end in X1. If |X1| = 3, then since the paths have no internal vertices in Z1∪Z2, both paths

with an end in X1 must meet the third vertex of X1, contradicting that the paths are disjoint. If

|X1| = 5, then s = r− 1, and |Nj| = r for j ∈ {2, 3}. It is easy to see that since |N2| = |N3| = r,
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there must exist i ∈ {2, 3, . . . , s} and j ∈ {2, 3}, such that |Xi∩Zj| = 2. Say |X2∩Z2| = 2. Now

|X2| = 3, and so by applying the same argument to a set of r disjoint N2, Z3-paths, we obtain a

contradiction. This same argument can again be used to prove the final part of the statement, and

so (14.1) follows.

(14.2) For j ∈ {2, 3}, we can select a set of |N1| disjoint Z1, Zj-paths in G − W such that

each path P will have both ends in the same set Xi, and P ⊆ Yi. Additionally, if |X1| = 5, then a

Z1, Z2-path Q1, a Z1, Z3-path Q2 and a Z2, Z3-path Q3 with Q1 ∪ Q2 ∪ Q3 ⊆ Y1 can be chosen

with Q3 disjoint from Q1 ∪Q2.

There are two primary cases to consider based on |N1|. If |N1| = r, then |N2| = |N3| = r, and for

i ∈ {1, 2, . . . , s} and j ∈ {1, 2, 3}, |Xi| = 3 and so by (14.1), |Xi ∩ Zj| = 1. For j ∈ {2, 3}, we

claim that if P is a Z1, Zj-path in G −W with ends z1 ∈ Z1, zj ∈ Zj say, such that z1, zj ∈ Xi

for some i ∈ {1, 2, . . . , s} and no interior vertex of P is in Z1 ∪ Zj , then P ⊆ Yi. For if not, some

interior vertex of P must belong to Yi′ for some i′ 6= i. It is clear from the definition of the sets Z1

and Zj that the neighbors on P of z1 and zj must belong to Yi. Thus by (2.ii), the part of P from z1

to Yi′ must contain two vertices of Xi, and likewise the part of P from Yi′ to zj . But then |Xi| ≥ 4,

a contradiction, thus proving our claim. Now since G−W is r-connected, for j ∈ {2, 3}, we can

select r = |N1| disjoint Z1, Zj-paths in G −W with no interior vertex in Z1 ∪ Zj . These paths

must each have their two ends in the same set Xi by our claim, and so (14.2) follows in this case.

Now consider the case |N1| = r − 1. The same argument as above can be applied to any set Xi

with |Xi ∩ Z1| = 1 and |Xi| = 3 to find a path P ⊆ Yi. So let us assume that |X1| = 5, and so

|N2| = |N3| = r. It is clear from (14.1) that we must have |X1 ∩ Zj| = 2 for j ∈ {2, 3}. Now

for j ∈ {2, 3}, by deleting a single vertex from X1 ∩ Z5−j if necessary, we may find a set of r − 1

disjoint N1, Zj-paths with no interior vertex in (∪3j=1Zj) \ (∪ni=1Xi). Say j = 2, and let P be the

N1, Z2-path with an end in N1 ∩ X1. The subpath P ′ of P from N1 ⊆ Z1 to its first vertex in
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Z2, say x2, is then clearly contained in Y1. Now, consider a set of r disjoint N2, N3-paths with no

interior vertex in Z2∪Z3. LetQ andQ′ be theN2, N3-paths with one end in Z2∩X1. By extending

the argument above, it is clear that the second end of each of Q and Q′ belongs to Z3 ∩X1, and so

Q,Q′ ⊆ Y1, since otherwise we would have |X1| ≥ 6, a contradiction. Since x2 must be an end of

either Q or Q′, we see P ′ ∩ (Q ∪Q′) 6= ∅. So we may assume that the first vertex of Q ∪Q′ on P

belongs to Q, where P is read from its end in N1 ∩X1 to x2. Then for j ∈ {2, 3}, P ′ ∪Q contains

a subpath Rj with ends in Z1 ∩X1 and Zj ∩X1 such that Rj ⊆ Y1, and Rj is disjoint from Q′ (See

Figure 4.2). This proves (14.2).

Figure 4.2: Zi, Zj-paths in Y1 when |X1| = 5.

By (14.2), let P ′ be a collection of |N1| Z1, Z2-paths and |N1| Z1, Z3-paths in G −W where for

each P ∈ P ′ there is some some i ∈ {1, 2, . . . , s} such that P has both ends in the same set Xi

and P ⊆ Yi. By (14.2), we may further select these paths P ′ so that if |X1| = 5 there exists a

Z2, Z3-path Q ⊆ Y1 disjoint from
⋃

P∈P ′
V (P ). Note that the paths P ∈ P ′ are not necessarily

pairwise internally disjoint. Now, since H1 ⊆ Z1 ∪W by (7.i) and G is 7-connected, there exist 6

disjoint paths P1, . . . , P6 in G with one end in H1 the other end in W ∪N1, and no internal vertices

in H1 ∪W ∪ N1. Let P ⊆ P ′ be the subset consisting of paths which share an end with one of

P1, . . . , P6. From here, we consider two cases.
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Figure 4.3: A K8-minor in G when N1 \H1 6= ∅ and shown here with s = 3.

If there exists x ∈ N1 such that x /∈ H1, then |W ∪ N1| = |W | + r = 7 because either H1 ⊆

W ∪ N1 \ {x} or W ∪ N1 is a separating set in G. We select the 6 paths P1, . . . , P6 in G − x.

Since NG(Z1 \N1) ⊆ W ∪N1 and N1 ⊆ Z1, it is clear that P1, . . . , P6 may be selected such that

∪6k=1V (Pk) ⊆ W ∪ Z1. Since x ∈ N1, we must have x ∈ Xi for some i ∈ {1, 2, . . . , s}, say

x ∈ X1. As there exists a Z1, Z2-path P ∈ P ′ and a Z1, Z3-path P ′ ∈ P ′ such that P, P ′ ⊆ Y1, we

see that some subpath Q′ of P ∪P ′ is a Z2, Z3-path. Since x is not an end of any of P1, . . . , P6, we

see that Q′ is disjoint from P . Note that since |N1| = r in this case, |Xi| = 3 for i ∈ {1, 2, . . . , s}.

We also have |Nj| = r, and so NG(Zj \ Nj) = Nj ∪W for j ∈ {2, 3}. Now by contracting each

of P1, . . . P6, Z2, and Z3 to a single vertex, and contracting Q′ and each P ∈ P to a single edge,

we obtain a K8-minor in G, a contradiction (see Figure 4.3).

On the other hand, if x ∈ H1 for every x ∈ N1, then either |N1| = r − 1 and |W ∪ N1| = 6,

or |N1| = r and there exists a single vertex w ∈ W \ H1 such that w is not an end of any path
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P1, . . . , P6 (by picking these paths inG−w, if necessary). We consider these two cases, separately.

First, suppose |N1| = r − 1 and |W ∪ N1| = 6. Then we must have H1 = W ∪ N1. If |X1| = 5,

then let Q′ be the Z2, Z3-path Q disjoint from
⋃

P∈P ′
V (P ) given by (14.2). If |X1| = 3, then since

there are r sets Xi with |Xi| = 3 and |N1| = r − 1, we may assume that N1 ∩X1 = ∅. By (14.1)

and since |N2| = r, |N3| = r + 1, we have N2 ∩X1 6= ∅ and N3 ∩X1 6= ∅. As there are r disjoint

Z2, Z3-paths in G −W , it is clear that a Z2, Z3-path Q′ can be found such that Q′ ⊆ Y1. Now in

either case, by contracting each of P1, . . . P6, Z2, and Z3 to a single vertex, and contracting Q′ and

each P ∈ P to a single edge, as before, we obtain a K8-minor in G, a contradiction.

Lastly, suppose |N1| = r and there exists a single vertex w ∈ W \H1 such that w is not an end of

any path P1, . . . , P6. Then |Xi| = 3, and by (14.1) |Zj ∩ Xi| = 1 for all for all i ∈ {1, 2, . . . , s}

and j ∈ {1, 2, 3}. Furthermore, we have |N2| = |N3| = r, and so |N2 ∪W | = |N3 ∪W | = 7.

Since G is 7-connected, in any set of 7 disjoint z2, z3-paths, one path Q′, say, must meet w. It is

clear that Q′ is disjoint from P1, . . . , P6 and every P ∈ P since Q′ ∩ (Z1 ∪ Y1 ∪ · · · ∪ Ys) = ∅.

Thus we may once again obtain a K8-minor in G by contracting each of P1, . . . P6, Z2, and Z3 to a

single vertex, and contracting Q′ and each P ∈ P to a single edge, a contradiction. This completes

the proof of (14).

(15) max{|Z1|, |Z2|, |Z3|} ≥ 7− |W |.

Suppose to the contrary that |Zj| ≤ 6 − |W | for all j ∈ {1, 2, 3}. Since Hj ⊆ Zj ∪W , we have

|Zj| ≥ 6− |W |, and so |Zj| = 6− |W | for j ∈ {1, 2, 3}. Since Zj and W are mutually disjoint, it

follows that |Zj ∪W | = |Zj| + |W | = 6, and so Zj ∪W induces the K6-subgraph G[Hj] for all

j ∈ {1, 2, 3}. Therefore W ⊆ H1 ∩H2 ∩H3. But |W | ≥ 1 by (B) and (3), and H1 ∩H2 ∩H3 = ∅

by (C), a contradiction. (15) follows.

(16) At most one of Z1, Z2, Z3 has at most 6− |W | vertices.
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Suppose not. By (15), exactly two sets Zj satisfy |Zj| ≤ 6 − |W |, say Z1 and Zk for some

k ∈ {2, 3}. By the same argument as in the proof of (15), we have that Z1 ∪ W and Zk ∪ W

induce the K6-subgraphs G[H1] and G[Hk], respectively. Thus W ⊆ H1 ∩ Hk, and so we must

have k = 2, W = M = H1 ∩ H2, and |W | = 1 by (B) and (3). Further, since Hj ⊆ Zj ∪W

by (7.i), we have |Zj| = 5 for j ∈ {1, 2}. Then H3 ∩W = ∅ by (C), so |Z3| ≥ 6.

We first claim for any i ∈ {1, 2, . . . , s} that if Zj ∩ Xi 6= ∅ for some j ∈ {1, 2}, then |Xi| ≥ 5.

Suppose z ∈ Z1 ∩X1 with |X1| < 5. Then |X1| = 1 or 3 by (6). If there exists y ∈ Y1 \X1, then

by (2.ii), X1 ∪W is a separating set in G with |X1 ∪W | ≤ 4, contradicting that G is 7-connected.

Therefore Y1 = X1. Now by (2.iii) and the definition of the set Z1, z can only have neighbors in

Z1 ∪ Y1 ∪W \ {z}. But |Z1 ∪ Y1 ∪W \ {z}| ≤ |Z1 \ {z}|+ |Y1 \ {z}|+ |W | = 4 + 2 + 1 = 7,

contradicting that δ(G) ≥ 8. This proves our claim.

By (2.i), there are at most three sets Xi such that |Xi| ≥ 5. Thus, by our above claim, we may

assume that Z1 ∪ Z2 ⊆ X1 ∪X2 ∪X3 say. Then |X1 ∪X2 ∪X3| ≤ 15 by (2.i). Let z ∈ Zj ∩Xi

for some j ∈ {1, 2} and some i ∈ {1, 2, 3}, say z ∈ Z1 ∩ X1. Then z cannot be adjacent to a

vertex y ∈ Xk \ H1 unless k = 1, since by the definition of Z1 any such vertex y would belong

to Z1 and then |Z1| ≥ 6, a contradiction. Thus it follows that W ∪ X1 ∪ X2 ∪ X3 \ (Z1 ∪ Z2) is

a separating set in G with at most 6 vertices, contradicting that G is 7-connected. This completes

the proof of (16).

We will utilize the following definition from the proof of (14) throughout the remainder of the

proof of Theorem 1.6.6. For j ∈ {1, 2, 3}, define Nj to be the set of vertices of Zj with a neighbor

in G− (Zj ∪W ).

(17) |Zj| ≥ 7− |W | for j ∈ {1, 2, 3}.

Suppose to the contrary. By (16), we have only one set Zj with |Zj| ≤ 6 − |W |. Since |Zj| ≥

79



6 − |W | by (7.i), we have |Zj| = 6 − |W | for some j ∈ {1, 2, 3}. Hence W ⊆ Hj , and so

j ∈ {1, 2}, say |Z1| = 6− |W |. Then N1 = Z1 since G is 7-connected. By (2.i), (13), and that G

is 7-connected, each of |N2| and |N3| must be equal to one of 7 − |W | or 8 − |W |, with at most

one equal to the latter. We now prove the following.

(17.1) |Xi| ≤ 3 for all i ∈ {1, 2, . . . , n}.

For suppose |X1| > 3. By (6), |X1| ≥ 5. By (2.i) and (13), we must have |N2| = |N3| =

7 − |W |, and additionally |X1| = 5 and |Xi| ≤ 3 for all i ∈ {2, 3, . . . , n}. If |X1 ∩ Z1| ≥ 3, then

(Z1 \X1) ∪ (X1 \ Z1) ∪W is a separating set of G with cardinality

|(Z1 \X1) ∪ (X1 \ Z1) ∪W | = |Z1 \X1|+ |X1 \ Z1|+ |W | ≤ (3− |W |) + 2 + |W | = 5,

contradicting that G is 7-connected. If |X1 ∩Z1| = 2 or 0, then it is easy to see that some other set

Xi, say X2, must have |X2 ∩Nj| = 2 for some j ∈ {1, 2, 3}. But then (Nj \X2)∪ (X2 \Nj)∪W

is a separating set of G with cardinality

|(Nj \X2) ∪ (X2 \Nj) ∪W | = |Nj \X2|+ |X2 \Nj|+ |W | ≤ (5− |W |) + 1 + |W | = 6,

again contradicting that G is 7-connected. Thus we must have |X1 ∩ Z1| = 1. If |X1 ∩ Nj| ≥ 3

for j ∈ {2, 3}, then (Nj \X1) ∪ (X1 \Nj) ∪W is a separating set of G of cardinality at most 6, a

contradiction. Thus we have |X1 ∩ N2| = |X1 ∩ N3| = 2. By a similar argument again, we must

have |Xi ∩Nj| = 1 for all i ∈ {2, 3, . . . , n} and j ∈ {1, 2, 3} such that |Xi| = 3.

Now by (B), (C), (7.i), and since W ⊆ H1, we must have |Z2| ≥ |H2 \ W | ≥ 5 and |Z3| ≥

|H3 \ W | ≥ 3. By (14), either |Z2| = |N2| = 7 − |W | or |Z3| = |N3| = 7 − |W |, and thus

|W | ≤ 4. Therefore |Z1| ≥ 2, and so there is a set, say X2, with |X2 ∩ Z1| = 1 and |X2| = 3. Let

x ∈ X2 ∩ Z1. Then the neighbors of x in G must be in Z1 ∪W ∪ Y2. As |Z1 ∪W \ {x}| = 5, x
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must have at least 3 neighbors in Y2 since δ(G) ≥ 8. Thus Y2 6= X2, and so X2∪W is a separating

set in G of size 3+ |W |. Since G is 7-connected, we conclude |W | ≥ 4. Therefore |W | = 4. Since

|Z2| ≥ 5 and now |N2| = 3, we have Z2 6= N2. Thus Z3 = N3 by (14). Since |Z3| = 3, we see

that |H1 ∩H3| = 3. But now S := H1 ∪X2 \ (Z1 ∩X2) is a separating set in G with |S| = 7 and

∆(G[S]) ≥ 5, contradicting (A). This proves (17.1).

It is clear from (13) and (17.1) that |N1|+ |N2|+ |N3|must be divisible by 3, and so {|N2|, |N3|} =

{7 − |W |, 8 − |W |}. Now let x ∈ Z1. Since Z1 = N1, x belongs to some set, say X1, such that

|X1| = 3. Since Z1 ∪X1 ∪W \ (Z1 ∩X1) is a separating set of G, it is clear that |Z1 ∩X1| = 1.

Now x can have neighbors in G only in Y1 ∪ Z1 ∪ W . As W ∪ Z1 ⊆ H1, we see that x must

have at least three neighbors in Y1 since δ(G) ≥ 8, and so Y1 6= X1. Thus, by (2.ii), X1 ∪W is

a separating set of G with |X1 ∪W | = 3 + |W |. Since G is 7-connected, we conclude |W | ≥ 4.

Since |Z2| ≥ 5, we see |Z2| ≥ 9− |W |, and so Z2 6= N2. By (14), Z3 = N3. Since |H3 ∩H1| ≤ 3,

we see |Z3| ≥ 3.

We claim thatX1∩Z3 6= ∅. Indeed, ifX1∩Z3 = ∅, then |X1∩N2| = 2 andN2∪X1∪W \(X1∩N2)

is a separating set of G with

|N2 ∪X1 ∪W \ (X1 ∩N2)| ≤ |N2|+ |X1|+ |W | − |X1 ∩N2| = |N2|+ |W | − 1.

SinceG is 7-connected, this gives |N2| ≥ 8−|W |, and so |N2| = 8−|W |. Thus |Z3| = 7−|W | ≤ 3

since |W | ≥ 4, and since |Z3| ≥ 3 we must have |W | = 4 and |Z3| = 3. Now it is not hard to see

that there must exist some setXi, sayX2, such that |Z3∩X2| ≥ 2. But then Z3∪X2∪W \(Z3∩X2)

is a separating set with |Z3 ∪X2 ∪W \ (Z3 ∩X2)| ≤ 6, contradicting that G is 7-connected. This

proves the claim. But now S := H1 ∪ X1 \ (H1 ∩ X1) is a separating set in G with |S| = 7 and
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∆(G[S]) ≥ 5, contradicting (A). This proves (17).

(18) |Nj| = 7− |W | for j ∈ {1, 2, 3}.

Since G is 7-connected and |Zj| ≥ 7 − |W | by (17), it follows that |Nj| ≥ 7 − |W | for all

j ∈ {1, 2, 3}. By (13) and (2.i), it is easy to see that (18) follows.

(19) |Xi| ≤ 3 for all i ∈ {1, 2, . . . , n}.

By (18), |N1|+ |N2| + |N3| = 21− 3|W |, and so it is clear by (13) and (2.i) that there must exist

exactly 7− |W | sets Xi with |Xi| = 3, and all other sets Xi have |Xi| = 1.

(20) |Xi ∩Nj| = 1 for all j ∈ {1, 2, 3} and i ∈ {1, 2, . . . , n} such that |Xi| = 3.

For if |Xi ∩Nj| ≥ 2, then Xi ∪Nj ∪W \ (Xi ∩Nj) is a separating set in G with |Xi ∪Nj ∪W \

(Xi ∩Nj)| ≤ 6, a contradiction.

(21) If |W | ≤ 3, then Xi = Yi for all i ∈ {1, 2, . . . , n}.

By (11), this is true if |Xi| = 1. So assume by (19) that, say, |X1| = 3 and X1 6= Y1. Then X1∪W

is a separating set in G with |X1∪W | = 3 + |W |. Since G is 7-connected, we must have |W | ≥ 4,

and (21) follows.

(22) For i ∈ {1, 2, . . . , n}, if |Xi| = 3 and Xi = Yi, then Xi induces a K3-subgraph of G.

By (14) and the symmetry between Z1 and Z2, we may assume that Z1 = N1. Let x ∈ Z1, and

suppose by (13) and (19) that x ∈ X1, say, where |X1| = 3 and X1 = Y1. Then x can have

neighbors in G only in Z1 ∪ Y1 ∪W . Since |Z1 ∪W \ {x}| = 6 by (18), and since δ(G) ≥ 8, x

must have at least two neighbors in Y1, namely the two vertices of X1 \ Z1. By (14), there exists

j ∈ {2, 3} such that Nj = Zj . By (20), there exists x′ ∈ Zj ∩X1. Then by the same argument, x′

also must have at least two neighbors in Y1. Since |X1| = 3, it is clear that X1 must then induce a
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K3-subgraph in G. This proves (22).

(23) |W | ≥ 2.

Suppose to the contrary that |W | ≤ 1. By (B) and (3), |W | ≥ 1. Thus |W | = 1. Then |N3| = 6

by (18). Since G is 7-connected, G − W is 6-connected. So let P1, . . . , P6 be disjoint paths in

G − W such that one end of Pi belongs to H3 and the other end belongs to N3 for each i ∈

{1, 2, . . . , 6}. Note that it is possible some paths Pi may consist of only a single vertex. For each

i ∈ {1, 2, . . . , 6}, let xi be the end of Pi in N3, and by (13), (19), and (20), we may assume that

xi ∈ Xi, where |Xi| = 3. By (20) and (22), each xi has a neighbor in each of Z1 and Z2 for

i ∈ {1, 2, . . . , 6}. But then contracting each of P1, . . . , P6, Z1, and Z2 ∪W to a single vertex gives

a K8-minor in G, a contradiction. This proves (23).

(24) |W | ≥ 3.

Suppose to the contrary that |W | ≤ 2. By (23), |W | ≥ 2. Thus |W | = 2. First, consider the case

thatW ⊆ H1, say. ThenW∩H3 = H1∩H3. IfH1∩H3 6= ∅, then |H2\W | = |H3\W | = 5. By (14)

and (18), either Z2 = H2 \W or Z3 = H2 \W . If H1 ∩H3 = ∅, then |Z3| ≥ |H3| > 7− |W |, and

so Z3 6= N3 by (18). Hence Z2 = N2 = H2 \W by (14) and (18). In either case, Zj induces a K5-

subgraph ofG for some j ∈ {2, 3}. Suppose Z2 = N2 = H2\W , and let x ∈ N2∩X1, say. Then x

can have neighbors only in Z2∪Y1∪W by (2.ii) and the definition of Z2. Since |Z2∪Y1 \{x}| = 6

by (21), x must be adjacent to both vertices of W since δ(G) ≥ 8. It follows that Z2 is complete

to W . But then Z2 ∪W induces a K7-subgraph of G, and so a K8-minor can be easily found since

G is 7-connected, a contradiction. A similar argument holds if Z3 = N3 = H3 \W .

Thus W 6⊆ Hj for any j ∈ {1, 2, 3}. If |M | = 2, then W = M ⊆ Hj for some j ∈ {1, 2, 3},

and so we must have |M | = 1. Then if W ∩ H3 = ∅, then W ⊆ Hj for some j ∈ {1, 2}, and

so |W ∩ H3| = 1. By symmetry and (14), we may assume that Z1 = N1. Then by (14), either
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Z2 = N2 or Z3 = N3. If Z2 = N2, then Z2 = H2 \W by (18). Let x ∈ Z2 and suppose x ∈ X1,

say. Since x can have neighbors only in Z2 ∪ Y1 ∪W , and since |Z2 ∪ Y1 \ {x}| = 6 by (21),

we see that x must be adjacent to both vertices of W since δ(G) ≥ 8. Thus it follows that Z2 is

complete to W , and by symmetry Z1 is complete to W as well. Let P1, . . . , P5 be disjoint paths in

Z3 with one end in H3 \W and the other end in N3, where possibly the paths Pk consist of only a

single vertex. Then contracting each of P1, . . . , P5, Z1, and H2 to a single vertex gives a K8-minor

in G (along with the vertex in H3 ∩W ) by (21) and (22), a contradiction. If instead Z3 = N3, a

similar argument shows that Z3 and Z1 are complete to W , and suitable paths from H2 to N2 can

be contracted along with Z1, a Z1,W -edge and Z3 to give a K8-minor. This proves (24).

(25) |W | ≥ 4.

Suppose to the contrary that |W | < 4. By (24), |W | = 3. We may assume that |W∩H1| ≥ |W∩H2|

by symmetry.

(25.1) |M | ≥ 2.

If |M | = 1, it is not hard to see that this is only possible if |W ∩ Hj| = 2 for j ∈ {1, 2} by (14)

and (18). Then |Z3| ≥ |H3| = 6 > 7 − |W |, and so Z3 6= N3 by (18). By (14), (18), and (7.i),

Nj = Zj = Hj \W for j ∈ {1, 2}. Let x ∈ Z2 ∩ X1, say. Then x can have neighbors only in

Z2 ∪ Y1 ∪W by (2.ii) and the definition of Z2. Since Y1 = X1 by (21) and |Z2 ∪ Y1 \ {x}| = 5,

it is clear that x must be complete to W since δ(G) ≥ 8, and so every vertex in W has at least

one neighbor in Z2. Now let y ∈ Z3 \ N3. Since G is 7-connected, there exist 7 x, y-paths in G,

disjoint except for their ends. As any vertex of Z3 \ N3 can have neighbors only in Z3 ∪W and

|N3 ∪W | = 7, it is clear that each vertex of N3 ∪W is met by one of these paths. In particular,

each vertex in W has at least one neighbor in Z3. Additionally note by (22) that each set Xi with

|Xi| = 3 induces a triangle for any i ∈ {1, 2, . . . , n}. Since every vertex of H1 either belongs to

W or to N1, we therefore deduce that every vertex in H1 has some neighbor in each of Z2 and Z3.
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Then Z2 and Z3 are adjacent via any set Xi with |Xi| = 3. By contracting each of Z2 and Z3 to a

single vertex, we obtain a K8-subgraph in G, a contradiction. This proves (25.1).

(25.2) W = M .

Suppose to the contrary that W 6= M . By (3) and (25.1), |M | = 2. Since |H1 ∩H2| = 1 by (B),

we may assume |H1 ∩H3| = 1, say. Let w ∈ W \M . If w ∈ H1, then |Zj| ≥ 5 > 7 − |W | and

Zj 6= Nj by (18) for j ∈ {2, 3}, contradicting (14). So by symmetry, we may assume w ∈ H3,

say. Then |Z2| ≥ 5, and so Z2 6= N2. Then by (14), Zj = Nj for j ∈ {1, 3}. Let x ∈ Z3 ∩ X1,

say. Then x can have neighbors only in Z3 ∪ Y1 ∪W , and since |Z3 ∪ Y1 \ {x}| = 5 by (21), it

is clear that x must be complete to W since δ(G) ≥ 8. It follows that Z3 is complete to W , and

in particular that y ∈ H1 ∩H2 is complete to Z3. But this contradicts that d(y) ≤ 11 by (B). This

proves (25.2).

From (25.2), we have |M | = 3. Thus either |H3 ∩ Hj| = 1 for j ∈ {1, 2} or |H3 ∩ H1| = 2 and

|H3 ∩H2| = 0. In the former case, by symmetry and (14), we may assume Z1 = N1. In the latter

case, |Z2| ≥ 5 > 7 − |W |, and so Z2 6= N2 by (18), and by (14), Z1 = N1. So in either case, we

have Z1 = N1. Let x ∈ Z1 ∩X1, say. Then x can have neighbors only in Z1 ∪ Y1 ∪W . By (21),

Y1 = X1, and so |Z1 ∪ Y1 ∪ W \ {x}| = 8. Thus x is complete to Z1 ∪ Y1 ∪ W \ {x} since

δ(G) ≥ 8, and it follows both that Z1 is complete to W and that Z1 induces a clique in G (note

if |H3 ∩ H1| = 2, then Z1 6= H1 \W ). As W = M also induces a clique, we see that Z1 ∪W

induces a K7-subgraph of G. Since G is 7-connected, a K8-minor can be easily obtained, which is

a contradiction. This proves (25).

(26) |W | = 5.

Suppose to the contrary that |W | 6= 5. By (10) and (25), |W | = 4. By symmetry, we may assume

that |W ∩ H1| ≥ |W ∩ H2|. Then it is not too hard to see that there are only three possibilities
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which satisfy (14) and (18):

(i) |H1 ∩H3| = 2 and |H2 ∩H3| = 1;

(ii) |M | = 3, |H1 ∩H3| = 2, and |W ∩H3| = 1; or

(iii) |H1 ∩H3| = 3 and Z1 6= H1 \W .

Note that in each of these cases, |Z2| ≥ 4, so Z2 6= N2, and thus by (14), Zj = Nj for j ∈ {1, 3}.

We claim that for any i ∈ {1, 2, . . . , n}, if |Xi ∩ Zj| = 1 for all j ∈ {1, 2, 3}, then Xi = Yi.

Suppose to the contrary that, say, |X1 ∩ Zj| = 1 for j ∈ {1, 2, 3}, and that X1 6= Y1. Then

S := X1 ∪W is a separating set in G and so |S| = 7 by (19). But x ∈ H1 ∩ H3 ⊆ W has five

neighbors in S, contradicting that ∆(G[S]) ≤ 4 by (A). This proves the claim.

It now follows that each x ∈ Z3 belongs to some Xi where Xi = Yi by (13) and (19), since

Z3 = N3. Say x ∈ Z3 ∩ X1. As such an x can have neighbors only in Z3 ∪ Y1 ∪ W and

|Z3 ∪ Y1 \ {x}| = 4, it is clear that x is complete to W since δ(G) ≥ 8. It follows that Z3 is

complete to W , and in particular that y ∈ H1 ∩ H2 is complete to Z3. But this contradicts that

d(y) ≤ 11 by (B). This proves (26).

By (18) and (26), we have |Nj| = 2 for all j ∈ {1, 2, 3}. In order to satisfy this and (14), it is not

hard to see that, by symmetry, we must have |H1 ∩H3| = 3, |M | = 4, and H3 ⊇ (W \M) 6= ∅.

Then |Z2| ≥ |H3 \W | > 5, and so Z2 6= N2. By (14), Hj \W = Zj = Nj for j ∈ {1, 3}.

(27) For i ∈ {1, 2, . . . , n}, if Yi 6= Xi, then every vertex in Xi ∪W has a neighbor in every

component of G[Yi \Xi].

Suppose Y1 6= X1, say. Then |X1| = 3 by (11) and (19), and S := X1 ∪W is a separating set

of G with |S| = 8. Thus for any component C of G[Y1 \ X1], at least seven vertices of S have

a neighbor in V (C) since G is 7-connected. If only seven vertices of S have a neighbor in some

component C of G[Y1 \X1], say x ∈ S is anticomplete to V (C), then S \ {x} is a separating set
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with |S \ {x}| = 7, but then any vertex in H1 ∩ H3 \ {x} has at least five neighbors in S \ {x},

contradicting (A). Thus (27) follows.

(28) For i ∈ {1, 2, . . . , n}, the subgraph of G induced by Yi is connected. Additionally, if

|Xi| = 3 and x, y ∈ Xi, then the subgraph of G induced by Yi \ {x, y} is connected.

If Xi = Yi this follows from (11) and (22). So we may assume that X1 6= Y1, say. From (27) we

see that each vertex of X1 has at least one neighbor in every component of G[Y1 \X1], and so (28)

follows.

(29) For i ∈ {1, 2, . . . , n}, if |Xi| = 3 then Xi 6= Yi.

For suppose there exists i ∈ {1, 2, . . . , n} such that |Xi| = 3 and Xi = Yi, say i = 1. By (22), X1

induces a K3-subgraph of G. Let x ∈ N3 ∩X1. Then x can have neighbors only in Z3 ∪ Y1 ∪W ,

and since |Z3 ∪ Y1 \ {x}| = 3, we can see that x must be complete to W since δ(G) ≥ 8, and in

particular x is complete toM . ThusH ′ := M∪X1\N2 induces a clique inGwith |H ′| = 6. There

must be one more set Xi with |Xi| = 3, say X2. Then by (28), Y2 \ (Nj ∪Nk) induces a connected

subgraph of G for all j, k ∈ {1, 2, 3} with j 6= k, and it follows that there is an N1, N3-path P

avoiding N2, and a P,N2-path Q disjoint from P except for its end, such that both P and Q are

in Y2. It is clear that every vertex in H ′ is adjacent to at least one end of P . Lastly, W ∪ N2 is a

minimum separating set in G, and so it follows that every vertex of W has a neighbor in Z2 \N2.

Since X1 induces a K3, we see that every vertex of H ′ thus has a neighbor in Z2. Then contracting

each of V (P ) and Z2 ∪V (Q) \V (P ) to a single vertex will give a K8-minor in G, a contradiction.

This proves (29).

Now, by (18) and (26), |Nj| = 3 for all j ∈ {1, 2, 3}. By (13) and (19), there are two sets Xi with

|Xi| = 3, say X1 and X2. It follows from (29) and (27) that the vertex y ∈ H1 ∩ H2 has at least

one neighbor in each of Y1 \X1 and Y2 \X2. Since (H1 ∪H2) ∩ (Yi \Xi) = ∅ for i ∈ {1, 2}, we
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see y has at least twelve neighbors in G, contradicting (B). This contradiction completes the proof

of Theorem 1.6.6. �
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CHAPTER 5: FUTURE WORK

In this chapter, we discuss possible extensions of our work in this dissertation, as well as other

topics of interest.

5.1 Double-Critical Graph Conjecture

Our ultimate goal in this area is to prove the next open case of the Double-Critical Graph Conjec-

ture, namely that the only double-critical, 6-chromatic graph is the complete graph K6. In [68],

Stiebitz showed that any non-complete, 5-chromatic, double-critical graph must contain a K3, and

hence a K4, thereby obtaining a contradiction when the vertices of any edge disjoint from the

K4 are deleted. The additional color in a non-complete, 6-chromatic, double-critical graph pre-

vents Stiebitz’s method from being applied directly. It is not even clear that any non-complete,

6-chromatic, double-critical graph must contain K4 as a subgraph.

We also hope to prove the next case of the Double-Critical Graph Conjecture for claw-free graphs.

That is, we want to show that any 9-chromatic, double-critical, claw-free graph must be K9. Our

methods presented in Section 2.4 applied to this case show that any such graph must contain

vertices of only degree 11 or 12. We believe that it should be possible, although very tedious, to

prove this case by analyzing the neighborhoods of vertices of degree 11 or 12 in a manner similar

to our examination of the neighborhoods of vertices of degree 10 in the proof of Theorem 1.2.8.

One approach to simplify this would be to improve Theorem 1.2.9. If we can show that no vertex

of degree t+2 is adjacent to a vertex of degree t+2 or t+3, then any 9-chromatic, double-critical,

claw-free graph must be 12-regular.
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5.2 Hadwiger’s Conjecture

We hope to apply our powerful Lemma 1.5.3 to improve Theorem 1.3.7. Our main goal is to show

that any K7-minor-free graph is 7-colorable. Hadwiger’s Conjecture says that any K7-minor-free

graph is 6-colorable. We have been able to make some partial progress on this particular problem.

If G is an 8-contraction-critical, K7-minor-free graph, then we are able to show in [61] that G

contains at most one vertex of degree 8. If we can similarly restrict the number of vertices of

degree 9 in such graphs, then it will follow from Theorem 1.4.1 that G contains a K7-minor, a

contradiction. This task, however, seems very hard.

Other applications of Lemma 1.5.3 are possible. If Theorem 1.4.6 can be extended to give an edge

bound for K−9 -minors, then we believe that Lemma 1.5.3 can be used to extend our Theorem 1.3.8

to show that anyK−9 -minor free graph is 11-colorable. Similarly, if Theorem 1.4.7 can be extended

to give an edge bound for K=
9 -minors, then we believe that Lemma 1.5.3 can be used to extend

Theorem 1.3.9 to show that any K=
9 -minor free graph is 10-colorable. In general, if a suitable

analogue to Conjecture 3.5.2 holds true for K−t -minors and K=
t -minors, then we believe it can

be shown that any K−t -minor-free graph is (2t − 7)-colorable and any K=
t -minor-free graph is

(2t− 8)-colorable.

5.3 OnRmin(K3, Tk)-saturated Graphs

Given graphs G,H1, . . . , Ht, we write G → (H1, . . . , Ht) if every t-edge-coloring of G con-

tains a monochromatic Hi in color i for some i ∈ {1, 2, . . . , t}. The classical Ramsey number

r(H1, . . . , Ht) is the minimum positive integer n such that Kn → (H1, . . . , Ht). A graph G is

(H1, . . . , Ht)-Ramsey-minimal if G → (H1, . . . , Ht), but for any proper subgraph G′ of G, G′ 6→

(H1, . . . , Ht). We define Rmin(H1, . . . , Ht) to be the family of (H1, . . . , Ht)-Ramsey-minimal
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graphs. It is straightforward to prove by induction that a graphG satisfiesG→ (H1, . . . , Ht) if and

only if there exists a subgraph G′ of G such that G′ is (H1, . . . , Ht)-Ramsey-minimal. Ramsey’s

theorem [52] implies thatRmin(H1, . . . , Ht) 6= ∅ for all integers t and all finite graphs H1, . . . , Ht.

As pointed out in a recent paper of Fox, Grinshpun, Liebenau, Person, and Szabó [21], “it is still

widely open to classify the graphs in Rmin(H1, . . . , Ht), or even to prove that these graphs have

certain properties”. Some properties of Rmin(H1, . . . , Ht) have been studied, such as the mini-

mum degree s(H1, . . . , Ht) := min{δ(G) : G ∈ Rmin(H1, . . . , Ht)}, which was first introduced

by Burr, Erdős, and Lovász [6]. Recent results on s(H1, . . . , Ht) can be found in [22, 21]. For

more information on Ramsey-related topics, the readers are referred to a very recent informative

survey due to Conlon, Fox, and Sudakov [13].

A graph G is Rmin(H1, . . . , Ht)-saturated if no element of Rmin(H1, . . . , Ht) is a subgraph of

G, but for any edge e in G, some element of Rmin(H1, . . . , Ht) is a subgraph of G + e. This

notion was initiated by Nešetřil [49] in 1986 when he asked whether there are infinitely many

Rmin(H1, . . . , Ht)-saturated graphs. This was answered in the positive by Galluccio, Siminovits,

and Simonyi [23]. We define sat(n,Rmin(H1, . . . , Ht)) to be the minimum number of edges over

all Rmin(H1, . . . , Ht)-saturated graphs on n vertices. This notion was first discussed by Hanson

and Toft [28] in 1987 when H1, . . . , Ht are complete graphs. They proposed the following conjec-

ture.

Conjecture 5.3.1 (Hanson and Toft [28]) Let r = r(Kk1 , . . . , Kkt) be the classical Ramsey num-

ber for complete graphs. Then

sat(n,Rmin(Kk1 , . . . , Kkt)) =


(
n

2

)
, n < r

(r − 2)(n− r + 2) +

(
r − 2

2

)
, n ≥ r

Chen, Ferrara, Gould, Magnant, and Schmitt [7] proved that sat(n,Rmin(K3, K3)) = 4n− 10 for

91



n ≥ 56. This settles the first non-trivial case of Conjecture 5.3.1 for sufficiently large n, and is

so far the only settled case. Ferrara, Kim, and Yeager [20] proved that sat(n,Rmin(m1K2, . . . ,

mtK2)) = 3(m1 + · · ·+mt− t) for m1, . . . ,mt ≥ 1 and n > 3(m1 + · · ·+mt− t). The problem

of finding sat(n,Rmin(K3, Tk)) was also explored in [7].

Proposition 5.3.2 (Chen, Ferrara, Gould, Magnant, and Schmitt [7]) Let k ≥ 2 and t ≥ 2 be

integers. Then

sat(n,Rmin(Kt, Tk)) ≤ n(t− 2)(k − 1)− (t− 2)2(k − 1)2 − (t− 2)

(
k − 1

2

)
+

(
(t− 2)(k − 1)

2

)
+

⌊
n

k − 1

⌋(
k − 1

2

)
+

(
r

2

)
,

where r = n (mod k − 1).

It was conjectured in [7] that the upper bound in Proposition 5.3.2 is asymptotically correct. Note

that there is only one tree on three vertices, namely, P3. A slightly better result was obtained for

Rmin(K3, P3)-saturated graphs in [7].

Theorem 5.3.3 (Chen, Ferrara, Gould, Magnant, and Schmitt [7]) For n ≥ 11, sat(n,Rmin(K3,

P3)) =

⌊
5n

2

⌋
− 5.

Motivated by Conjecture 5.3.1, we study the following problem in [60]. Let Tk be the fam-

ily of all trees on k vertices. Instead of fixing a tree on k vertices as in Proposition 5.3.2, we

will investigate sat(n,Rmin(K3, Tk)), where a graph G is (K3, Tk)-Ramsey-minimal if for any 2-

coloring c : E(G) → {red, blue}, G has either a red K3 or a blue tree Tk ∈ Tk, and we define

Rmin(K3, Tk) to be the family of (K3, Tk)-Ramsey-minimal graphs. By Theorem 5.3.3, we see

that sat(n,Rmin(K3, T3)) = b5n/2c − 5 for n ≥ 11. In [60], we prove the following two main

results. We first establish the exact bound for sat(n,Rmin(K3, T4)) for n ≥ 18, and then obtain an
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asymptotic bound for sat(n,Rmin(K3, Tk)) for all k ≥ 5 and n ≥ 2k + (dk/2e+ 1)dk/2e − 2.

Theorem 5.3.4 [60] For n ≥ 18, sat(n,Rmin(K3, T4)) =

⌊
5n

2

⌋
.

Theorem 5.3.5 [60] For any integers k ≥ 5 and n ≥ 2k + (dk/2e + 1)dk/2e − 2, there exist

constants c =
(
1
2

⌈
k
2

⌉
+ 3

2

)
k − 2 and C = 2k2 − 6k + 3

2
−
⌈
k
2

⌉ (
k − 1

2

⌈
k
2

⌉
− 1
)

such that

(
3

2
+

1

2

⌈
k

2

⌉)
n− c ≤ sat(n,Rmin(K3, Tk)) ≤

(
3

2
+

1

2

⌈
k

2

⌉)
n+ C.

The constants c and C in Theorem 5.3.5 are both quadratic in k. We believe that the true value of

sat(n,Rmin(K3, Tk)) is closer to the upper bound in Theorem 5.3.5.

For future work in this area, we plan to investigate sat(n,Rmin(K3, Tk)) for fixed trees Tk, rather

than the family of trees Tk. Further, we we believe the method developed in the proof of Theo-

rem 5.3.5 can be used to find sat(n,Rmin(K4, Tk)).
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