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ABSTRACT

Designing auditory interfaces is a challenge for current human-systems developers. This
is largely due to a lack of theoretical guidance for directing how best to use sounds in today’s
visually-rich graphical user interfaces. This dissertation provided a framework for guiding the
design of audio interfaces to enhance human-systems performance.

This doctoral research involved reviewing the literature on conveying temporal and
spatial information using audio, using this knowledge to build three theoretical models to aid the
design of auditory interfaces, and empirically validating select components of the models. The
three models included an audio integration model that outlines an end-to-end process for adding
sounds to interactive interfaces, a temporal audio model that provides a framework for guiding
the timing for integration of these sounds to meet human performance objectives, and a spatial
audio model that provides a framework for adding spatialization cues to interface sounds. Each
model is coupled with a set of design guidelines theorized from the literature, thus combined, the
developed models put forward a structured process for integrating sounds in interactive
interfaces.

The developed models were subjected to a three phase validation process that included
review by Subject Matter Experts (SMESs) to assess the face validity of the developed models and
two empirical studies. For the SME review, which assessed the utility of the developed models
and identified opportunities for improvement, a panel of three audio experts was selected to
respond to a Strengths, Weaknesses, Opportunities, and Threats (SWOT) validation
questionnaire. Based on the SWOT analysis, the main strengths of the models included that they
provide a systematic approach to auditory display design and that they integrate a wide variety of
knowledge sources in a concise manner. The main weaknesses of the models included the lack



of a structured process for amending the models with new principles, some branches were not
considered parallel or completely distinct, and lack of guidance on selecting interface sounds.
The main opportunity identified by the experts was the ability of the models to provide a seminal
body of knowledge that can be used for building and validating auditory display designs. The
main threats identified by the experts were that users may not know where to start and end with
each model, the models may not provide comprehensive coverage of all uses of auditory
displays, and the models may act as a restrictive influence on designers or they may be used
inappropriately. Based on the SWOT analysis results, several changes were made to the models
prior to the empirical studies.

Two empirical evaluation studies were conducted to test the theorized design principles
derived from the revised models. The first study focused on assessing the utility of audio cues to
train a temporal pacing task and the second study combined both temporal (i.e., pace) and spatial
audio information, with a focus on examining integration issues. In the pace study, there were
four different auditory conditions used for training pace: 1) a metronome, 2) non-spatial auditory
earcons, 3) a spatialized auditory earcon, and 4) no audio cues for pace training. Sixty-eight
people participated in the study. A pre- post between subjects experimental design was used,
with eight training trials. The measure used for assessing pace performance was the average
deviation from a predetermined desired pace. The results demonstrated that a metronome was
not effective in training participants to maintain a desired pace, while, spatial and non-spatial
earcons were effective strategies for pace training. Moreover, an examination of post-training
performance as compared to pre-training suggested some transfer of learning. Design guidelines

were extracted for integrating auditory cues for pace training tasks in virtual environments.



In the second empirical study, combined temporal (pacing) and spatial (location of
entities within the environment) information were presented. There were three different
spatialization conditions used: 1) high fidelity using subjective selection of a “best-fit” head
related transfer function, 2) low fidelity using a generalized head-related transfer function, and 3)
no spatialization. A pre- post between subjects experimental design was used, with eight training
trials. The performance measures were average deviation from desired pace and time and
accuracy to complete the task. The results of the second study demonstrated that temporal, non-
spatial auditory cues were effective in influencing pace while other cues were present. On the
other hand, spatialized auditory cues did not result in significantly faster task completion. Based
on these results, a set of design guidelines was proposed that can be used to direct the integration
of spatial and temporal auditory cues for supporting training tasks in virtual environments.

Taken together, the developed models and the associated guidelines provided a

theoretical foundation from which to direct user-centered design of auditory interfaces.
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CHAPTER ONE: GENERAL INTRODUCTION

Humans live and interact in a sound-rich world. Sounds provide a multitude of
information to humans about their environment, from ecological sounds characterizing the
environment to speech, which is an intrinsic component of human-to-human communication.
Despite its importance to real world interaction, audio cues have been underutilized in today’s
human computer interfaces, which mainly consist of visual constructs such as windows, icons,
menus, and pointing devices (WIMP) system. Designing auditory interfaces is a challenge for
current human-systems developers. This is largely due to a lack of theoretical guidance for
directing how best to use sounds in today’s visually-rich graphical user interfaces. This
dissertation provides a framework for guiding the design of audio interfaces to enhance human-
systems performance.

A review by the National Research Council (NRC) of Engineering Research forecasts
that multimodal systems will soon have extreme graphics “with some spatial audio interfaces and
haptic interfaces” and in the not too distant future, “spatial-audio effects, full-hand haptics, and
olfactory displays will also be available” (National Research Council, 2000, p.25). Despite these
optimistic projections, currently there is limited understanding with respect to the utility of using
such multimodal technology, and there are few existing guidelines to aid in designing and
implementing multimodal systems. There is a need to develop theoretical models and associated
design guidelines to aid the design of auditory interfaces, which taken together can provide a
structured process for integrating sounds in interactive interfaces. It is imperative to validate the
theoretical design principles through empirical studies, and thus provide a foundation for a user-

centered design process for auditory displays.



This dissertation uses the alternative three papers format. Chapter 1, this chapter,
provides an overall introduction to this doctoral research. Chapter 2 is the first paper, which is
currently under review by the Theoretical Issues in Ergonomics journal. Paper 1 presents the
theoretical underpinnings of this work and illustrates the development of three models, including
an audio integration model that outlines an end-to-end process for adding sounds to interactive
interfaces, a temporal audio model that provides a framework for guiding the timing for
integration of these sounds to meet human performance objectives, and a spatial audio model
that provides a framework for adding spatialization cues to interface sounds. In addition, paper 1
includes the results of subject matter experts’ evaluation of the developed models. Chapter 3 is
the second paper, which is under review by the Military Psychology journal. Paper 2 presents
the results of an empirical evaluation study that examines using audio cues to train a temporal
pacing task. Chapter 4 is the third paper, which is under development. Paper 3 presents the
results of a second empirical evaluation study, which examines using audio cues to train
combined temporal and spatial tasks. Chapter 5 provides a general discussion based on the three
papers combined. Chapter 6 concludes the dissertation and provides directions for future
research.

Taken together, this body of research, from the theoretically-driven models to the
validated design guidelines, establishes a foundation for user-centered auditory display design,

thereby advancing the state-of-the-art in auditory science.



CHAPTER TWO: THEORETICAL FOUNDATIONS FOR INTEGRATING
AUDIO IN INTERACTIVE INTERFACES™

This paper proposes theoretical foundations for conveying temporal (i.e., relating to time)
and spatial (i.e., relating to space) information using auditory cues in interactive systems. Three
theoretical models are developed to aid the design of auditory interfaces, including an audio
integration model that outlines an end-to-end process for adding sounds to interactive interfaces,
a temporal audio model that provides a framework for when to integrate these sounds to meet
certain performance objectives, and a spatial audio model that provides a framework for adding
spatialization cues to interface sounds. The models presented in this paper, which are each
coupled with a set of design guidelines theorized from the literature, put forward a structured

process for integrating sounds in interactive interfaces.

Introduction

Humans live and interact in a sound-rich world. Sounds provide a multitude of
information to humans about their environment, from ecological sounds characterizing the
environment to speech, which is an intrinsic component of human-to-human communication.
Despite its importance to real world interaction, audio cues have been under utilized in today’s
human computer interfaces, which mainly consist of visual constructs such as windows, icons,
menus, and pointing devices (WIMP) system. The WIMP paradigm has become a standard for

interacting with computers. Nevertheless, it suffers from limitations in that it fails to adapt to

“ Manuscript submitted to Theoretical Issues in Ergonomics.



individual user’s capabilities and limitations and some users still find such systems difficult to
master (Pew, 2003). In addition, these primarily visual interfaces may overload users with
information and do not utilize human information processing (HIP) resources across multiple
modalities (Wickens, 1984; 1992), thereby missing out on the advantages associated with the
multiplicative effects of multi-sensory processing (Rowe, 1999). Such parallel processing, as
discussed in Wickens’ (1984; 1992) multiple resource theory (MRT), has been demonstrated to
result in improvements in human-computer performance. Thus, it is important to consider how
to effectively integrate sound into human-system interactions.

A recent review by the National Research Council of Engineering Research forecasts that
multimodal systems will soon have extreme graphics “with some spatial audio interfaces and
haptic interfaces” and in the not too distant future, “spatial-audio effects, full-hand haptics, and
olfactory displays will also be available” (National Research Council, 2000, p.25). Despite these
optimistic projections, currently there is limited understanding with respect to the utility of using
such multimodal technology, and there are few existing guidelines to aid in designing and
implementing multimodal systems. In terms of the utility of spatial audio, such cues are
anticipated to improve performance in high stress applications, such as air craft cockpits and
advanced command and control operations centers, as they are suggested to increase situational
awareness (Begault, 2000). In addition, spatial audio is suggested to contribute to the sense of
immersivity in virtual environments (Begault, 1994). Current advances in spatial sound
technology make it possible to consider further the benefits of leveraging audio to enhance
human-system performance. The current research investigates using audio to enhance temporal
(i.e., relating to time-varying characteristics) and spatial (i.e., relating to location in space)

information conveyance. Through the models and design guidelines presented in this paper, this
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work aims to establish a foundation of user-centered auditory display design and provide a basis
for user-centered evaluation of auditory displays, thereby advancing the state-of-the-art in

auditory display design.

Audio Integration Model

The current work presents an audio integration model to address the end-to-end decision
making process for integrating auditory cues in interactive applications (see Figure 1). This
model has four steps, identifying the performance objective(s) to be met by the integration of
audio cues, selection of the audio cues to be presented, and identification of the temporal and
then the spatial parameters for this presentation.

Determine Select Auditory Cue ) . Decide
Decide Timing L
Performance {What sound to > = = Spatialization
R of Presentation i
Objectives use?) of Presentation

4

O
)
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- on- w2 o — 2 s fw
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Figure 1: Audio Integration Theoretical Model

When designing audio interfaces, the audio designer first needs to decide upon a
performance objective(s) - why sounds need to be added, i.e., to enhance which aspects of
performance? Sounds in interactive applications can be used to influence psycho-motor

(physical), affective (emotional), and cognitive (intellectual) aspects of human performance



(Bloom, 1956). Psycho-motor goals include physical movement, coordination, and use of motor-
skill areas. These skills require practice and are measured in terms of speed, precision, distance,
procedures, or techniques in execution. Audio has been shown to enhance psycho-motor
performance by timing start and finish of goal-directed movements, marking cycle ends for
rhythmic movements, and driving coordination in rhythm-modulated movements (Thaut, 2005).
Affective goals deal with effect on human emotions and include feelings, values, appreciation,
enthusiasms, motivations, and attitudes (Bloom, 1956). Audio has been shown to influence
human emotion, for example, fast tempo, large pitch variation, sharp envelope, few harmonics,
and moderate amplitude variation can drive happiness, while slow tempo, low pitch level, few
harmonics, round envelope, and pitch contour down can drive sadness (Fahlenbrach, 2002).
Cognitive goals deal with knowledge and include recall and recognition of facts, storage of
procedural patterns, and intellectual abilities and skills (Bloom, 1956). Audio has been shown to
enhance cognitive performance through reducing the amount of needed attentional resources by
drawing attention via audio cues and decreasing user’s cognitive workload by distributing
processing across multiple sensory systems (Brewster, 1997; Brown & Boltz, 2002).

Once the target performance objective(s) is determined, the audio designer needs to select
appropriate sounds for inclusion in the interface. Interface sounds can be speech or non-speech
(Kramer, 1994). Non-speech sounds include auditory icons (if the sound has semantic mapping
to an interface element) and earcons (Blattner et al., 1989; Brewster, 1994; 1997; Gaver, 1986).
The selection of interface sounds is not a trivial task, and poor selection of sounds can severely
hinder the efficacy of the interactive interface regardless of the timing and spatializing of the
sound. Some general design principles for selecting speech and non-speech sounds for

interactive interfaces include:



e Use natural speech interface whenever possible (Tsimhoni et al., 2001).

e Use different voices for different interface elements (ETSI, 2001).

e Set speech output speed at about 160 words per minute and do not exceed 210

words per minute (ETSI, 2001).

e Use musical instrument timbres- not simple tones (Brewster, 1994).

e Use timbres that are subjectively easy to tell apart (Brewster, 1994).

e Use large differences in pitch to distinguish auditory cues (Brewster, 1994).
Several authors have provided detailed guidelines for selecting interface sounds, which will not
be duplicated in the current work, as the focus herein is on the overall process of sound
integration (c.f., Barrass, 1997; Blattner et al., 1989; Brewster, 1994; 1997; 1998; 2003; ETSI,
2002; Gaver, 1986; Kramer, 1994; McGookin & Brewster, 2004; Patterson & Mayfield, 1990;
Walker & Kramer, 2005).

After selecting the interface sounds to use, decisions regarding the timing of presentation

and whether the sounds need to be spatialized are made, which are discussed in the following

sections.

Temporal Audio Theoretical Model

In general, temporal information is used to describe events that take place at a specific
instant in time (i.e., instant-based) or over a time interval (i.e., interval-based - before and after,
overlaps and overlapped-by, starts and started-by, finishes and finished-by, during and contains,
meets and met-by, and equal; Allen, 1984; Schreiber, 1994), as well as ordering and constraints

between such events (Allen & Ferguson, 1997; Vila, 1994). Such events can be grouped based



on how predictable they are (i.e., triggered, definite, spontaneous; Allen & Ferguson, 1994).

Audio is known to be superior as compared to visual when processing such temporal
information (ETSI, 2002; Kramer, 1994). Thus, events are specific occurrences in time that can
be either instantaneous (i.e., instant-based) or they can span a time interval (i.e., interval-based)
and often involve both (Schreiber, 1994). For example, a progress bar is a visual construct that is
commonly used to convey status information about a download task. The download task has two
main instantaneous events; start and finish. Each increment on the progress bar defines an
instance, including start and finish; however, the download time reflects an interval-based
measure. Conveying temporal information is dependent upon whether instant-based or interval-
based temporal information is needed. Instant-based temporal information focuses on conveying
information related to a particular point of time or a particular event. On the other hand,
interval-based temporal information focuses on conveying information related to durations,
rhythms, rates, and changes over time. Interval-based systems facilitate comparisons between
different durations (Allen, 1983). In a very general sense, the following holds true (Allen, 1983;
1984; Allen & Ferguson, 1994; 1997; Schreiber, 1994; Vila, 1994):

e Instant-based temporal information is used to specify a point in time such as an alarm

or warning.

e Instant-based temporal information is used to specify the start or finish of an activity.

e Interval-based temporal information is used to indicate status and progress.

e Interval-based temporal information is used to perform comparisons.

The temporal audio theoretical model shown in Figure 2 illustrates that audio can be used
to covey instant-based and interval-based temporal information. For example, an audio format
that is often used to guide rhythmic movements is a metronome, which marks exact instant-based

8



time increments by a regularly repeated tick (Kurtz & Lee, 2003). On the other hand, an
example of interval-based audio is using sounds with varying tempos that indicate relative
distance to objects (Day et al., 2004); i.e., shorter time delays between sounds as a user gets
closer to target or destination. A rhythmic sound is a special case of interval-based audio that
repeats at consistent time-increments within the interval (Thaut, 2005). This classification can
be of importance to the audio designer as rhythmic audio can be used to train pace-controlled
psychomotor actions, such as those associated with medical procedures, dancing, and sports
(Boyle et al., 2002; Interactive Metronome, 2005; Kaplan, 2002; Kern et al., 1992; Libkuman et
al., 2002; Wijnalda et al., 2005). When an external sensory stimulus is used to guide such
rhythmic movement, audio cues generally result in the least variability from target rhythm as
compared to visual or tactile cues (Chen et al., 2002; Kolers & Brewster, 1985).

Interval

Complexity

Instantaneous

Acoustic wave
characteristics

Complexity

Acoustic wave Speciral content Intensity
characteristics

. Pace
Spectral content Intensity

Rhythmic vs. arrhythmic *
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Figure 2: Temporal Audio Theoretical Model



As indicated in Figure 2, the main characteristic of an instantaneous sound is choosing
the acoustic wave attributes that enable a user to hear the sound as intended by the audio
designer at the right time (Plomp, 2002; Zwicker & Fastl, 1999). The acoustic wave attributes
that enable listeners to hear and differentiate sounds are spectral content, intensity, and
complexity (see Figure 2). The human ear works as a frequency analyzer that processes the
spectral content of an acoustic wave, thus extracting useful temporal and spectral information
from various frequency bands that create human perception of sound intensity and pitch (Plomp,
2002). The intensity of an acoustic wave is its amplitude or pressure level, it is commonly
measured relative to a reference level, in decibels (dB) (Zwicker & Fastl, 1999). For example, a
quiet forest will be about 15 dB, normal human conversations are about 70 dB, and a noisy
environment is about 110 dB. The audio designer selects (or develops) sounds with appropriate
intensity, spectral content and complexity to implement a particular instant-based sound (see
Figure 2). In order to enable hearing the instantaneous sound, tradeoffs exist between
overcoming ambient noises that might be present and producing sounds that are annoying or
harmful to the listener (Walker & Kramer, 2004). In addition to the acoustic wave attributes, an
interval-based sound involves the pace at which the acoustic wave repeats within a particular
time interval (see Figure 2). If the acoustic wave repeats at consistent time-increments within the
interval, then the sound is rhythmic, otherwise it is arrhythmic (Thaut, 2005). As
aforementioned, rhythms are an important consideration for motor task performance
(Karageorghis & Terry, 1997). They assume an important role in organizing music events into
coherent and comprehensible events and forms. The audio designer can select acoustic wave
attributes and pace for an interval-based sound to achieve different psychomotor, affective, or

cognitive performance objectives.

10



Several environmental factors and affecters can change how a user perceives the timing
of a particular sound (see Figure 2). The environment context factors include listener’s
familiarity with the sound (i.e., is the sound certain, known to the listener, or is it ambiguous?),
spatial position of the sound source with respect to the listener, and other characteristics of the
listening environment such as reverberation (Walker & Kramer, 2004).

Factors that can affect how users perceive a particular sound and may influence their
judgments regarding multiple concurrent sound streams include spatial and temporal separation
between sounds, frequency separation, and the presence of other concurrent sensory stimuli, such
as visual (see Figure 2; Bregman, 1990). For example, a listener will tend to associate a sound
event with a concurrent visual event, which is known as the ventriloquist effect (Alais & Burr,
2004). Listeners’ attention can also drive how a user perceives the timing of a particular sound
(Jones, 2004). Assessing the user’s environment and tasks with respect to familiarity with
sound, spatial position of a sound source within the application, reverberation, and attention is
important when the audio designer is implementing instant and interval-based sounds for an
interactive application. For example, when integrating two sounds that are instant-based, the
audio designer will need to ensure that the user will not mistake them to be a single interval-
based sound and that they will not be masked by other sensory stimuli (e.g., visual dominance),
and to do so, selecting spatial and/or temporal separation of the sounds can drive
differentiability. For such integration, general guiding principles include (Bregman, 1990):

e Use sounds with different frequency ranges to drive differentiation between multiple

sound streams.

e Use sounds with different spatial locations to drive differentiation between multiple

sound streams.
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The conceptual framework presented in Figure 2 identifies the general factors that must

be considered when designing instant and interval-based temporal audio cues in an interactive

application. Table 1 presents design principles that can be used to guide this design process

while meeting certain psychomotor, affective, and cognitive performance objectives.

Table 1: Temporal Information Conveyance Design Principles

Performance
Obijective

Audio
Type

Cue

Design Principles

Psychomotor

Instant

Certain

Use sounds to time start/finish of goal-directed movements
such as throwing a ball (Thaut, 2005).

e Use sounds to mark start/end points for rhythmic movements

such controlling finger tapping (Thaut, 2005).

Interval

Rhythmic

Use rhythmic music to synchronize physical activity in pace
setting, and matching tasks (Wijnalda et al., 2005).

o Use rhythmic audio to influencerhythmic physical movement

(Kolers & Brewster, 1985; Repp, 2006).

Ar-
rhythmic

Use arrhythmic audio to enhance physical activities such as
workouts (Karageorghis & Terry, 1997).

Use arrhythmic audio in rhythm-modulated movements to
increase or decrease user’s pace” (Thaut et al., 2004).

Affective

Interval

Ar-
rhythmic

Use upbeat music to lessen anger, and depression rather than
negative music (slow) (Karageorghis & Terry, 1997).

Use to drive happiness or sadness, by controlling tempo, pitch,
and harmonics (Fahlenbrach, 2002).

Cognitive

Instant

Certain

Use sound to enhance memory performance in terms of object
identification (Davis et al., 1999).

Use earcons to reduce user’s mental workload and reduce error
recovery time (Brewster, 1997).

Use sound to capture attention (Frauenberger et al., 2005).

Interval

Rhythmic

Use coherent sounds to convey information that requires
predictability to reduce the amount of attentional resources
needed” (Brown & Boltz, 2002).

Use rhythmic audio as a temporal ordering mechanism to
facilitate remembering (Thaut, 2005).

Ar-
rhythmic

Use arrhythmic audio with varying tempos to provide
feedback regarding position or distance” (Day et al., 2004).
Use arrhythmic audio to convey cause of dysfunction or for
urgent situations (alarm design)” (Guillaume et al., 2002).

*: Modified based on Expert Input.
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Psychomotor Performance Design Guidelines

There are three types of temporally-related psychomotor performance objectives; these
are goal-directed, rhythmic, and rhythm-modulated movements (Thaut, 2005). Goal-directed
movements have a specific target, such as throwing a ball a certain distance in minimum time, or
swinging a golf club. Rhythmic movements repeat at a constant rate such as tapping fingers or
drawing circles. Rhythm-modulated movements repeat over time but at either increasing or
decreasing rates, such as speeding up during exercise. Sounds can be used to influence all three
movement types. For goal directed movements, the audio designer can use instant-based sounds
to time start and finish of a movement (Thaut, 2005). Rhythmic movements can be controlled
using both instant and interval-based sounds. The audio designer can use instant-based sounds to
mark cycle ends for rhythmic movements (Thaut, 2005). Also, the audio designer can use
interval-based sounds as a guide for rhythmic movements by providing sounds that repeat at
consistent pace. People generally move in synch (Repp & Penel, 2004) and with less variability
(Kolers & Brewster, 1985) with an auditory-modulated rhythm as compared to a visually-
modulated rhythm. Once people synchronize their movements with that of auditory tones, they
generally can maintain the pattern without the audio being played (Kolers & Brewster, 1985).

Rhythm-modulated movements can be controlled using interval-based sounds. In
general, rhythm-modulation with audio cues involves using sounds that repeat at increasing or
decreasing pace as a guide for physical movements. These movements are common in
rehabilitation studies that involve gait, where typically a music tempo is initially chosen that
accommodates an individual’s gait capabilities and then the tempo is increased incrementally as

gait performance improves (Thaut et al., 2004). Repp (2006) provided an example of rhythm
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modulation, when he noted that people who initially tapped their fingers at their own pace were
influenced when exposed to rhythmic audio, and resynchronized their pace to that of the audio
when the tempo difference was less than 10%.

Music is an audio format that is commonly used when performing psychomotor activities
during exercise, which can involve both rhythmic and rhythm-modulated movements. Music is
found to enhance physical activities in several ways, first, music can divert performer’s attention
away from physical stress and fatigue, second, music can enhance psychomotor arousal by acting
as a stimulant before exercise and as a sedative during exercise, and third, music can enable
performers to synchronize their physical rhythm to that of musical rhythm (Karageorghis &
Terry, 1997). Music can be used to support user performance in three modes; these are pace-
fixing (i.e., playing music at a constant tempo to enable synchronization), pace-matching (i.e.,
playing music at a tempo that matches user’s pace), and pace-influencing (i.e., playing music at
varying tempo to influence a user to slow-up or slow-down) (Wijnalda et al., 2005).

In summary, audio can be used to influence the temporal aspects of psychomotor tasks in
the following ways:

e Instant-based sounds can be used to time start and finish of goal-directed movements

(Thaut, 2005).

e Instant-based sounds can be used to time cycle ends of rhythmic movements (Kolers &

Brewster, 1985; Thaut, 2005).

e Interval-based sounds can be used to drive synchronization of physical movements

(Thaut, 2005).

e Interval-based sounds can be used to influence rhythm-modulated movements to increase

or decrease a user’s pace (Thaut et al., 2004; Wijnalda et al., 2005).
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e Music can be used to synchronize physical rhythm to that of musical rhythm
(Karageorghis & Terry, 1997).
e Music can be used to influence user’s pace either to speed up or to slow down (Wijnalda

et al., 2005).

Affective Performance Design Guidelines

Affective performance objectives may include influencing a listener’s happiness, sadness,
or fear, among other emotions (Fahlenbrach, 2002; Karageorghis & Terry, 1997). In order to
drive such affective emotional experiences, the audio designer can vary the intensity, rhythm
(tempo), and form of an interval-based sound (Fahlenbrach, 2002). For example, fast tempos
and high pitches tend to evoke positive pleasant emotions, whereas slower tempos with lower
pitches evoke more negative somber emotions. Listening to upbeat music generally results in
positive moods and listening to slower music generally results in negative moods (Karageorghis
& Terry, 1997). A high intensity instant-based sound can scare a near-by person, and theatre
interval-based sounds drive suspension and excitement (Begault, 2000). It is important to note
that sound’s affect on human emotions depends on socio-cultural codes and taste influences
(Fahlenbrach, 2002). Audio can be used to influence affective tasks in the following ways
(Fahlenbrach, 2002):

e Use fast tempo, large pitch variation, sharp envelope, few harmonics, and moderate
amplitude variation to drive happiness.
e Use slow tempo, low pitch level, few harmonics, round envelope, and pitch contour down

to drive sadness.

15



e Use many harmonics, fast tempo, high pitch level, round envelope, and pitch contour up

to drive potency.

Cognitive Performance Design Guidelines

Cognitive performance objectives may include capturing user’s attention (such as alerting
a user to system malfunctions), decreasing user’s workload, enhancing information exchange
between user and system, and providing feedback to the user (Brewster, 1997; Day et al., 2004;
Frauenberger et al., 2005; Guillaume et al., 2002).

Auditory alarms can be instant- or interval-based. Instant-based alarms present
information regarding the nature of triggered events, whereas interval-based alarms are used to
present information regarding the nature and urgency of triggered events (Guillaume et al.,
2002), for example, high urgency can be expressed by fast pace, variable high pitch, irregular
harmonics, and fast onset ramp, while low urgency can be expressed by slow pace, descending
pitch, regular harmonics, and slow onset ramp. Listeners tend to perceive sounds with faster
vibrato and low frequency filtering as more important (Hakkila & Rankainen, 2003).

Integrating instant-based sounds into graphical user interfaces can decrease user’s
workload (Brewster, 1997). Both synthesized speech messages (communicating numerical
values and words) and rhythmical musical tones can be recognized successfully (Rigas et al.,
2001). Brown and Boltz (2002) indicate that coherent interval-based sounds exhibit a high
degree of internal predictability, which is common in conversational speech and western music,
and can reduce the amount of needed attentional resources. Rhythms with their internal cyclic

periodic nature create anticipation and predictability (Thaut, 2005). The temporal ordering
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resulting from rhythm organizes time and hence using rhythmic interval-based sounds can make
remembering easier since events may be patterned over time.

When used in virtual environments, sounds can enhance the sense of presence (or “being
there”, as reported by users), by providing “natural” ambient environment cues, and the recall
and recognition of visual objects and their spatial locations, by providing feedback cues that can
be utilized by users to remember environment characteristics (Davis et al., 1999; Dinh et al.,
1999). Increased usage of instant and interval-based sounds may also allow for increased
system-to-user information transfer, device/system miniaturization, increased user mobility,
increased accessibility for people with disabilities, and enhanced navigation (Frauenberger et al.,
2005). For example, when audio is used as a navigation aid, varying tempos can suggest relative
distance to objects (Day et al., 2004); i.e., shorter time delays between interval-based sounds can
be implemented, as a user gets closer to a target or destination. This can be useful in driver
assistance systems to aid in lane keeping, blind spot monitoring, and collision avoidance (Day et
al., 2004).

Audio can be used to influence the cognitive aspects of tasks in the following ways:

e Instant- and interval-based sounds can be used to provide feedback (Guillaume et al.,

2002).

e Instant- and interval-based sounds can be used as an alarm to alert the user to system

malfunctions (Hakkila & Rankainen, 2003).

e Interval-based sounds can be used to reduce user’s workload by dividing needed

processing across vision and audition (Brewster, 1997).

e Interval-based sounds can be used to reduce load on user’s memory by providing

structured ordering of time and enhanced predictability (Thaut, 2005).
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e Instant- and interval-based sounds can be used to enhance exchange of information
between system and user by utilizing more communication channels (e.g., vision and

audition; Frauenberger et al., 2005).

Spatial Audio Theoretical Model

Once the decisions on what sounds to use and when to use them in a particular interactive
application have been made (see Figure 1), the audio designer might opt to augment some of the
sounds with additional cues that enable listeners to hear the sounds coming from a particular
point in space. A conceptual distance-based model inspired by Cutting & Vishton’s (1995)
spaces model is herein proposed to describe treatment of spatialization cues at varying distances
from a listener. Cutting & Vishton focused on visual depth perception and presented a
framework to segment the space around an observer into three circular, egocentric regions.
These regions are personal space, action space, and vista space. Personal space is the area
immediately surrounding an observer; it extends to slightly beyond the arm’s reach. Action
space is within the individual’s accessible area of action; the observer can interact with various
objects within this space and it allows for quick action. Vista space is beyond 30 m, where only
monocular and static information are available. In the current work, this conceptualization is
extended to sound perception and the space around a listener. Specifically, for spatial sound
perception, three regions are defined, these are personal space (i.e., inside a listener’s head; ~<10
cm), proximal (i.e., nearby) space (~10 cm- 1 m), and distal space (beyond 1 m). All distances
are defined from the center of a listener’s head. The personal space dimensions are defined

based on the size of an average human head (about 16 cm in diameter). In proximal space, the
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spherical nature of sound waves reaching the listener makes interaural intensity difference (11D)
cues and monaural spectral cues dependent on the source’s distance from the listener. In distal
space, the sound waves reaching a listener are planar in nature, and are less sensitive to the
effects of head size and pinnae structure. Figure 3 shows the proposed segmentation for auditory
spaces.

10 cm 1m

Personal Proximal Distal
Space Space Space

roximal space and distal space entail reproducing sound sources
outsida listanars head, to EXTERNALIZE sound sources:

= Use individualized HRTFs

- Use broadband sources

- Calibrate HRTF spactrum as a function of head movement

Personal space
entails “Inside-the-
head localization”,
or "Laterization”

Figure 3: Proposed Spaces' Definition

In addition to distance from the listener (see Figure 3), there are several factors that
influence sound perception: sound location, environmental context, and affecters (see Figure 4).
Humans perceive sound location in three dimensions; azimuth, elevation, and distance (see
Figure 4). The most important cues for localizing a sound source’s angular position (azimuth)
are interaural time and intensity differences (ITD and 1ID). Interaural cues are based on the
relative differences between wave fronts at the two ears on the horizontal plane (Blauert, 1983).
Due to the nature of 11D and ITD, cones of confusion are created; these refer to points anywhere
on a conical surface extending out from the ear (Duda, 1997). When perceiving azimuth,
additional angular position localization cues take place due to head and source movement

(Begault, 1994). The head and source movements result in dynamic spectral modifications to the
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acoustic signals reaching a listener’s ears, which improve localization ability and reduce front-

back ambiguity (Wightman & Kistler, 1999).
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Cognitive familiarity (e.g. ventrilaquist ..) Parallax
Precedence effect
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) Doppler shift
Reverberation effect

contant

Envircnment
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Figure 4: Spatial Audio Perception

With regard to perceiving the elevation of a sound source (see Figure 4), the human
pinnae provide spectral modifications to acoustic signals that aid in elevation judgment with
respect to the median plane (Hebrank & Wright, 1974). The spectral modifications resulting
from pinnae folds produce a unique set of micro-time delays, resonances, and diffractions that
translate into a unique descriptor for each sound source position in the median plane (Begault,
2000).

With regard to perceiving the distance of a sound source (see Figure 4), the intensity of a
sound source is the most prominent distance cue in anechoic environments (or with familiar
sounds) (McGregor et al., 1985; Middlebrooks & Green, 1991). The intensity of sound is
inversely proportional to the squared distance from the sound source (Begault, 2000). In

reverberant environments, the ratio of reflected to direct sound plays an important role for

20



distance perception (Blauert, 1983). This ratio of reflected to direct sound creates perceptual
differences in the sound quality that depends on source distance (Middlebrooks & Green, 1991).

Perceiving the environmental context of a sound requires integrating loudness, cognitive
familiarity cues, spectral content, and reverberation content (see Figure 4) (Begault, 1994; 2000).
The loudness of a sound source perceived by a listener provides information regarding the
reverberation characteristics of the environment, as well as the location of the various sound
sources with respect to the listener (Middlebrooks & Green, 1991). The presence of different
familiar sounds enables the listeners to judge their environment (Begault, 1994). The spectral
content of sound reaching a listener is dependent on the environment spatial layout, absorption
characteristics, and the presence of various obstacles within the environment, which result in
different reflection and diffraction patterns (Blauert, 1983). The reverberant content of sound
reaching a listener characterizes the spatial dimensions on the listening environment and its
reflective characteristics (Blauert, 1983; Middlebrooks & Green, 1991).

Several affecters (see Figure 4) are known to influence human perception of a sound
source; these include multi-sensory, precedence, parallax, and Doppler-shift effects (Begault,
1994; 1999). The presence of concurrent multi-sensory visual or haptic stimuli can affect
listener’s judgment regarding sound source location (Driver & Spence, 2000). For example, a
ventriloquist effect explains the correlation of apparent location of an auditory event with a
concurrently occurring visual event (Alais & Burr, 2004). The precedence effect describes the
fact that humans tend to localize a sound source using the first information available to them. If
two sounds are played at the same time (or within 15 ms), humans will tend to assume a single
location depending on which signal got to them first (Wallach et al., 1949). This effect explains

the localization of sounds in reverberant environments. The auditory parallax effect describes
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the differences in interaural cues that take place depending on sound distance and may lead to
better distance judgment accuracy for sources to the side compared to sources straight ahead
(Holt & Thurlow, 1969). The Doppler-shift effect explains changes in pitch as a moving sound
source passes by a listener (Neuhoff & McBeath, 1996). When a sound source is moving
towards the listener, the sound waves propagate in the same direction as the source, but as soon
as it crosses over the listener’s position, the propagation becomes opposite to the source
direction, which results in a sudden drop in the sound pitch perceived by the listener.

Once integrated, the proposed spaces’ definition and spatial sound perception variables
provide a conceptual framework to present design principles for integrating spatialization to

sound sources (see Figure 5 and Table 2).

Personal Space Design Guidelines

When designing audio cues to be used without externalization (i.e., inside the head; in
personal space), only laterality needs to be considered since sound sources will be perceived as
falling on the axis connecting the listener’s two ears (Jeffress & Taylor, 1961). To enhance
laterality, the following design considerations for personal space should be considered:

e Manipulating the interaural cues (time and intensity differences) moves sound on the

intracranial axis connecting the listener’s ears (Blauert, 1983).

e Frequencies between 1500 Hz and 5000 Hz should be avoided to enhance interaural cues

(Mills, 1972).

e Echoes and reverberation effects should be excluded to enhance interaural cues (Shinn-

Cunningham, 2001).
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Table 2: Spatial Information Conveyance Design Principles

Effect Audio Cue Space Design Principles/Notes
Interaural time . Personal | Use ITD to move source on intracranial axis.
d;fferent_:e (ITD) Pr_OX|maI Use ITD to present source azimuth location at low frequencies
Dominate at low | Distal . .
frequenc (independent of distance).
q y
Interaural intensity | Personal | Use IID to move source image on intracranial axis.
difference (11D) ** | Proximal | Use 11D to present source azimuth location at high frequencies.
-> Dominate at The frequency effect increases as sound distance goes from 1m-10
high frequency as cm.
wavelength of Note: ILD increases dramatically as a lateral sound source
sound signal is approaches listener’s head.
Azimuth i?;;ldﬁ?nrzﬁiirgg;o Distal Use 11D to present source azimuth location at high frequencies.

Proximal | Use dynamic cues resulting from source and head movement to
disambiguate location and reduce front/back errors.

Note: Percent of front/back errors is greater for distances < 50cm.
Source and head !\Iote: Small ghanges in position don’t produce perceptible changes
movement 3 - LD L -

Distal Use dynamic cues resulting from source and head movement to
disambiguate location and reduce front/back errors.

Note: Small changes in position don’t produce perceptible changes
in the HRTF .

Proximal | Use broadband sources and high frequency content and vary audio
presentation as a function of pinnae reflection to present elevation
angels.

Spectral Note: High frequency content varies with elevation, not with
Elevation | modifications by distance in near field.
pinnae 3 Distal Use broadband sources and high frequency content and vary audio
presentation as a function of pinnae reflection to present elevation
angels.
Note: Independent of distance.
Proximal | Use intensity/loudness cues to convey distance information.
Note: HRTFs change substantially with distance for sources
between 10cm and 1m.
. Note: For distances less than 1m, low frequency content
Intensity/ . ; .
loudness 13 dominates d_|stance perception.
. Note: For distances less than 1m, humans use ITD and 11D to
- Can be lost in o
noisy operational determlpe dlstarjce. :
environments Note: Distance judgment is better for lateral sources.
' Distal Use intensity/loudness cues to convey distance information.
Distance Note: Fore distances < 3m, these cues are less discriminatory.
Note: For distances > 1m, HRTFs vary with location (not
distan