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ABSTRACT

The Internet ecosystem comprising of thousands of Autonomous Systems (ASes) now
include Internet eXchange Points (IXPs) as another critical component in the infrastructure.
Peering plays a significant part in driving the economic growth of ASes and is contributing
to a variety of structural changes in the Internet. IXPs are a primary component of this
peering ecosystem and are playing an increasing role not only in the topology evolution of
the Internet but also inter-domain path routing. In this dissertation we study and analyze
the overall affects of peering and IXP infrastructure on the Internet. We observe IXP peering
is enabling a quicker flattening of the Internet topology and leading to over-utilization of
popular inter-AS links. Indiscriminate peering at these locations is leading to higher end-
to-end path latencies for ASes peering at an exchange point, an effect magnified at the
most popular worldwide IXPs. We first study the effects of recently discovered IXP links
on the inter-AS routes using graph based approaches and find that it points towards the
changing and flattening landscape in the evolution of the Internet’s topology. We then study
more [XP effects by using measurements to investigate the networks benefits of peering. We
propose and implement a measurement framework which identifies default paths through
IXPs and compares them with alternate paths isolating the IXP hop. Our system is running
and recording default and alternate path latencies and made publicly available. We model

the probability of an alternate path performing better than a default path through an IXP
iii



by identifying the underlying factors influencing the end-to end path latency. Our first-
of-its-kind modeling study, which uses a combination of statistical and machine learning
approaches, shows that path latencies depend on the popularity of the particular IXP, the
size of the provider ASes of the networks peering at common locations and the relative
position of the IXP hop along the path. An in-depth comparison of end-to-end path latencies
reveal a significant percentage of alternate paths outperforming the default route through
an IXP. This characteristic of higher path latencies is magnified in the popular continental

exchanges as measured by us in a case study looking at the largest regional IXPs.

We continue by studying another effect of peering which has numerous applications
in overlay routing, Triangle Inequality Violations (TTVs). These TIVs in the Internet delay
space are created due to peering and we compare their essential characteristics with overlay
paths such as detour routes. They are identified and analyzed from existing measurement
datasets but on a scale not carried out earlier. This implementation exhibits the effectiveness
of GPUs in analyzing big data sets while the TIVs studied show that the a set of common
inter-AS links create these TIVs. This result provides a new insight about the development

of TIVs by analyzing a very large data set using GPGPUs.

Overall our work presents numerous insights into the inner workings of the Internet’s
peering ecosystem. Our measurements show the effects of exchange points on the evolving

Internet and exhibits their importance to Internet routing.
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CHAPTER 1: INTRODUCTION

Internet eXchange Points (IXPs) have recently grown into an integral component of the
global Internet ecosystem. They facilitate the easy setup of peering between a wide variety
of Autonomous Systems (ASes) in-spite of their diverse business and technology policies.
The dynamics of peering necessitates mutual agreement between a pair of ASes to share
traffic based on a set of predefined criteria. Economic and network profits are the final goal.
The direct exchange of traffic (instead of using a higher tier transit provider) enables the
peering ASes to make significant savings in its transit costs to the larger provider(s) of which

they are customers.

1.1 Motivation

Figure 1.1 exhibits an example of ASes setting up a peering relationship (AS A and B) at an
IXP to exchange traffic while ASes E and F use traditional transit providers to direct their

traffic.

The advent of peering has led to a gradual change in the fundamental routing structure
of the Internet. Recent studies [2, 3] show the Internet to be evolving into a flatter system

from the traditional hierarchical system. The flatter system of peering could be classified

1



into two broad types: private, where very large corporations set up their own dedicated (and
expensive) backbone infrastructure; and public, where small, medium and large networks
connect at an IXP located at a suitable geographic location. The peering exchange often
times helps avoid long intra (or sometimes inter) continental backhaul transit links for traffic
destined locally and thus not only helps save on transit costs but also improves network
performance for ASes exchanging traffic at the exchange. Figure 1.1 exhibits an example of
ASes setting up a peering relationship (AS A and B) at an IXP to exchange traffic while

ASes E and F use traditional transit providers to direct their traffic.

The exchange ecosystem of the Internet affects the workings of the Internet in a
variety of ways [4]. Peering affects the growth and evolution of the inter-domain AS topology
which in turn significantly affects end-to-end routing. While peering has definite economic
advantages for the lower tier-ASes, the network benefits of peering have not been studied by
the research community. Networks (both service providers or other organizations) require
greater knowledge in the determining the effectiveness of the peering points. This would
result in informed and beneficial routing policies and ultimately more efficient packet routing
across the Internet which coupled with the economic advantages of peering would lead to

greater synergy between the networks.



1.2 Approach

In our work, we study the effects of IXPs and the peering fabric on the Internet architecture
and routing dynamics. We study how peering is affecting the growth and evolution of
the inter-domain AS topology and the effects on they are having on end-to-end routing.
Some applications of peering are investigated in overlay routing along-with the design and
implementation of a measurement framework. A recent work by Ager et. al. [5] identify
more peering links at a single European IXP than the total number of these links known in
2010, a significant and rather startling finding. This incredibly rich peering fabric will have
a definite impact on end-to-end path latencies, a characteristic which has not been actively
studied by the research community. Our work is thus a first step in this direction where we
actively analyze paths through the peering exchanges and determine their efficiency. This
analysis of the constantly evolving peering fabric is carried out on a snapshot of the Internet’s
topology and data traffic. Here we look at how Internet path latencies are being affected
by the phenomenon of worldwide peering. We compare end-to-end path latencies of paths
through IXPs with synthetic alternate paths isolating the IXP effects. Such an approach
helps pinpoint the effects IXPs are having on these paths. Using the measurements generated
from our routing analysis framework we learn and identify a generalized linear regression
model identifying the underlying factors affecting the latencies of the paths through the

IXPs.



The increasing deployment of Internet eXchange Points (IXPs) has on the other hand
led to a new avenue of research in determining additional links in the Internet topology. He
et al. [6] present a framework which extracts new topology information from select IXPs
and verify these edges from existing BGP tables and traceroute data. They report a higher
number of new edges, most of them being of the peer-to-peer type. using available graph-
theoretic methods and available data sources we study AS visibility at IXPs with the primary
aim of establishing the role of these IXPs in determining the evolving Internet topology. We
try to find out if IXP data presents significant connectivity information not present in the
more conventional data sources such as RouteViews BGP data [7] or Skitter data from

CAIDA [8] among others.

<+«—— > Peering Link
< ====p BGP Session

Internet Cloud

Figure 1.1 An example of peering at an IXP. AS A and B bypass the Internet to exchange
traffic at the IXP switch. However ASes E and F need to set up BGP sessions to transmit
data to each other through the Internet’s hierarchical routing infrastructure. A and B could
also set up peering sessions easily with the other IXP participants such as C,D and E based

on their peering policies.



1.3 Contribution

Our in-depth study and analysis of exchange points presents significant contributions towards
a better understanding of the workings of the peering fabric of the Internet. We design and
implement a measurement framework to infer path latencies of alternate paths isolating the
IXP effects enables us to observe the high rate of over-utilization of default Internet paths
through the public exchange points. We observe that one of ten IXP paths is the best
available path amongst all other Internet paths, a characteristic indicating the potential of
proper planning in the design and selection of an IXP for a peering relationship between
participating ASes. Using the measurement framework we model the underlying dynamics
of the IXP paths and observe that the number of IXP participants, size of provider ASes
of peering networks and the relative location of an IXP along the path exhibit a direct
influence on the performance of an alternate path. we observe IXP paths to be over-utilized
in comparison with similar alternate paths between the same end hosts. One of ten IXP paths
is the best available path amongst all other Internet paths, a characteristic indicating the
potential of proper planning in the design and selection of an IXP for a peering relationship
between participating ASes. Other characteristics of inter-domain Internet routing namely
detours and the formation of triangle inequality violations (TIVs) largely remain consistent
with that seen in previous studies, even with the advent of peering and a definite change
in the Internet’s topology evolution. We observe most [XP paths still possessing efficient

detour alternatives due to the creation of TIVs in the Internet delay space.



Overall, this dissertation presents useful insight into the workings of route dynamics
at the exchange points across the world. The switching networks at these locations are
responsible for huge amounts of traffic everyday and play a major role in determining network
services for millions of end-users. By pointing out the potential for improvements at these
major locations, the lessons learnt here will be applicable to a large cross-section of ASes

comprising of the peering fabric of the Internet.

1.4 Organization

This dissertation is organized as follows: chapter 2 presents relevant background literature
about IXPs and its applications to Internet routing and topology and is followed by brief
description of related work in chapter 3. Chapter 4 talks about the effects of peering links on
Internet topology evolution. This is followed by chapter 5 which talks about the bandwidth
studies to the popular web destinations and chapter 7 presenting details about parallel
analysis techniques developed for network measurements. Measuring inter-domain routing
performance is presented in chapter 8 which contains the proposed measurement framework
and evaluation results and the modeling effort is detailed in chapter 9. We conclude in

chapter 10 with discussions and the course for future work.



CHAPTER 2: INTERNET EXCHANGE POINTS

2.1 IXP architecture

IXPs are independently maintained physical infrastructures enabling public peering of mem-
ber ASes. An IXP provides physical connectivity between the different member networks
while the decision to initiate BGP sessions between AS pairs is left to the individual net-
works themselves. Figure 2.1 represents a regular scenario where a set of ASes (A to E)
transmit data to each other using the Internet. Here local ASes end up using international
links to transmit data which increases costs while decreasing network performance. Only
if ASes have a local connection (AS C and D) are these problems mitigated. IXPs enable
public peering between member ASes by providing physical connectivity infrastructure and
the decision to initiate BGP sessions between AS pairs is left to the individual AS networks
themselves. Most IXPs connect members through a common layer-2 switching fabric [9].
The public peering at the IXP then becomes simpler due to the availability of physical in-
frastructure, with member ASes A and B (as shown in figure 2.2) initiating a BGP session to
exchange packets through the IXP switch. On the other hand if E needs to send data to F,
it requires the set up of BGP sessions between routers in the Internet cloud for it to be able

to successfully transfer data to F. Figure 2.2 shows a scenario with the ASes peering at the



IXP switch. In this case, data sent between these ASes need not traverse the entire Internet
and can be directly shared through the IXP. These peering links reduce transmission delays,
use lesser international bandwidth and thus reduce overall costs of exchanging data for every

IXP member AS.

The question arises as to when should an AS subscribe to an IXP? It is dependent
on a variety of factors, primarily economic in nature. In the scenario shown in figure 2.2, if
there is a significant volume of daily traffic between AS E and F, then it would probably be
better off for F to peer at the IXP. Assuming both are stub ASes, the amount both would
have to pay their respective transit providers would be far greater than the cost of setting up
a peering link at the IXP. Data transfer costs, which in turn is dependent on traffic volumes

are generally the determining factors behind AS peering at IXPs.

Internet Cloud

Figure 2.1 A set of ASes transmitting data to each other through the Internet. AS C and D

share data through a direct peering link.

The advantages of peering at IXPs has led to a significant growth in the number of

ASes peering at these switching points worldwide. As more and more ASes start peering
8



there is a greater percentage of data packets being routed in the Internet through these
switches. In the following section we conduct some measurements and show that almost
thirty percent of all routes in the Internet traverse an IXP. This leads to a greater number
of peering links being formed at the IXPs thereby affecting the various characteristics of the

Internet topology.

<+— > Peering Link
< ===<p BGP Session

Internet Cloud

Figure 2.2 A set of ASes peering at an IXP. A and B set up a BGP session to exchange data
while E and F use the Internet cloud to transmit data to each other. Any AS peering at the

IXP may initiate BGP session with a peering AS.

2.2 IXP Growth

An increasing number of IXPs are being deployed across the world to enable more efficient
traffic delivery over the Internet. This growth in the number of IXPs has been skewed with
regard to the geographical location of these new IXPs being set up. There are numerically

higher number of IXPs in Europe and North America than those in Asia or Africa for
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example. However, there is no denying the fact that with an increasing number of IXPs
coming up and with more ASes peering at these IXPs, the net Internet traffic going through

these IXPs has increased over the years.

40

Percentage of IXP routes

2004 2005 2006 2007 2008 2009
Year

Figure 2.3 Percentage of IXP routes visible in one cycle of Skitter traceroute data every year

for the month of September.

To study the impact of IXP routes we first need to quantify the percentage of routes
going through any IXP in the Internet. To do this, we obtain one complete cycle of Skitter
(now renamed Ark) traceroute data from the year 2004 to 2009 for the month of September.
A complete cycle of data represents different skitter vantage points across the world sending
out traceroute probes to the standard CAIDA destination list and records the paths taken.
Based on the available list of IXP prefixes obtained from PCH and PeeringDB, we search
for routes consisting of hops within these prefixes. An IXP route is thus defined as a route

which contains atleast one hop through the network with a known IXP prefix. We count the
10



number of IXP routes obtained within one cycle and calculate its percentage based on the
total number of routes obtained for the same cycle period. Figure 2.3 presents the percentage
of IXP routes obtained every year and we observe that for most years we have atleast 30
percent of all routes traversing an IXP. This means that almost one in every three routes
goes through an IXP. The drop in percentage in 2008 and 2009 can be attributed to the fact
that CAIDA’s skitter architecture underwent a major change that year transferring to the
Ark architecture. This resulted in a fewer traceroute probes being sent out and thus there
were lesser routes recorded during this time. Table 2.1 presents the total number of routes
observed along with the total number of IXP routes obtained. Oliveira et al. [10] point out
that a high number of links and routes are not visible in the Skitter data due to its shrinking
probing scope. The number of routes visible have decreased which is has led to a decrease
in the number of IXP routes too, but it still shows a significant percentage of routes being
taken going through an IXP thereby underlying the importance of IXPs in the evolution of

the Internet ecosystem.

2.3 Data sources and identifying IXP peering links from traceroutes

Internet topology evolution is typically studied by using various established datasets made
available to the research community. BGP routing table dumps from the University of
Oregon’s RouteViews project [7] is the most extensively used resource. AS links appearing

in the BGP tables represent existing links with a high probability of being alive and is
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thus a more reliable source of information. However, if a link breaks or a node is down,
the information takes some time to be updated through the network through BGP updates
thereby leading to higher routing table convergence times. These updates have also been

used as topology snapshots since they show a greater number of AS links over time [11].

Table 2.1 IXP growth obtained from searching known IXP prefixes from one cycle of Skitter

data for the month of September

Year | IXP Routes found | Total routes visible | Percentage
2004 6963592 23312823 29.87
2005 6999045 21370051 32.75
2006 6387175 18455760 34.60
2007 5606309 15541716 36.07
2008 1629327 7020300 23.20
2009 1906532 7407891 25.73

Another widely available source of data is the data released by CAIDA under the
Archipelago (Ark) infrastructure for research use [12]. From various vantage points across
the Internet, ICMP probe packets are sent to a set of destination IP addresses using the
traceroute tool. iPlanes [13] and Dimes [14] are other important and widely used sources of

data publicly available for use in the study of Internet topology evolution.
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There is a limited availability of data with respect to IXPs. PCH [1] maintains and
makes available a set of BGP tables collected from a set of IXP routers worldwide while
PeeringDB [15] is another project where IXP information is manually updated by individual
providers. The recent IXP mapping effort by Augustin et al. [16] present IXP specific
datasets including IXP IDs and network prefixes. Using a variety of tools developed, the
authors come up with a list of IXP members and a set of peering links at these IXPs. They
successfully discover and validate the existence of 44K IXP peering links which is roughly
75% more than reported in previous studies [6, 9]. This additional dataset of peering links

at IXPs is used in this paper to create a more complete Internet topology graph.

I[XP peering links have been mentioned as the hidden links which may be the key
to solving ([6, 9]) the well known missing link problem in the study of Internet topology
evolution. Table 4.1 presents a summary of the various data sets used and the nomenclature

used throughout this paper.

Identifying IXPs in a traceroute has been described extensively in [6] and [17]. IXPs
are assigned an [P address block and each AS peers at the IXP with a definite [P address
for the interface within the given block. The list of IXP address blocks are available at PCH
[1] and PeeringDB [15]. With the known list of IXP address prefixes we can search for every
prefix from traceroute data and identify routes which include an IXP hop. As stated in [6]
AS participants may then be identified by following the sequence of IP addresses before and

after the known IXP address. By mapping the IP address of the participants to their AS
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numbers we can obtain the participants at that particular IXP. We use these techniques to

identify paths traversing an IXP in a later section.

2.4 Routing Performance

Our work is built on techniques and lessons from a variety of Internet measurement studies
dealing with latency prediction, topology evolution and peering dynamics. In addition,
statistical modeling methods such as generalized linear models help us identify and validate

learning models from data generated by our measurement framework.

iPlane [13, 18] is the primary reference point in this work as we use publicly avail-
able datasets extensively to carry out our inter-AS latency estimates. The iPlane system
continuously measures and maintains an annotated map of the Internet which is used to
predict paths (both at the router level and the AS level) between arbitrary end nodes on the
Internet. iPlane in itself is based on the broad vision of Clark et. al. [19] who discussed the
need for an Internet wide knowledge plane which builds and maintains models of network

functionality.

While latency measurements for paths utilizing an IXP have not been looked into
in great detail, peering as a plausible source for the creation of quicker detour paths is
mentioned by Zheng et. al. in [20]. The authors argue that routing policies impact RTTs

directly for both intra- and inter-domain routing naturally giving rise to Triangle Inequality
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Violations ! (TIVs) in the Internet delay space. TIVs have been studied ([21])and used
extensively in overlay routing architectures [22] to implement efficient routing schemes for a
variety of applications. For example, Ly et al. [23] use them to obtain latency reduction in

popular online games.

2.5 Internet Topology

Internet topology evolution research is traditionally carried out with active measurements
with [24] being one of the earliest works constructing topology snapshots from BGP routing
tables and updates. This led to the general technique of constructing AS or router-level
graphs of the Internet topology using both traceroute and BGP data [25, 26, 27| and ana-
lyzed these graphs based on various graph theoretical metrics. The focus has mostly been
on designing measurements to maximize the number of links uncovered and solve the incom-
pleteness problem [28; 9]. Researchers have all along concentrated on finding new links [29]
and removing the expired links [10] formed due to the constantly changing Internet dynamics.
Topology evolution needs to be studied in detail to help in the design and implementation of
better topology generators and evolution models. These topology generators play a major
role as newer and more efficient routing architectures can only be designed when effective
topology maps can be created. Models proposed in [30, 31] aim to generate graphs which

exhibit desired graph characteristics of the Internet.

!Here the default latency between two arbitrary end-hosts is greater than the computed latency between
them via another intermediate host
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IXPs were recently identified as an integral component of the Internet architecture
and were made a focal point of the study in [17] and [16]. He et al. [29, 6] carry out
significant studies on uncovering IXP peering links and suggest that these locations hold the
key to solving the hidden links problem in Internet topology research. By using the very
comprehensive study carried out by Augustin et al. in [16] we aim to measure the impact
these IXPs peering links are having on the evolving Internet topology today. Gregori et al.
in [32] present an initial work discussing the impact IXP links are having on the AS-level
Internet topology while we provide a more in-depth analysis and characterization of various
graph based topology metrics in our work. Our aim is to interpret and analyze the effects

these IXP peering links are having on the Internet topology.

2.6 Triangle Inequality Violations

Internet TIVs have been extensively studied in recent years with Zheng et al [20] reporting
the correlation between inter-domain routing policies of ASes and the formation of TIVs.
The authors surmise peering policies between ASes could lead to alternate shorter paths
and hence more instances of a violation occuring. Savage et al. [33] first show the existence
of detour routes, other paths through an intermediate host but to the same destination
creating a TIV. The authors show that more than 30% of all default routes have a better
detour path. The best detour paths more often have only one intermediate hop as shown in

[22] which means the identification of TIVs do not require computing longer detours across
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numerous other nodes. Lumezanu et al. in [34] analyze many new real world data sets of
varying sizes and granularities to show that the TIVs are not just measurement artifacts and
that their numbers could vary over time. Another section of inequality violation analysis
has been in the performance analysis of network coordinate systems such as Vivaldi [35] and
[21]. Due to the metric nature of these coordinate systems, TIVs cannot be replicated by
the node embeddings. Wang et al. [21] identify these problems in the neighbor selection

process and propose an alert mechanism eliminating the severe violations.

All the prior work analysing TIVs consider any Internet path across arbitrary end-
hosts/ASes. In our work we carry out these study only for those paths traversing an exchange
point. These exchange points paths have different characteristics because of the very nature
of peering in the Internet, bypassing the transit providers and creating newer peering links
between participating ASes. Analyzing these specific TIVs created due to exchange points
have not been carried out in earlier work. IXPs in general and their effects on the topological
evolution of the Internet have been a recent focus of the community. He et al. [6] suggest that
the exchange points hold the key to solving the hidden links problem in Internet topology
research, the primary goal of which is to uncover the maximum number of inter-AS links.
Augustin et al in [16] carry out a comprehensive study in finding these IXP links and are
successful in obtaining almost 18K previously unseen links. IXPs have been accepted to
be an integral part of the Internet ecosystem and are playing a major part in the Internet

interconnection dynamics today.
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As identifying TIVs on a large scale is a computationally involved problem, we use
parallel computing to carry out this process and harness the parallel processing capabilities
readily available to most users. By breaking down the steps of the computation at hand
we observe that the pattern matching and APSP graph algorithms may be implemented
in parallel. This parallel implementation is carried out both on a multi-core CPU and on
the GPGPU with NVIDIA’s CUDA API. Huang et al. [36] propose a GPU based multiple
pattern matching algorithm while the authors in [37] evaluate and implement a signature
matching scheme on an Nvidia G80 GPU which outperforms a serial implementation on
a Pentium4 by up to 9x. In our work we use the PFAC library which uses a variant of
the well-known Aho-Corasick [38] algorithm. GPUs have also been used in solving various
graph problems with Harish et al. [39] first using CUDA to compute the APSP on a graph.
Katz et al in [40] improve this solution to give faster speedup results while Buluc et al in
[41] implement a recursively partioned APSP algorithm and obtain a very high degree of
speedup. We use the technique proposed in [41] to implement our instance of APSP and

explain the process in detail in the following sections.
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CHAPTER 3: RELATED WORK

3.1 Routing Performance

Our work is built on techniques and lessons from a variety of Internet measurement studies
dealing with latency prediction, topology evolution and peering dynamics. In addition,
statistical modeling methods such as generalized linear models help us identify and validate

learning models from data generated by our measurement framework.

iPlane [13, 18] is the primary reference point in this work as we use publicly avail-
able datasets extensively to carry out our inter-AS latency estimates. The iPlane system
continuously measures and maintains an annotated map of the Internet which is used to
predict paths (both at the router level and the AS level) between arbitrary end nodes on the
Internet. iPlane in itself is based on the broad vision of Clark et. al. [19] who discussed the
need for an Internet wide knowledge plane which builds and maintains models of network

functionality.

While latency measurements for paths utilizing an IXP have not been looked into
in great detail, peering as a plausible source for the creation of quicker detour paths is
mentioned by Zheng et. al. in [20]. The authors argue that routing policies impact RTTs

directly for both intra- and inter-domain routing naturally giving rise to Triangle Inequality
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Violations ! (TIVs) in the Internet delay space. TIVs have been studied ([21])and used
extensively in overlay routing architectures [22] to implement efficient routing schemes for a
variety of applications. For example, Ly et al. [23] use them to obtain latency reduction in

popular online games.

3.2 Internet Topology

Internet topology evolution research is traditionally carried out with active measurements
with [24] being one of the earliest works constructing topology snapshots from BGP routing
tables and updates. This led to the general technique of constructing AS or router-level
graphs of the Internet topology using both traceroute and BGP data [25, 26, 27| and ana-
lyzed these graphs based on various graph theoretical metrics. The focus has mostly been
on designing measurements to maximize the number of links uncovered and solve the incom-
pleteness problem [28; 9]. Researchers have all along concentrated on finding new links [29]
and removing the expired links [10] formed due to the constantly changing Internet dynamics.
Topology evolution needs to be studied in detail to help in the design and implementation of
better topology generators and evolution models. These topology generators play a major
role as newer and more efficient routing architectures can only be designed when effective
topology maps can be created. Models proposed in [30, 31] aim to generate graphs which

exhibit desired graph characteristics of the Internet.

!Here the default latency between two arbitrary end-hosts is greater than the computed latency between
them via another intermediate host
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IXPs were recently identified as an integral component of the Internet architecture
and were made a focal point of the study in [17] and [16]. He et al. [29, 6] carry out
significant studies on uncovering IXP peering links and suggest that these locations hold the
key to solving the hidden links problem in Internet topology research. By using the very
comprehensive study carried out by Augustin et al. in [16] we aim to measure the impact
these IXPs peering links are having on the evolving Internet topology today. Gregori et al.
in [32] present an initial work discussing the impact IXP links are having on the AS-level
Internet topology while we provide a more in-depth analysis and characterization of various
graph based topology metrics in our work. Our aim is to interpret and analyze the effects

these IXP peering links are having on the Internet topology.

3.3 Triangle Inequality Violations

Internet TIVs have been extensively studied in recent years with Zheng et al [20] reporting
the correlation between inter-domain routing policies of ASes and the formation of TIVs.
The authors surmise peering policies between ASes could lead to alternate shorter paths
and hence more instances of a violation occuring. Savage et al. [33] first show the existence
of detour routes, other paths through an intermediate host but to the same destination
creating a TIV. The authors show that more than 30% of all default routes have a better
detour path. The best detour paths more often have only one intermediate hop as shown in

[22] which means the identification of TIVs do not require computing longer detours across
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numerous other nodes. Lumezanu et al. in [34] analyze many new real world data sets of
varying sizes and granularities to show that the TIVs are not just measurement artifacts and
that their numbers could vary over time. Another section of inequality violation analysis
has been in the performance analysis of network coordinate systems such as Vivaldi [35] and
[21]. Due to the metric nature of these coordinate systems, TIVs cannot be replicated by
the node embeddings. Wang et al. [21] identify these problems in the neighbor selection

process and propose an alert mechanism eliminating the severe violations.

All the prior work analysing TIVs consider any Internet path across arbitrary end-
hosts/ASes. In our work we carry out these study only for those paths traversing an exchange
point. These exchange points paths have different characteristics because of the very nature
of peering in the Internet, bypassing the transit providers and creating newer peering links
between participating ASes. Analyzing these specific TIVs created due to exchange points
have not been carried out in earlier work. IXPs in general and their effects on the topological
evolution of the Internet have been a recent focus of the community. He et al. [6] suggest that
the exchange points hold the key to solving the hidden links problem in Internet topology
research, the primary goal of which is to uncover the maximum number of inter-AS links.
Augustin et al in [16] carry out a comprehensive study in finding these IXP links and are
successful in obtaining almost 18K previously unseen links. IXPs have been accepted to
be an integral part of the Internet ecosystem and are playing a major part in the Internet

interconnection dynamics today.
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As identifying TIVs on a large scale is a computationally involved problem, we use
parallel computing to carry out this process and harness the parallel processing capabilities
readily available to most users. By breaking down the steps of the computation at hand
we observe that the pattern matching and APSP graph algorithms may be implemented
in parallel. This parallel implementation is carried out both on a multi-core CPU and on
the GPGPU with NVIDIA’s CUDA API. Huang et al. [36] propose a GPU based multiple
pattern matching algorithm while the authors in [37] evaluate and implement a signature
matching scheme on an Nvidia G80 GPU which outperforms a serial implementation on
a Pentium4 by up to 9x. In our work we use the PFAC library which uses a variant of
the well-known Aho-Corasick [38] algorithm. GPUs have also been used in solving various
graph problems with Harish et al. [39] first using CUDA to compute the APSP on a graph.
Katz et al in [40] improve this solution to give faster speedup results while Buluc et al in
[41] implement a recursively partioned APSP algorithm and obtain a very high degree of
speedup. We use the technique proposed in [41] to implement our instance of APSP and

explain the process in detail in the following sections.
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CHAPTER 4: INTERNET TOPOLOGY EVOLUTION

It has been suggested by the authors in [6] that the extra peering links at IXPs may hold the
key to solving the missing links problem for the AS-level Internet and [16] shows that this
hypothesis is probably true. However, the task ahead of us does not stop at uncovering these
peering links. These additional links obtained need to be studied and analyzed in detail with
respect to the existing Internet topology and their effects measured before a final conclusion
can be arrived at. Any number of questions arise: Do the extra IXP links uncovered have
a significant effect on the growing topology dynamics of the Internet? If the effects of these
links are significant then how do we change our outlook in conducting topology research to
accommodate these newer changes? Does solving the hidden links problem with these newer
IXP links actually mean that we can accurately predict the growth of the Internet and verify

previous evolution models as correct or not?

T