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ABSTRACT 

Interacting with a Virtual Environment (VE) generally requires the user to correctly 

perceive the relative position and orientation of virtual objects.  For applications requiring 

interaction in personal space, the user may also need to accurately judge the position of the 

virtual object relative to that of a real object, for example, a virtual button and the user’s real 

hand.  This is difficult since VEs generally only provide a subset of the cues experienced in the 

real world.  Complicating matters further, VEs presented by currently available visual displays 

may be inaccurate or distorted due to technological limitations. 

Fundamental physiological and psychological aspects of vision as they pertain to the task 

of object manipulation were thoroughly reviewed.  Other sensory modalities – proprioception, 

haptics, and audition – and their cross-interactions with each other and with vision are briefly 

discussed.  Visual display technologies, the primary component of any VE, were canvassed and 

compared.  Current applications and research were gathered and categorized by different VE 

types and object interaction techniques.  While object interaction research abounds in the 

literature, pockets of research gaps remain.  Direct, dexterous, manual interaction with virtual 

objects in Mixed Reality (MR), where the real, seen hand accurately and effectively interacts 

with virtual objects, has not yet been fully quantified. 

An experimental test bed was designed to provide the highest accuracy attainable for 

salient visual cues in personal space.  Optical alignment and user calibration were carefully 

performed.  The test bed accommodated the full continuum of VE types and sensory modalities 

for comprehensive comparison studies.  Experimental designs included two sets, each measuring 

depth perception and object interaction.  The first set addressed the extreme end points of the 
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Reality-Virtuality (R-V) continuum – Immersive Virtual Environment (IVE) and Reality 

Environment (RE).   This validated, linked, and extended several previous research findings, 

using one common test bed and participant pool.  The results provided a proven method and 

solid reference points for further research.  The second set of experiments leveraged the first to 

explore the full R-V spectrum and included additional, relevant sensory modalities.  It consisted 

of two full-factorial experiments providing for rich data and key insights into the effect of each 

type of environment and each modality on accuracy and timeliness of virtual object interaction.  

The empirical results clearly showed that mean depth perception error in personal space 

was less than four millimeters whether the stimuli presented were real, virtual, or mixed.  

Likewise, mean error for the simple task of pushing a button was less than four millimeters 

whether the button was real or virtual.  Mean task completion time was less than one second.  

Key to the high accuracy and quick task performance time observed was the correct presentation 

of the visual cues, including occlusion, stereoscopy, accommodation, and convergence.  With 

performance results already near optimal level with accurate visual cues presented, adding 

proprioception, audio, and haptic cues did not significantly improve performance.  

Recommendations for future research include enhancement of the visual display and further 

experiments with more complex tasks and additional control variables.   
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CHAPTER ONE: INTRODUCTION 

The Navy training community, as with other industries, over the past decade has 

explored the potential of Virtual Environments (VEs) as solutions for many applications.  

Allard (1997, p. 2-1), then VE research program manager at the Office of Naval Research 

(ONR), stated at a NATO conference, “VE training systems have the great advantages of 

compactness, deployability, software reconfigurability, and affordability.”  The Navy 

trainers have been getting more and more compact and reconfigurable ever since. 

The Need for Research in 
 Direct Interaction with Virtual Objects 

Examples of the enormity of conventional live training systems and exercises 

include Naval Strike and Air Warfare Center (NSAWC), Capability Exercises (CAPEX), 

and the Joint Task Force Exercise (JTFEX).  Each of these events requires a large area in 

the dessert or at a seaport and a number of ships or airplanes (Clancy, 1999). 

In the 90s the Navy fielded the F/A-18 Tactical Operation Flight Trainer (TOFT), 

the Air Force, their F16 Distributed Mission Trainer, and the Marines, their Landing 

Craft, Air Cushioned (LCAC) Full Mission Trainer (Schaffer, Cullen, Cohn, & Stanney, 

2003).  These trainers do not require hundreds of acres of land to conduct training.  

However, they each do require a high bay area or an entire building. 

More recently, as a result of VE research Allard (1997) directed earlier, the Navy 

fielded a virtual reality training system, Virtual Environment Submarine – VESUB2000.  

The entire training system is not much larger than a mockup of the bridge the conning 



 2

officer stands in when commanding the submarine.  ONR’s most current VE research 

program, Virtual Technology and Environment (VIRTE), leveraged similar technology to 

reduce the footprint of trainers and produce portable and deployable microsimulator 

systems (White, Arena, Newton, & Hopper, 2003). 

Shrinking full mission trainers to deployable size, however, remains a challenge 

mainly due to the necessity for a physical cockpit.  VESUB was an exception since 

conning officers do not manipulate controls within a physical cockpit, but rather, control 

the vessel’s simulation through verbal commands to a synthetic crew (Munro, Breaux, 

Patrey, & Sheldon, 2002; Hays, Vincenzi, & Bradley, 1998).  The need for affordable, 

portable, deployable, and reconfigurable trainers still remains. 

Shrinking the cockpit to computer bits and bytes means having to interact with 

virtual objects.  Herein, lies the research challenge. Visual displays presenting two-

dimensional images, even if correctly designed, cannot provide perfect three-dimensional 

views (Wann, Rushton, & MonWilliams, 1995).  Furthermore, haptic displays (or 

haptics), for the sense of touch, are difficult to implement due to mechanical force 

feedback requirements and can be even bulkier than a cockpit mockup.  Recent 

development of new head mounted displays ( Cakmakci & Rolland, 2007; Cakmakci, Vo, 

Thompson, & Rolland, 2008; Hua, Girardot, Gao, & Rolland, 2000; Hua, Gao, Biocca, & 

Rolland, 2001; Martins, Shaoulov, Ha, & Rolland, 2007; Rolland, 2000; Rolland, Biocca,  

Hamza-Lup, Ha, & Martins, 2005; Rolland, Krueger, & Goon, 2000; Rolland, Parsons, 

Poizat, & Hancock, 1998; Rolland, Wright, & Kancherla, 1997; Rolland, Yoshida, Davis 

& Reif, 1998) or techniques for simple touch feedback (Schiefele, 2000), may provide the 

needed edge to tackle problems associated with direct interaction with virtual objects.   
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Therefore, a study was conducted herein that reviewed current potential issues 

with direct manipulation of virtual objects.  Experiments were carried out using novel, 

promising techniques not yet considered in the literature for such application.  A virtual 

environment that can be developed to effectively support such interaction would be a 

significant step towards eliminating bulky, physical cockpit mockups.  The ability to 

directly interact with virtual objects could have a significant impact not only for navy 

training, but also for other training communities, such as commercial air, for other 

application domains, such as virtual prototyping, or for Human Computer Interaction 

(HCI) techniques in general, such as 3-D Graphical User Interfaces (GUIs).  
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CHAPTER TWO:  LITERATURE REVIEW 

This chapter reviews some basic definitions and how they are used in this 

document.  The second section of the chapter reviews fundamental physiological and 

psychological aspects of vision, audition, haptic, and proprioception.  These sensory 

modalities and their cross-interaction are highly relevant to the task of directly 

manipulating virtual objects.  A number of pitfalls related to visual stress and adaptation 

and vestibular side effects are highlighted.  The third section reviews visual display 

technologies, the primary component of any VE, relevant to this work.  Head Mounted 

Projection Display (HMPD) is one that has a set of features that combine key advantages 

of head mounted displays and projection systems.  The last section in this chapter reviews 

current applications and research in object manipulation.  While manipulation of virtual 

objects is not a research gap, it has only been demonstrated in an indirect manner using a 

virtual representation of the hand.  Direct, dexterous, manual manipulation of virtual 

objects in Mixed Reality (MR) has not yet been fully experimented within the literature. 

Definitions 

Reality-Virtuality continuum, optically real and virtual images, real and 

computer-generated images, real and virtual objects, Cutting’s spaces, and Shneiderman’s 

definition of direct manipulation are discussed below. 
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Milgram's Reality-Virtuality Continuum 

Milgram (Milgram & Kishino, 1994; Milgram & Colquhoun, 1999) introduced 

the Reality-Virtuality (R-V) continuum, which encompasses all environments from 

Reality Environment (RE) to purely Virtual Environment (VE, or Virtuality).  Within this 

continuum, Augmented Reality (AR) refers to the real or physical world enhanced by 

computers.  Augmented Virtuality (AV), on the other hand, refers to the computer-

generated world enhanced with real world images.  AR and AV overlap extensively.  AR 

begins at but excludes the RE end point.  Similarly AV begins at but excludes the VE end 

point.  Additionally, mixed-reality (MR) is a term Milgram used to encompass the entire 

continuum except for the end points (Figure 1). 

 

 

 

 

 

 

 

Figure 1.  Milgram’s Reality-Virtuality Continuum. 
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used as a broad term that can encompass MR, another widely used term, Immersive 

Virtual Environment (IVE), is used in this document to refer to pure VE or Virtuality.   

Optically Real Image and Optically Virtual Image 

The NATO RTG (NATO RTO, 2003) suggested that it is probably in optics 

alone, that the word "virtual" has a definitive meaning.  In this optics community the term 

virtual image has an authoritative, concise, textbook definition that is accepted 

internationally and contrasts sharply with the definition of real image. Virtual image 

pertains to the perceived image, but one without light rays physically impinging on or 

passing through that image.  An example is the image behind a mirror.  A real image, on 

the other hand, requires that light rays forming that image actually focus on it and pass 

through it or reflect from it (Figure 2).  For clarity, this dissertation consistently refers to 

this concept as "optically virtual image" and "optically real image" to distinguish it from 

any other uses of real and virtual images that may be discussed elsewhere.  These terms 

are also used later to distinguish between optically virtual images, afforded by the Head 

Mounted Display (HMD), and optically real images, afforded by the HMPD. 
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Figure 2. “Optically Real Image” and “Optically Virtual Image”. 

 

 Real Image and Computer-Generated Image 
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This dissertation consistently describes images captured by cameras or 

camcorders as "photographs" or "video images" rather than "real" or "virtual" images as 

defined by Milgram (1999).  Likewise images created from computer models are referred 

to as "computer-generated” images instead of "virtual” images.  The use of the term "real 

image" (not “optically real image”) in this dissertation is, therefore, strictly reserved for 

direct view of physical objects.  The term “virtual image” is avoided as much as possible 

and is replaced with computer-generated images to eliminate any confusion. 

Real Object and Virtual Object 

There are real objects and there are also virtual objects.  These terms are carefully 

reserved and distinguished from real images and virtual images as well as from real 

environments and virtual environments.  It is widely accepted in the VE community that 

virtual objects are artifacts that are generated from computer models, and although they 

have no physical existence, they can be perceived.  This distinguishes virtual objects 

from real objects that truly can be seen and touched.  This dissertation focuses on 

experiments measuring the accuracy and speed of the real hand (real object) manipulating 

virtual cockpit controls (virtual objects).  Appendix B expands upon the subtle 

distinctions between the ways the terms “real” and “virtual” are applied in this 

dissertation. 
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Cutting’s Spaces  

Visual cues have been historically categorized as static vs. dynamic or binocular 

vs. monocular  (Ellis, Bucher, and Menges 1995). For example, NASA (1981) groups the 

cues of image disparity (stereopsis) and convergence into the binocular category, and 

groups accommodation, motion parallax, size of familiar objects, linear perspective, 

interposition (occlusion), aerial perspective, shadows, and light intensity into the 

monocular category.  Ellis et al. (1995) also noted that a new way of categorizing visual 

cues has been introduced by Cutting and Vishton (1995) based on distance, which places 

more emphasis on behavioral affordances.   

Cutting and Vishton (1995) separated the space around an observer into three 

categories: personal, action, and vista.  Personal space is immediately around the user and 

generally within arm's reach, i.e., out to about 2 meters.  Action space is just beyond 

personal space and goes out to 30 meters.  Vista space is from 30 meters out.  This 

dissertation concentrates on personal space, which prioritizes visual cues differently than 

those for action or vista space.  Personal space emphasizes different characteristics for 

visual displays and places more stringent requirements on other VE apparatus. 

Direct Manipulation 

Shneiderman and Maes (1997) refer to direct manipulation as a HCI technique 

where the user is afforded the ability to see and manipulate virtual objects directly with 

full control and predictability.  This definition is widely used in the literature and 

includes the use of tools such as menus in GUIs (Eberts, 1999).  In this dissertation, 
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however, a narrower definition of direct manipulation is used: one that refers to natural, 

dextral interaction where the hand is touching the real object or is directly adjacent to the 

virtual object.   

Senses 

Object manipulation is an egocentric task that requires multiple sensory 

modalities.  These modalities generally include vision, audition, touch, and 

proprioception.  Of these, vision is important and often required for localization, spatial 

acuity, and perception of shape, size, texture, and body orientation (Boff & Lincoln, 

1986).  Since object manipulation is primarily a spatial task where vision is generally 

dominant this study concentrates more on this modality and side effects associated with 

it.  Other relevant modalities are discussed more briefly. 

Visual Sensory Modality 

Numerous cues affect visual perception.  A non-exhaustive list of vision cues and 

characteristics generally considered in current image generation and display systems 

includes acuity, unmatched by display device resolution, instantaneous field of vision, 

again unmatched by display device field of view, aerial and linear perspective, size and 

height, texture and gradient, lighting, shade, shadow, and motion parallax.  Of these, the 

more advanced display systems consider additional cues including occlusion, stereopsis, 

vergence, accommodation, and depth of field.  Basic vision principles for each of these 

latter cues and for motion parallax are briefly reviewed below.  More importantly, visual 

aftereffects related to these are also discussed. 
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Occlusion refers to interposition of one object on another and is readily provided 

in IVE applications by software and Image Generation (IG) systems. MR, however, 

requires precise, real-time tracking of real objects and extensive computation in order to 

generate a completely correct occlusion.  Occlusion is an important and sometimes the 

only depth cue for certain visual conditions, for example, for objects in the far-field (vista 

space) where there are no other effective cues (Cutting &Vishton, 1995). 

Stereopsis refers to depth perception arising from lateral retinal image disparity 

(Boff & Lincoln, 1986).  Lateral separation of the eyes provides each with a different 

perspective and therefore disparate images that are fused together psychologically 

providing for depth perception. 

Convergence refers to inward rotation of the eyes.  Divergence refers to outward 

rotation. Vergence is the general term for both.  Conjugate refers to horizontal eye 

rotation in the same direction (Burdea & Coiffet, 1994; Popescu, Burdea, & Trefftz, 

2002; Boff & Lincoln, 1986).  Vergence, in addition to stereopsis, has also been shown to 

provide depth cues primarily in personal and action space (Ellis & Menges, 1997, 1998).  

Accommodation refers to focusing of the eye.  Reflex accommodation refers to 

focusing of a blurred image by changing the lens until the image is sharp. Tonic 

accommodation refers to the focus point while the eye is "resting", generally 0.5 to 2.0 m, 

or while observing bright large surfaces.  Proximal accommodation refers to a focus point 

based on a priori knowledge about object distance.  Dark focus refers to the focus point in 

the absence of light, about 1.7 diopters, corresponding to a focal length of about 0.6 m.  

Accommodation has also been shown to provide depth cues primarily in personal and 

action space (Ellis & Menges, 1997; Popescu et al., 2002).   
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Vergence and accommodation are neurally cross-linked, i.e., each affects the 

other.  Accommodation producing vergence eye movements is termed accommodation 

vergence.  Similarly vergence producing accommodation is termed vergence 

accommodation (Mon-Williams, Plooy, Burgess-Limerick, & Wann, 1998; Wann & 

Mon-Williams, 2002). 

Closely related to accommodation is depth of field.  Depth of field is the range 

where objects are in focus instantaneously.  For a nominal 4mm eye pupil, the depth of 

field is +/-0.07 diopters (Valyus, 1966).  This equates, for example, to depth of field of 

0.93 to 1.07 m for a scene about 1m away.  However, tolerance for blur considerably 

extends this apparent depth of field (Boff et al., 1986). 

Visual Depth Cues 

Separating the spaces into categories allowed Cutting and Vishton (1995) to 

group and rank nine visual cues relevant to depth perception.  They made arguments for 

each cue’s effective range, and graphed its effectiveness over distance.  These cues 

include occlusion, binocular disparities, motion perspective, relative size, convergence, 

accommodation, relative density, aerial perspective, and height in visual field.  Table 1 

ranks the order of importance of each cue in each category of space. 
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Table 1.  Cutting’s Ranking of Nine Visual Depth Cues 

Order of 
Importance 

Personal Space Action Space Vista Space 

1 Occlusion Occlusion Occlusion 

2 Stereopsis Height in Visual Field Relative Size 

3 Motion Parallax 
Motion Parallax / 
Relative Size 

Height in Visual 
Field 

4 Relative Size 
Motion Parallax / 
Relative Size 

Relative Density / 
Aerial Perspective 

5 
Convergence / 
Accommodation 

Stereopsis 
Relative Density / 
Aerial Perspective 

6 
Convergence / 
Accommodation 

Relative Density Motion Parallax 

7 Relative Density Aerial Perspective Stereopsis 

8 Aerial Perspective 
Convergence / 
Accommodation 

Convergence / 
Accommodation 

9    ---------- 
Convergence / 
Accommodation 

Convergence / 
Accommodation 

 

Of the nine cues identified by Cutting and Vishton (1995), occlusion, binocular 

disparities (stereopsis), convergence, and accommodation, discussed previously, are the 

cues most difficult to provide accurately and are, consequently, rarely provided correctly 

by visual display systems.  The remaining five cues, motion parallax, relative size, 

relative density, aerial perspective, and relative height in visual field, are generally more 

easily provided and usually included by the visual display devices in Virtual 

Environments (NASA, 1981).  Of these, motion parallax and relative size are among the 

top four strongest visual cues for depth perception in personal space.  Also, Cutting and 

Vishton did not include height in visual field in the personal space category and a few 

cues beyond the nine.  These are relevant to this dissertation and warrant a brief 

discussion.   
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Motion parallax is the appearance of movement of stationary objects in the 

foreground relative to other stationary objects in the background caused by an observer’s 

motion.  For example, when looking out to the side of a moving vehicle, distant objects 

on the horizon appear to move with the observer whereas nearby objects such as the 

lampposts appear to move in the opposite direction.  Spatial and temporal accuracy for 

motion parallax in VE depend heavily on tracking systems that may be far from perfect.  

In VE systems, if head tracking is too far off or its latency too high, motion parallax cues 

suffer and performance in the VE degrades as a result, especially in personal space where 

feedback is immediate and physiological fidelity requirements are high. 

Relative size cues require two objects with some spatial relationship to each other, 

one object placed at different distances, or an object that has a familiar or assumed size 

(Cutting & Vishton, 1995).  It is worth noting that while the cue of occlusion is the only 

one stronger than relative size in all three spaces (personal, action, and vista), it only 

provides ordinality information, that is, only data about which object is closer.   The 

relative size cue can provide ordinality and scaled information, that is, data about which 

is closer and by how much.   

Cutting and Vishton (1995) excluded height in visual field from the list of 

effective cues in personal space (Table 1).  Height in the visual field refers to the 

apparent rise of the ground in the far-field relative to that of the near-field.  Because 

Cutting and Vishton considered the observer to be one who is standing, this cue is not 

relevant in personal space. The standing observer does not see much of the ground 

immediately around the body.  In this dissertation, however, the observer could be sitting 

and could be surrounded by cockpit panels around chest height.  Therefore, apparent rise 
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of a point farther on the surface of a cockpit panel relative to a closer point on the same 

panel can potentially provide a significant cue.  Consequently, in such situations, height 

of field can be an effective cue in personal space. 

Vishton and Cutting (1995) also intentionally left out other typical visual cues in 

their model and made rationale for the omission.  These include linear perspective, 

brightness, lighting and shading, texture gradients, kinetic depth, kinetic occlusion and 

dis-occlusion, and gravity.  They noted that these other cues are either covered within 

combinations of the nine (texture gradient, linear perspective, kinetic occlusion/dis-

occlusion), provide more object shape cue rather than depth cue (texture gradient, 

shading, and kinetic depth), or else are inconsistent or applicable for only very specific 

situations (brightness, light, gravity). Regardless, some of these cues are relevant for this 

dissertation and the task of manipulating cockpit instrument controls. 

For example, Cutting and Vishton (1995) noted that linear perspective is only the 

combination of size, density, and compression expressed in the form of parallel lines.  

However, these parallel lines can represent many surfaces within a cockpit environment, 

e.g., front, overhead, and side instrument panels, rectangular displays, and rectangular 

instrument control and indicators sections.  Therefore, linear perspective is an important 

cue for such applications.  Similarly, Cutting and Vishton noted that brightness and light 

offer no depth cues in situations of uniform lighting.  However, it may be relevant in a 

cockpit environment where lighting can be non-uniform such as that coming from a local 

source.  For shades, Cutting and Vishton noted that this cue provides information on 

object shapes rather than depth.  However, shape information is relevant for the task of 

reaching and manipulating virtual buttons, dials, or switches.  Finally, kinetic occlusion is 
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a combination of occlusion and motion parallax, both of which are significant in the task 

of manipulating cockpit controls. 

Visual Stress 

Muscles lowering the eyes also aid in convergence and those raising the eyes also 

aid in divergence. Therefore, inappropriate gaze angle, for example, convergence at high 

angle, produces visual stress. Vergence adaptation can also be induced if the optics is 

misaligned in a non-collimating system.  Strabismus (cross-eyed) could result from 

pressure placed on a suboptimal binocular system (Wann et al., 2002).  Ehrlich (1999) 

found that dark vergence is a good measure for identifying visual stress and suggests the 

same be used to assess whether participants have achieved readaptation. 

HMDs use refractive lenses that affect how the user focuses to see a sharp image.  

If improperly designed, HMDs can induce accommodative adaptation (Wann et al., 2002; 

Wann et al., 1995; Kawara, Ohmi, & Yoshizawa, 1996).  Mon-Williams, Tresilian, 

Strang, Kochhar, and Wann (1998) found evidence of neural compensation associated 

with prolonged exposure to defocused conditions.   

Cross-link adaptation can be induced when conflict between accommodation and 

vergence exists (Wann et al., 1995; Azuma, 1997).  This is a concern especially for 

stereoscopic displays because the system portrays three-dimensional space on a two-

dimensional image plane (Wann et al., 1995).  Accommodation remains fixed on the 

image plane but vergence angle changes with the depth of the perceived 3-D object.  This 

disassociation of accommodation and vergence is more pronounced when larger depth 

intervals are displayed. Southard (1997) noted that accommodation vergence conflict is 
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probably the only source of visual stress that cannot be eliminated completely in current 

HMD designs.  

A number of experiments have been conducted to quantify aftereffects and to 

compare binocular (stereoscopic) with biocular (non-stereoscopic) displays.  Mon-

Williams et al. (Mon-Williams & Wann, 1998; MonWilliams, Wann, & Rushton, 1993) 

found in one specific setting that stereoscopy did not cause visual stress over short 

viewing periods.  However, using a stereoscopic display that required change in vergence 

for a period of ten minutes did cause visual stress.  Rushton, MonWilliams, and Wann 

(1994) also found evidence of adverse effects from binocular display usage after 10 

minutes.  They ran the same experiment again using a biocular (instead of binocular) 

display for 30 minutes and found no adverse effects. 

Valyus (1966, p. 371) found that a change in convergence angle of up to 1.6 

degrees with fixed accommodation is acceptable.  Exceeding this tolerance leads to 

excessive accommodation vergence conflict.  Hua, Gao, Brown, Ahuja, and Rolland 

(2002) used this guideline to successfully design an AR using binocular display and did 

not report any visual stress problem.  

Other Modalities and Cross-Modal Interactions 

Other sensory modalities besides vision are salient to interaction within a Virtual 

Environment.  Among these are audition, haptics, and proprioception.  These and their 

cross-modal interactions are briefly discussed below.  

Audition is required or optimal for perceiving temporal patterns and time intervals 

(Boff et al., 1986).  Auditory cues enhance awareness of a VE and are especially useful 
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for collision or tactile cueing (Shilling & Shinn-Cunningham, 2002).  Auditory displays 

can be monaural, stereo, or spatial.  Monaural, or diotic, displays provide identical sounds 

to both ears.  Stereo, or dichotic, displays employ delay and intensity differences on the 

left and right channel to simulate some directionality.  Spatial audio utilizes models of the 

head (Head Related Transfer Function, HRTF) or of the room to generate sounds with 

rich spatial cues. 

Haptic cue refers to the sense of touch and includes sensations arising from 

stimulation of receptors in the skin and associated tissues (Vince, 1995).  While vision 

dominates spatial tasks and audition dominates temporal tasks, haptics can provide 

substitute or redundant information  that improves overall perception or task performance 

(Popescu et al., 2002; Boff et al., 1986).  In dark environments, haptics is also used for 

spatial discrimination (Popescu et al., 2002).  Mon-Williams et al. (1998) found that 

when visual background is lacking, haptics can be more dominant in spatial tasks than 

vision.  Force resolution also increases spatial resolution, which makes haptics critical for 

complex direct manipulation tasks in virtual environments (Popescu et al., 2002).   

Proprioception is a sense of body position and movement (Boff et al., 1986).  

Proprioception uses receptors within joints, muscles and deep tissues (Vince, 1995).  

Proprioception can dominate in spatial tasks, when vision is lacking (Boff et al., 1986).  

The vestibular system also contributes to proprioception and is tied to head motion 

affecting eye-hand coordination. 

Both vision and audition represent spatiotemporal information.  The overlap 

results in redundancy if synchronized and augments perception in both senses (Popescu et 

al., 2002).  Similarly for the haptics-visual pair, Biocca Kim, and Choi (2001) 
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demonstrated that haptic sensation is perceived when there is no such stimulation if the 

visual sensation is convincing enough.  This perceptual illusion is termed synesthesia.  

Gross (2004) also demonstrated instances where substituting cues from one modality for 

another that is absent improves perception of affordances and, therefore, task 

performance. 

Vestibular System and Associated Side Effects 

The vestibular system includes Semicircular Canals (SCCs) and otolith organs 

that primarily sense the head's rotational and translational movements.  The three 

approximately orthogonal SCCs detect angular accelerations.  The two otolith organs, the 

utricle and the saccule, detect linear acceleration in the horizontal and vertical directions, 

respectively (DiZio & Lackner, 2002; Stoffregen, Draper, Kennedy, & Compton, 2002). 

Locomotion or navigation tasks in VEs can induce vection.  This sense of perceived self-

motion is usually derived from visual cues often times with corresponding but poorly 

matched physical motion cues and other times without any motion cues at all.  The result 

is discrepancy between visual system and vestibular system, which can cause negative 

side effects, such as disorientation and nausea. 

Besides navigation tasks, proprioception is also directly related to motor control 

(DiZio et al., 2002).  Some perceptual-motor tasks utilize vestibular input (Stoffregen et 

al., 2002).  In particular, tasks that require head rotation, for example locating controls on 

surrounding panels within a cockpit necessarily rely on vestibular inputs to provide 

information on head movements.  In conjunction with occulomotor response, this helps to 

stabilize gaze and is commonly referred to as vesibulo-ocular reflex (VOR).   Both SCCs 
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and the otolith organs affect rotational VOR, with SCC inputs more dominant than 

otolith.  Any error in stabilization of the eyes brought about by incorrect visual motion 

cues in such a VE can cause adaptation of proprioception and the vestibular system.  This 

perceptual adaptation, compensating for conflicting cues between visual, haptic, and 

vestibular systems in the VE, can produce aftereffects that degrade subsequent 

performance in the normal environment (DiZio et al., 2002; Stoffregen et al., 2002).   

The accuracy of simple eye-hand coordination tasks, such as pointing, is affected 

by changes in visual, haptic, or vestibular systems.  The pointing errors stemming from 

undesirable vestibular adaptation are known as past-pointing (Stoffregen et al., 2002).  

Manual tasks following VE exposure, specifically, from see-through HMDs, can be 

significantly more inaccurate and may take longer to complete.  This error stems mainly 

from the visual scene generally not being perfectly matched in gain (rotational speed) or 

phase (lag) with vestibular inputs.  Therefore, the VOR necessarily adapts in order to 

maintain stable vision in the VE, at the expense of a subsequent mismatch in the physical 

environment after VE exposure (Stoffregen et al., 2002). 

Visual Display Technology 

Vision is the dominant modality for spatial tasks (Boff et al., 1986) such as object 

manipulation.  Visual display technology relevant to this task is broken down into three 

categories consistent with Milgram’s Reality-Virtuality (R-V) continuum and discussed 

below. 
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Reality (RE) Display Technology 

Using Milgram’s definition, RE, or reality, which is on the far left side of the 

Reality-Virtuality (R-V) continuum, includes video displays.  These provide unaltered 

video images of the real world and have a number of applications, such as collaborative 

VEs or video teleconferencing.  One application that is somewhat relevant to this 

dissertation’s topic of object manipulation is laparoscopy, in which surgeons use video 

displays in conjunction with probes to visualize the work area as they perform an 

operation (Birkfellner et al., 2002). 

Immersive Virtual Environment (IVE) Display Technology 

Perhaps the most popular VE display is the opaque HMD, generally referred to as 

a HMD, with “opaque” omitted and assumed.  HMDs provide total immersion in a virtual 

environment, visually.  Typical characteristics that define the quality of HMDs include 

resolution, field of view (FOV), exit pupil size, brightness, contrast, color, head 

adjustment, weight, and eye relief distance.  Higher-end HMDs also support two visual 

channels for displaying a different image to each eye, focus adjustment for myopic or 

hypermetropic users, and interpupil distance (IPD) adjustment to match a user’s IPD. 

A binocular Omni-Orientation Monitor (BOOM) is similar to a HMD but is 

attached to a mechanical arm (Blade & Padgett, 2002).  The arm provides counter 

balance making the BOOM almost weightless to users.  It also provides for six degrees of 

freedom tracking of viewing position and attitude.  Tracking information measured by the 

mechanical arm is very precise. BOOM devices have been used in visualization 
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applications such as virtual prototyping where the user analyzes whether or not one can 

touch virtual controls on a panel design.   

Mixed-Reality (MR) Display Technology 

Optical See-Through HMDs (OSTHMDs) provide an unhindered view of the real 

world.  This assures that real world visual information is absolutely correct and 

instantaneous.  OSTHMD, therefore, provides for perfectly synchronized information 

between visual and proprioception information.  This supports a user’s manipulation of 

real cockpit controls well and is used in vehicle simulation.  One drawback of the 

OSTHMD is that the computer generated image is generally simply superimposed onto 

the real image, not fused correctly to provide occlusion cues.  One way to circumvent this 

limitation is to choose applications where the real and VEs are distinctly separated.  For 

example, when looking up out of a cockpit window the pilots see a bright computer 

generated image.  When looking down, the lower portion of the cockpit screen is dark 

and absent of computer images so that the pilots could see and interact with the brightly 

lit, physical cockpit (Rolland & Fuchs, 2000). 

Video See-Through HMDs (VSTHMDs) can guarantee registration of real and 

virtual scenes to provide correct occlusion cues.  However, this is done at the expense of 

a mismatch between vision and proprioception.  The real scene is captured by a CCD 

camera and fed to a computer, which fuses virtual objects correctly into a video image 

before it is displayed to the user.  Required computational power is significant and 

therefore a finite delay exists.  High-end prototype systems also attempt to provide two 
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cameras aligned with mirrors so that the images recorded are close to what each eye 

would see (Rolland et al., 2000). 

Cave Automatic Virtual Environments (CAVEs) fully immerse a user with 

images projected on surrounding walls and have proven to be useful in 3-D visualization 

applications (Vince, 1995).  Users generally wear stereoscopic glasses called shutters, 

which are synchronized with projectors to alternately open and close when the proper left 

or right image is displayed and shut off.  Generally, the CAVE facility is large enough to 

accommodate multiple users; however, the image is geometrically correct for only one 

user.  Hand tracking devices can also be added for gesture recognition for purposes of 

manipulating virtual objects.  On the negative side, keystoning, a visual distortion as a 

consequence of off-axis projection is frequently observed.  This also generally causes 

contradiction in accommodation, vergence, and perceived depth because the image is on 

the projection screen, where the eye is accommodating, but perceived depth and 

convergence could be at different points (Kakeya, Isogai, Suzuki, & Arakawa, 1999). 

Virtual Workbenches, Virtual Tables, or Immersive Workbenches also use 

projection displays, but towards table surfaces instead of the walls.  Like the CAVE, 

these can also employ shutter glasses for depth perception and tracked gloves for simple 

hand gesture recognition for interacting with a VE.  These displays can also be grouped 

together in the category of head tracked displays (HTDs) used with fixed screen or 

projection systems (von Wiegand, Schloerb, & Sachtler, 1999; Leibe et al., 2000; 

Hinckley, Pausch, Proffitt, & Kassell, 1998). 

Autostereoscopic displays can produce a stereo effect without the need for 

glasses.  One example is Dimension Technologies’ Virtual Window, which allows each 



 24

eye to see only its corresponding columns and thus produces stereo effect (Burdea et al., 

1994).  Another simpler system uses color or polarization glasses to separate images for 

the two eyes.  Kakeya (1999) demonstrated a more complex type of autostereoscopic 

display.  This interesting design uses a large Fresnel lens to create an image plane 

towards the user.  This novel technique allows the image plane to be strategically 

adjusted for optimal accommodation, thereby, minimizing accommodation/vergence 

conflict while improving depth perception.  For these displays the user’s head is not 

tracked so geometric accuracy of the scenes are not guaranteed.   

Rolland, Krueger and Goon (2000) described a conceptual multiplanar volumetric 

display that can mitigate accommodation/convergence conflicts.  Based on human acuity, 

an engineering analysis showed that such a device is within the capability of current 

technology.  This has the potential for applications requiring visualization of the nearfield 

and farfield (personal, action, and vista space) simultaneously.  Also, recently, Murali, 

Lee, and Rolland (2007) and Murali, Thompson, and Rolland (2009) demonstrated the 

embedding of liquid crystal and liquid lenses in optical system design carving the path to 

successful inclusion in Head Mounted Displays as well 

Virtual Retinal Displays (VRDs) or Retinal Scanning Displays (RSDs) use low-

power lasers or LED and microelectro-mechanical mirrors to scan an image directly on 

the human retina.  These displays are very light and can be very bright.  This overcomes 

limitations of current state-of-the-art OSTHMDs, which are limited in brightness.  Other 

advantages are low power consumption and large depth of field (Lewis, 2004; Urey, 

Nestorovic, Ng, & Gross, 1999; Viirre, Pryor, & Nagata, 1998). 
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HMPDs are similar to OSTHMDs except that the image is projected forward onto 

a screen and retro-reflected back to the user’s eyes.  It fundamentally possesses a unique 

combination of features.  These include  (Rolland et al., 1998; Hua et al., 2000; Hua et 

al., 2001): 

 Correct occlusion - projecting the image allows for correct occlusion of the virtual 

object by the real object, like the user’s hand.  As the user reaches the hand out in 

front of a virtual object to grab it, the hand instantaneously and correctly occludes 

that object.   

 Image plane position independent of screen position – the image plane can be set to 

any depth near the retro-reflective screen – in front of it, behind it, or on it.  Unlike 

conventional projection systems, the HMPD can be set so that inconsistency between 

accommodation and convergence is kept small by keeping the distance between the 

image plane and objects small.  Incidentally, if the image plane is between the user 

and the screen, the image is actually an optically real image, as if there were an 

invisible screen in mid air that the image is projected onto. 

 Correction of optical distortion – the HMPD can be designed to minimize optical 

distortion.  This eliminates the need for distortion compensation using software or 

firmware.  Correcting for distortion with accuracy and speed is often not optimal with 

software or firmware. 

 Absence of keystoning – Projection displays generally suffer from keystoning, a 

consequence of off-axis projection with respect to a user's eye points.  However, 

HMPDs, as a result of on-axis projection, do not suffer from keystoning. 
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 Real world view synchronized with proprioception – as with OSTHMD, the HMPD 

provides for an unhindered and instantaneous view of the world and thus provides 

perfect synchronization with proprioception. 

 Large FOV – the HMPD can be designed for larger FOV compared to the 

conventional OSTHMD counterpart.  Using a flat combiner, HMPDs can be designed 

for up to 90 degrees compared to 40 degrees in standard HMDs (Ha, Rolland, & 

Davis, 2006).   

 Retro-reflection from curved surfaces - retro-reflective screen can take nearly any 

shape without affecting image quality.  Retro-reflective elements can even be painted 

onto surfaces, providing for a wide variety of applications.   

 Diminished Reality - the system allows for diminished reality, where real objects are 

visually removed or camouflaged.  As an example a haptic display apparatus can be 

covered with retro-reflective fabric that also serves as a screen. 

 Large exit pupil and eye relief – the HMPD projection optics can be designed for 

larger pupil size and eye relief requirements than is possible with conventional HMD 

eyepiece design.   

 Supports multiple users - Multiple users can see different perspective of the same 

virtual object, since projected images cannot be seen except by the user wearing the 

HMPD. 

 Strategic placement of the retro-reflective screen - the retro-reflective material can be 

strategically placed so that computer generated images appear only in selected 

locations.  Effectively, the displays switch themselves off when users look at each 

other or look around at other objects that do not have retro-reflective material on 
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them.  This feature is similar to that provided by blue screen or chroma-key 

technology (Darken, Sullivan, & Lennerton, 2003). 

 Large depth of field – the HMPD can be designed with a small iris for larger depth of 

field (Inami et al., 2000). 

There are also current limitations with HMPDs that must be considered when 

selecting appropriate applications.  These include (Rolland et al., 1998; Hua et al., 2000; 

Hua et al., 2001): 

 Variation in size of reflected image – since the retro-reflective material is imperfect, 

images retro-reflected tend to vary in size depending on the position and orientation 

of the user and material. 

 Image blur – the retro-reflective material is made of small beads or often imperfect 

corner cubes and, therefore, reflects light back in a finite solid angle contributing to 

image blur. 

 Illumination - Because the image passes through a beam splitter/combiner twice 

(which reduces the original intensity by at least 75%), illumination is poor in its most 

basic form compared even to conventional HMDs, which generally also have 

brightness challenges.  This can potentially limit the application of HMPDs in its 

current form to near-field (personal space or within arm's reach) use only.  

Approaches to increase the illumination efficiency of HMPDs are under investigation. 

Additionally, Appendix C provides a comparison of the advantages and 

disadvantages of Head Mounted Displays versus Head Mounted Projection Displays.  

The visual display technologies canvassed in this section are employed widely in virtual 

object interaction research discussed in the next sections.  



 28

Tasks for Direct Manipulation of Virtual Objects 

Work related to identifying VE tasks that are relevant to object manipulation are 

reviewed and discussed below. 

Virtual Environment Performance Assessment Battery (VEPAB).   

Lampton et al. (1994) developed a set of tasks, VEPAB, to support research on 

VE training technology.  It measures vision, locomotion, tracking, object manipulation, 

and reaction time.  Of these, vision, object manipulation, tracking, and reaction time are 

relevant to this research topic, that is, direct object manipulation.  Among the VEPAB 

vision tasks, distance estimation or depth perception is of special interest because of the 

criticality in accurate judgment of object position required for natural manipulation.  For 

the object manipulation VEPAB tasks the slide and dial are relevant to virtual cockpit 

controls.   However, Schiefele (2000) found that buttons are the most often encountered 

type of control in typical flight cockpits.  Therefore, push is another fundamental task that 

could be considered for this work.  For tracking, the task of control and movement of a 

device to a stationary target is also highly relevant since for a virtual cockpit, one would 

need to localize stationary panel controls by translating the hand (the device) to the 

controls (the targets).  Finally, both of the VEPAB tasks for reaction time, called simple 

and choice, are important since completion time is a measure of performance.   
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Augmented Reality Performance Assessment Battery (ARPAB)   

Based on the pioneering work of Rolland (1995) and Ellis et al. (1995) on 

quantifying depth perception in AR systems, Kirkley (2003) developed the ARPAB to 

investigate the ability to identify objects, judge distances, and estimate sizes of objects in 

Augmented Reality (AR).  Of these, the task of judging distance is relevant to this 

dissertation’s topic, direct object manipulation.  For this task, Kirkley used real objects, 

3-D models of those objects, basic 3-D shapes, and flat geometric shapes.  Objects were 

displayed at 10 to 110 feet.  Participants reported estimated distances.  While this study is 

not as relevant to object manipulation (since it deals with action space not personal 

space), the technique of using different types of real and virtual objects are salient and is 

considered. 

Precognition Performance Assessment Battery (Precog PAB)   

Fidopiastis (Fidopiastis, Meyer, Fuhrman, & Rolland, 2004a; Fidopiastis, Meyer, 

Fuhrman, & Rolland, 2004b) developed a set of tasks, Precog PAB, for assessing visual 

display technology. Among the measures performed are static visual acuity, dynamic 

visual acuity, and depth perception. The Precog PAB work and its results could provide a 

comparison model for task performance in direct object manipulation. 

Interaction Techniques   

Bowman (1999) identified four task categories and a taxonomy of interaction 

techniques for measuring performance in VEs.  The task categories are travel, selection, 
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manipulation, and system control.  Of these, selection and manipulation are relevant to 

this dissertation.  Bowman also included the final task of object release for the 

manipulation category.  

Current Work In Object Manipulation 

The following sections describe various selected work related to manual 

manipulation of objects.  Kitamura’s categories of object manipulation are first 

introduced.  Then, a number of research efforts and applications are introduced, grouped 

into these categories, and discussed. 

Classification of Object Manipulation Schemes 

Kitamura (Kitamura, Tomohiko, Toshihiro, & Fumio, 1999) classified object 

manipulation into four categories (Table 2).  The distinctions between the four are real or 

virtual nature of the hand, the tool, and the object.  Kitamura’s definition of real and 

virtual relates to physical existence. 

 

Table 2.  Kitamura’s Object Manipulation Classification 

Physical Items Category A Category B Category C Category D 

Hand Real Real Real Virtual 

Tool Real Real Virtual Virtual 

Object Real Virtual Virtual Virtual 
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For direct, manual interaction with objects, Kitamura’s classification scheme 

could be slightly simplified to accommodate current applications and research work that 

is discussed in the next sections.  For this simplified scheme, the tool is grouped into the 

object class.  This is done because for certain applications that need to be included in this 

work, there are no tools, virtual or real.  Furthermore for applications where the tool and 

the object exist, it is the tool that is directly manipulated by the hand so the tool becomes 

the “object” of concern (Table 3).  

 Referring to Table 3, the first column lists the visual items.  The hand or the 

object can be real (physically true) or virtual (computer models).  For the first category, 

the environment is one of Reality (RE) where both items are real.  The user, directly or 

through video, sees the physical hand and the physical object being manipulated. The 

second category is one of Mixed Reality (MR) with the real hand and the virtual object.  

The hand is seen directly or through video, but the object being manipulated is a 

computer model.  The last category is one of Immersive Virtual Environment (IVE) with 

both the hand and the object being virtual.  Both are seen as computer models.  The 

categories, or columns, in Table 3 are also changed from generic alphabetic designations 

to descriptive types of Virtual Environments. 
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Table 3.  Kitamura’s Classification Scheme, Simplified 

 

 

Applications or studies related to object manipulation are categorized below using 

the simplified scheme and definitions described above for the three categories, RE, MR, 

and IVE.  A real hand or object means having direct optical view or video of the item.  A 

virtual hand or object is seen as a computer representation, for example, an image 

rendered from a 3-D graphics model. 

Object Manipulation in Reality Environment 

For the first category of object manipulation, the environment is essentially RE 

where the seen hand is real, just as the seen object is real.  A number of applications take 

advantage of the intuitiveness, high accuracy, and speed this technique affords.  

Advantages and disadvantages of video systems are discussed first and then Optical See-

Through systems next. 

 

Visual Item 

 

Category: RE 

 

Category: MR 

 

Category: IVE 

 

Hand  

 

Real 

 

Real 

 

Virtual 

 

Object 

 

Real 

 

Virtual 

 

Virtual 
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Manipulation in RE via Video and Video See-Through Techniques 

Video can be displayed on a screen or on a HMD.  A number of medical 

applications, e.g. computer aided surgery (CAS), use this technique to indirectly view the 

area worked on through video instruments, e.g. a laparoscope (Birkfellner et al., 2002; 

van Koesveld, Tetteroo, & de Graaf, 2003; Wagner, Ploder, Enislidis, & Truppe, 1996; 

Wagner, Rasse, Millesi, & Ewers, 1997; Wanschitz et al., 2002; Wendt et al., 2003).  The 

user generally looks to the side or up away from the work area to a monitor as the task is 

performed.  Some implementations use head mounted displays or mirrors or both to 

minimize the displacement between the scene and the work area.  The surgeons get a 

video-realistic view at the expense of mismatch between the hand position and the 

position of the image seen. 

VSTHMD provides a way to fuse the real and virtual world and reduces the 

mismatch between the two.  It allows the user to look in the same, albeit not the exact, 

direction as the position of the hands.  The HIT lab at the University of Washington 

(Kato, Billinghurst, Weghorst, & Furness, 1999) applied this technique to select, 

visualize, translate, and rotate virtual models.  The users manipulated physical plates with 

markers that were recognized and tracked by CCD cameras when detected.  Virtual 

objects were rendered at these markers and the user perceived them as being attached to 

the plates.  In effect, the user was indirectly selecting virtual objects by flipping 

appropriate real, physical plates so that the marker was detectable by the camera.  The 

user was then able to visualize different perspectives of the virtual objects and arranged 

them by rotating, translating, and placing the physical plates anywhere in the 

environment.  One application was a storybook that popped out 3-D images as each page 
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was turned. Another application demonstrated was the visualization of buildings or 

furniture for planning layouts. 

The HIT Lab’s VSTHMD technique allowed for fusing the two worlds and for 

indirect manual manipulation of objects.  However, the computer generated images were 

only approximately matched to the markers on the plates.  High spatial registration 

accuracy was not a priority in these mainly visualization (as opposed to interaction) 

applications.  In fact, computer generated images seemed to have jumped and popped in 

and out as the plate was moved or rotated at times, especially when the markers were 

unintentionally and temporarily or partially covered.  Furthermore, even though the hand 

and the object were well matched to each other for the sense of vision, the VSTHMD did 

not provide a perfect match between vision and proprioception, which affected eye-hand 

coordination.  Optical See-Through systems overcome this problem and are discussed 

next. 

Manipulation in RE via Optical See-Through Techniques 

A number of vehicle simulations exist whereby physical mockup of the cockpit is 

provided in addition to a projection display or an optical see through HMD.  Unlike the 

case with VSTHMD, these provide a complete match between vision and proprioception 

since the user sees the real hands manipulating real objects.  An example is the PC-based 

microsimulator (White, Wharton, Kotick, & Anschuetz, 2003), which contained a cockpit 

mockup and a minidome screen.   

One of the more grandiose systems of this type employs the CAVE.  Lehner and 

DeFanti (1997) from the University of Illinois used stereoscopic glasses (Crystal Eyes) in 



 35

a CAVE environment with a cockpit mockup.  The cockpit was provided so that the users 

could interact with physical controls.  Users had direct views of their hands interacting 

with real cockpit controls but saw the rest of environment in 3-D with stereoscopic 

glasses and the projection screens on the walls. 

While the CAVE environment with stereoscopic glasses allows for 3D and depth 

perception for the VE, spatial registration in this and similar applications is not accurate 

enough for direct manipulation of cockpit controls, nor is it as critical, since the VE 

represented is generally farther away than personal space.  The user manipulates physical 

controls instead of directly interacting with the VE. 

Rolland et al. (Rolland et al., 2002a; Rolland et al., 1997), Wright, Rolland, & 

Kancherla  (1995), and Yeo et al. (1999) also applied the optical see-through technique 

for medical visualization, which did require high precision in matching virtual and real 

objects.  Using an optical see through head mounted projection display, the user saw 

physical objects that had position sensors attached to them.  The computer generated 

image in turn was attached to the physical object being manipulated similar to the video 

see-through example with the plate and marker from the HIT lab.  In one application this 

provided visualization of x-ray images or models relative to physical body parts for 

medical training.  In effect, this allowed the user to visualize bone or joint movement 

inside the body. 

This technique provided an excellent tool for medical visualization since the 

HMPD could be optimized for correct occlusion, convergence, accommodation, and 

stereo disparity.  The effective image plane for the virtual object, for example, x-rays, 

could be accurately placed inside the physical object, for example, a mannequin’s leg.  
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However, similar to the case with VSTHMD and the HIT lab’s work, the virtual object 

was manipulated indirectly through interaction with the physical object, the mannequin’s 

leg.  The virtual object was fixed to a specific real object for the purpose of visualizing 

different perspectives with accurate spatial relationship (Bailot, Rolland, Lin, & Wright, 

2000; Argotti, Davis, Outters, & Rolland, 2002; Santhanam, Willoughby, Kaya, Shah, 

Meeks, & Rolland, 2008; Wright, et al., 1995). 

Hua (Hua et al., 2002; Hua, Gao, & Rolland, 2003) applied HMPD technology to 

an AR board game application, which did not have to fix the virtual object to the real 

object.  The application also required the user to perceive the position of virtual objects 

relative to physical objects precisely.  A computer generated 3-D game board, similar to a 

chessboard, was projected onto a tabletop retro-reflective screen.  The player wore the 

HMPD and moved real stones, similar to chess pieces, and was able to place the pieces 

precisely on the virtual board’s reticules. The real game pieces appropriately occluded the 

virtual board. This research demonstrated the capabilities of augmenting the real 

environment with computer generated images, natural occlusion of virtual objects by real 

objects, and interaction in MR. 

The above applications in RE showed that surgeons can perform highly accurate 

dextral tasks with off-axis visualization using video.  New techniques provided additional 

ease of use with mirrors or HMDs. VSTHMDs are applied to other domains that 

demonstrated further reduction of the discrepancies between vision and proprioception.  

Optical see-through solutions using the HMPD completely eliminated this vision-

proprioception discrepancy.  The AR board game (Hua et al., 2002; Hua et al., 2003) 

further demonstrated how the HMPD could support accurate spatial tasks.  The user saw 
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the Virtual Environment (VE) with enough precision to place real stones onto virtual 

object reticules.  These applications give evidence that precision may be achievable for 

spatial tasks interacting with real objects relative to virtual objects.  Although, precision 

demonstrated above may indicate that such a task is feasible, by definition, the objects 

manipulated were real, not virtual.  The next sections describe work related to 

manipulation of virtual instead of real objects. 

Object Manipulation in Immersive Virtual Environment  

The second scheme for object manipulation falls on the right-hand side of 

Milgram’s Reality-Virtuality continuum, and provides the user with an Immersive Virtual 

Environment (IVE).  Both the hand and the object to be manipulated are virtual, i.e., 

computer representations (see Table 3).  A number of applications take advantage of the 

flexibility and reconfigurability of this purely virtual environment.  Advantages and 

disadvantages are discussed below.   

Beier (2000) produced car simulations using BOOMs or HMDs.  The user was 

completely immersed except one hand was kept on a physical device, for example, the 

steering wheel or side grip on the BOOM.  Applications of this type are typically 

anthropometrics, for example, reachability, to support analysis and design using virtual 

prototyping.  A radio button, for example, is virtual and the driver has to demonstrate that 

the button can be reached comfortably.  These applications demonstrate that virtual 

object spatial position can potentially be perceived with enough accuracy for evaluation 

of vehicle designs.  Actually interacting with these virtual objects, however, would 
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require highly accurate visual perception, especially depth perception, and was not 

covered in these car simulation applications. 

Kirkley (2003) did address accuracy of visual perception, specifically depth 

perception.  He used a HMD and a Retinal Scanning Display (RSD) in the VE and 

measured participants’ depth perception.  Kirkley found that users can judge distance 

most accurately with targets that are real objects, then 3-D models, then 3-D shapes, and 

finally, flat shapes.  However, the work was relevant for 10 to 110 feet, which is basically 

action space, not personal space. 

Surdick, Davis, King, and Hodges (1997) did conduct similar depth perception 

experiments in personal space.  Surdick et al. found that the use of perspective (linear 

perspective, foreshortening, and texture) was the most effective for 1 meter to 2 meters 

viewing distance.  In this specific application, effectiveness was related to the ability to 

perceive the change when the object depth was changed.  This was compared with other 

apparently less effective depth cues of brightness, relative size and height, and stereopsis.  

The work was encouraging in that perspective cues could be perceived by all participants 

and were easily incorporated in computer simulation.  However, while this work was 

within the realm of personal space, it was just beyond arm’s reach.  

Hu (Hu, Gooch, Creem-Regehr, & Thompson, 2002) conducted experiments to 

determine the effectiveness of stereopsis, shadows, and interreflections cues for 

conveying distance information within arms reach.  Of these, stereopsis was found to be 

the most significant cue and by itself can provide both relative and absolute distance 

cues.  Shadows and interreflections also provided significant cue but only for relative 

distances.  The graphed data published by this work appeared to show that with stereopsis 
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alone, accuracy was on the order of 25 mm and precision, 15mm.  The experiments were 

conducted with nominal Interpupil Distance (IPD) settings so that stereoscopy cues 

provided were not perfect.  This could account for as much as 7mm of the error seen.1   

Rolland, Meyer, Arthur, and Rinalducci (2002b) and Rolland, Gibson, and Ariely 

(1995) conducted depth perception experiments using stereoscopy as the only cue but did 

so with the correct IPD setting on an optical bench.  The computer rendered virtual 

objects of different shapes side by side.  Accuracy (or average error) and precision (or 

standard deviation of error) of perceived depth were measured to be approximately 2mm 

and 8mm, respectively.  Effects of eyepoint location in HMDs were also investigated 

(Rolland, Ha, & Fidopiastis, 2004).  This and other studies in personal space discussed 

above dealt with perception only.  The next set of work discussed below considers the 

interaction aspects. 

von Wiegand et al. (1999) used Crystal Eyes Shutter glasses and a haptics device, 

the Phantom, in a setup called the Virtual Workbench.  The set up was such that the user 

looked at a monitor with the shutter glass displaying stereoscopic images.  The hand and 

the haptics device were not visible to the user, but were visually represented by the 

computer.  The task was to locate the virtual probe on nodes on an electronics circuit 

board.  Accuracy was determined to be within +/- 5 mm towards the center and +/- 10 

mm towards the edge.   

                                                 

1 IPD used to generate the computer graphics was fixed at 65 mm.  The test subject’s IPD ranged from 
55mm to 70mm.  Therefore, IPD error can be as much as (55-65)/65=10%.  Maximum final distance 
between the objects was 70 mm in the vertical direction, which is the direction measured.  Error due to 
incorrect IPD, therefore, may account for as much as 10%*70mm=7mm.   
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Arsenault and Ware’s (2000) fish tank VE also employed shutter glasses and a 

phantom haptics feedback device.  This experiment involved the classic Fitt’s tapping 

task whereby participants tapped back and forth between two targets and the time 

intervals between taps were measured.  This task is of interest to this dissertation because 

it required the eye-hand coordination skill that is similar to pushing buttons in a 3-D 

environment.  Experimental results showed that having a true visual perspective from 

head tracking improved performance time by 9% and haptics feedback by an additional 

12%. Both Arsenault’s fish tank and Von Weigand’s Virtual Workbench require the hand 

to be constantly fixed on the haptics device.  This limited their applications.  For 

example, localization of objects outside the device’s small range was not feasible.  

Latham (1998) constructed an IVE that spanned the entire length of both arms’ 

reach.  This VE provided for interaction with knobs, dials, and buttons that were 

physically real, but were visually virtual.  The user wore an opaque HMD and saw a 

virtual 3-D model of the controls, but the hand felt the actual controls.  This system was 

called Touched Objects Positioned In Time (TOPIT tm).  In this application, a 

servomechanism device placed actual physical controls in their correct positions, as the 

immersed user translated the hand while observing its virtual counterpart reaching for the 

virtual controls.  The visual display provided a computer generated stereoscopic image of 

both the user’s virtual hand and the virtual instruments.  The system was designed for 

virtual prototyping applications such as evaluating different cockpit panel designs. 

The depth perception experiments and virtual environment test beds described 

above provide evidence supporting the feasibility of manual manipulation of virtual 

objects.  Empirical data for precision and accuracy of depth perception were quantified 
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and were in the sub-centimeter range.  From the action or interaction perspective, it is 

interesting to note that both the virtual workbench and the TOPIT incorporated and 

emphasized haptics feedback.  In fact, direct manual manipulation of objects without 

haptics feedback is rare in the literature.  One of these experiments (Schiefele, 2000) 

produced results that indicate that haptics is necessary for IVE and is discussed in the 

next section.  

Comparison of RE with IVE Schemes for Object Manipulation 

Lok (2002) conducted a study that compared different techniques for the simple 

task of arranging blocks in AR.  For one case, the participant manipulated real objects 

while looking at a video of the hand and the object (basically RE condition).  For the 

other extreme the participant saw a virtual representation of the hand interacting with the 

virtual block (basically IVE condition).   There were also hybrid cases in between where 

the real hand was disguised or otherwise visually represented differently (basically 

approximating MR condition).  The results showed that RE is most effective, followed by 

hybrid (a step towards MR), then IVE.  Lok concluded that training and simulation VEs 

would benefit from having real, instead of virtual, objects if they are to be manipulated.  

Schiefele (2000) and colleagues at the Technical University Darmstadt developed 

a virtual cockpit simulation for the Airbus A340 commercial aircraft and conducted a 

similar experiment.  The experiment had three conditions: RE, IVE, and IVE with simple 

haptics feedback. The tasks were pushing a button, turning a dial, and flipping a switch.  

For the RE condition, the user directly saw the hand and the controls.  For the IVE 

condition, physical controls were not present.  The user wore an opaque HMD and saw 
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virtual controls as well as a computer model of the hand being tracked.  Finally, the third 

condition was the same as the IVE one except a plastic panel was placed where the 

virtual controls were supposed to be.  Experimental results showed that on average, for 

task completion, RE took about 1.5 seconds, IVE with haptics feedback, 3.5 seconds, and 

IVE alone (without hatpics feedback), 5.5 seconds.  These results reinforce VE design 

guidelines for making as many objects real as possible (Lok, 2002; Lok, Naik, Whitton, 

& Brooks (2003)) and reaping the benefits of having touch feedback (Burdea et al., 1994) 

from the added physical surface (Lindeman, 1999; Burdea et al., 1994).  Schiefele also 

found that it was almost impossible to adjust and localize to a virtual object in IVE 

without any haptics (touch) feedback and concluded that it was absolutely necessary.   

The research above compared RE and IVE techniques.  Each effort gives 

evidence and preference for the fidelity and performance afforded by RE techniques.  

However, the portability, reconfigurability, and cost savings provided by the IVE 

technique drove researchers to enhance IVE toward the performance of RE techniques.  

Schiefele found a simple haptics solution to improve the IVE technique, literally half way 

there, from 5.5 seconds down to 3.5 seconds with the ultimate goal of matching the 1.5 

seconds benchmark in the RE condition.  The next section discusses MR techniques, 

exploring that optimal middle ground and exploiting techniques that combine the fidelity 

of RE with the portability and flexibility of IVE. 

Object Manipulation in Mixed Reality  

This section takes a glimpse at a potentially optimal approach, MR with the Real 

hand manipulating Virtual objects (R/V) (see Table 3).  These efforts begin to explore 
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environments whereby direct view of one object, e.g., the hand, is provided next to a 

computer representation of another object, for example, virtual button.  The literature 

abounds with virtual object manipulation but more so with indirect or unnatural methods.  

There are a few experiments in depth perception that provide evidence for the feasibility 

and effectiveness of MR environments. There are also prototype applications that have 

been published, albeit without experimental data.  These MR works are discussed. 

Rolland (1995) conducted experiments with real and virtual objects set side by 

side to measure depth perception by stereopsis.  Experimental results indicated that the 

average measured shifts in perceived depth of virtual objects with respect to real objects 

were on the order of 50 mm.  Virtual objects were seen farther away than real objects 

when both objects were presented at the same depth.  A number of artifacts as noted by 

Rolland (1995) may have contributed to this discrepancy between the perceived depth of 

real and virtual objects.  This includes optical distortion in the display, change in IPD of 

users and convergence not accounted for, unrealistic illuminance, and collimation of the 

images.  Also, the methodology used – the method of constant stimuli, a standard in 

psychophysics – may not have yielded the most stable results because of the handling of 

size as a cue to depth (Rolland, et al., 2002b).  The next experiments discussed below do 

account for some of these potential error factors. 

Ellis and Menges (1997, 1998) conducted several extensive experiments whereby 

participants adjusted a real-object probe to match the distance of a nearby virtual or real 

object via a carefully designed Optical See-Through Head Mounted Display (OSTHMD).  

Monocular, biocular, and stereoscopic viewing conditions were used.  For the biocular 

condition, the image presented was one that would be seen if the camera were between 
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the real eyes. They were offset laterally so that convergence was correct.  Experimental 

results showed that depth precision was 1.5 mm for RE and 3.0 mm for MR for the 

stereopsis condition.  Accuracy was almost perfect for binocular (stereopsis) viewing.  

Accuracy was also near perfect for biocular viewing, which may be attributed to correct 

convergence setting.  For monocular viewing, the distance perceived dropped back 

towards (not to) the physical wall behind the virtual object about 2.2m away, since no 

depth cues were provided.   

Aside from the quantitative results above, a few findings are worth mentioning.  

First, Ellis and Menges (1997, 1998) suggested that monocular results may be explained 

by the “specific distance effect”, which is associated with tonic accommodation and 

vergence which relax to approximately one to two meters in the absence of distance cues.  

Second, a related but surprising finding is that all participants confirmed that the apparent 

distance of the monocularly viewed virtual object appeared to be driven around by the 

physical cursor.  That is, where the real object was, and correspondingly where the user’s 

eyes were accommodating and converging to, affected where the participant thought the 

virtual object was when there are no other depth cues were present.  This also confirms 

Ellis et al.’s (1995) earlier findings that judged distance of nearby objects is associated 

with changes in ocular convergence.  Finally, the most striking phenomenon was that a 

monocularly presented object, which has no depth information but is placed next to the 

physical cursor was reported by all users to appear to have a definite depth (Ellis & 

Menges, 1997, 1998). 

In addition to perceptual work, there have also been efforts with interaction in 

MR, albeit the manipulation is more indirect than direct.  That is, hand gestures, as 
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metaphors recognized by the computer, control the virtual object, not direct, natural 

action.  One example is the responsive workbench and the work of Kruger (Kruger et al., 

1995).  This environment used Crystal Eyes Stereoscopic shutter glasses, Pohemous 

trackers, and Cybergloves.  The bench was built with a projector, a large mirror, and a 

special glass plate as a tabletop.  Two- and one-handed gestures were used, for example, 

to pan or zoom and did not require high accuracy of matching the real hand with the 

virtual objects. 

Leibe (Leibe et al., 2000) went a step further than the responsive workbench 

discussed above by providing an untethered interaction without the use of any input 

device held in the hand. A camera-based system was used to recognize 3-D and 2-D hand 

gestures so the user could interact with the virtual object. This was more effective than 

glove interfaces, which caused subtle changes to the recognized hand gestures, affecting 

precision of fine manipulation.  Although this technique was effective for its application, 

as with the responsive workbench, it relied on indirect hand gestures, not direct, natural, 

manual manipulation, for interacting with the virtual object such as those required for 

virtual buttons, dials, and switches. 

The Research Gap – Direct, Manual Manipulation of Virtual Object   

As shown in the previous sections, the literature abounds with the advantages of 

RE, i.e., direct view of the physical hand and the physical objects, for manual interaction 

(Birkfeltner et al., 2002; Lehner and DeFanti, 1997; White et al., 2003).  The accuracy of 

the visual cues and the empirical evidence of task efficiencies (shortest time to complete 

correctly) are undisputable as compared with other techniques discussed.  However, the 
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physical environment, as discussed in Chapter One, would have to have a large footprint 

to house all the objects the user must interact with in personal space.  One exception is 

the use of a physical tool to indirectly interact with the virtual world, but this technique is 

not as natural and is unacceptable for applications such as training where eye-hand 

coordination is crucial. 

The literature also reveals evidence that a purely virtual environment can provide 

for effective interaction in certain applications (Beier, 2000; Latham, 1998; Lok, 2003).  

For manual interaction with virtual controls such as a vehicle cockpit, however, it is clear 

that haptic displays have to be added.  Even with haptics, efficiency is still far from the 

ideal performance of manipulating real objects.  Haptics displays, obviously, added more 

footprint as well as rigidity to the VE.   

For the MR case, the literature is sparse.  Visual perception experiments for this 

case reveal that current technology could provide the accuracy necessary for 

manipulating virtual cockpit controls (Ellis & Menges, 1998; Rolland et al., 2002).  

However, current implementations of these MR are somewhat limited to gesture 

recognition instead of direct manual interaction (Kruger et al., 1995; Leibe et al., 2000).   

Figure 3 summarizes the literature discussed previously and where they fall in the 

simplified object manipulation scheme discussed earlier.  A new column, “Research or 

Applications”, was also added.  Under this column, manual manipulation refers to direct 

interaction with the object.   Visual perception refers to work measuring depth perception 

only, i.e., no interaction. Finally indirect control refers, for example, to gesture 

recognition used to indirectly manipulate virtual objects. 
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Research or 
Applications  

Category:  
RE 

Category: 
MR 

Category: 
IVE 

1.  Manual 
Manipulation 

Birkfellner (2002) 
HIT Lab (1999) 

White (2003) 
Lehner (1997) 
Rolland (1997) 

Hua (2002) 
Lok (2003) 

Schiefele (2000) 

 Beier (2000) 
Von Wiegand 

    (1999) 
Arsenault (2000) 
Latham (1998) 

Lok (2003) 
Schiefele (2000) 

 
2.  Visual 
Perception 

Kirkley (2003) 
Ellis (1997) 

Rolland (1995) 
Ellis (1997) 

 

Kirkley (2003) 
Surdick (1997) 

Hu (2002) 
Rolland (2002) 

 
3.  Indirect 

Control 
Not Reviewed Kruger (1995) 

Leibe (2000) 
Not Reviewed 

 

Figure 3.  Mapping of Current Research to Kitamura’s Object Manipulation Schemes. 

 

Literature related to indirect control was not searched and reviewed for all 

categories since it is not relevant for this dissertation.  Referring to Figure 3 above, the 

only area that has generally not been explored in the literature is direct interaction with 

virtual objects using the directly seen, real hand.  This research gap, from the discussions 

above, has the potential to provide for effective object manipulation with the portability 

and flexibility provided by MR. 

Reseach 
Gap 
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CHAPTER THREE: HYPOTHESES AND METHODOLOGY 

 A discussion leading to the research methodology and hypotheses is provided in 

this chapter.  The experimental apparatus centers on providing highly accurate cues to 

support effective and direct interaction with virtual objects.  Because VEs provide two-

dimensional images that can not perfectly provide for all three-dimensional, binocular 

cues, visual displays are carefully considered for the experimentations.  Other sensory 

modalities are added and effectively implemented in the test bed design to improve task 

performance.  Effective virtual object interaction techniques and research methods are 

judiciously selected to build upon previous works while narrowing the research gap in 

direct interaction with virtual objects. 

This chapter begins with the manner in which the findings in the literature drove 

the formulation of this dissertation.  Based on this, the research questions and hypotheses 

are then introduced.  A test bed that supports the research questions is depicted.  Finally, 

experimental designs that test these hypotheses are described. 

Implications of Literature Reviewed  
for Direct Object Manipulation Research 

 Based on the literature reviewed in Chapter Two, this dissertation draws on a 

number of points to shape the proposed research questions, hypotheses, test bed 

development, and experimental design.  This section starts with guidelines drawn from 

the literature reviewed on vision, haptic, audition, and proprioception.  Visual display 

technology comparison follows.  Next, the tasks relevant to virtual object manipulation, 
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based on previous works, are also suggested.  Then, this dissertation points to empirical 

evidence (from Chapter Two) and suggests that direct virtual object manipulation, 

although not yet attempted in the literature, may be feasible.  In this section, the author 

also provides one calculated estimate using the Model Human Processor (MHP; Card, 

Moran, & Newell, 1983) to predict performance time for object manipulation in RE 

compared with those in IVE and MR. 

Guidelines for Research Considering Sensory Modalities 

Special attention must be paid to design and use of visual display systems.  A 

number of conclusions can be drawn from the findings in the literature (Chapter Two) 

regarding vision relevant to the test bed design and experimentation for this dissertation.   

 Optical alignment of display systems must be checked or calibrated. 

 Optical focus should be set at or near the plane of computer generated images.  Focus 

settings that are either too close or too far could cause accommodative adaptation 

with prolonged exposure; for example, it should not be set closer than reading 

distance of about 250mm or beyond infinity.  

 To reduce risk of neural adaptation, focus setting must provide a sharp image. 

 Image plane and virtual 3-D objects must be placed strategically so as to minimize 

unnatural vergence and accurately to avoid mismatched vergence. 

 Binocular displays should be used only if a biocular solution is inadequate. 

 Exposure time must be limited based on the type of display used.   

 Visual stress should be measured and monitored. 

 Acuity tests and vergence tests should be performed to assess visual aftereffects. 
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 For binocular displays, depth of field (or equivalently change in vergence) must be 

limited to a comfortable range depending on viewing conditions. 

Additionally, Vestibular-Ocular Reflex (VOR) adaptation discussed in Chapter 

Two should also be considered carefully.  For this dissertation, total elimination of the 

discrepancy between the vestibular and visual cues would require a perfect head tracking 

system with zero latency and a frameless image generation system (essentially 

instantaneous scene refresh).  While the task of manipulating buttons, dials, and switches 

requires only minimal and slow head movement, the possibility exists that some VOR 

adaptation will occur and will contribute negatively to task performance.  

The literature reviewed in Chapter Two indicates strong evidence for 

effectiveness of VEs that provide for multi-modal presentation, specifically, vision, 

audition, haptics, and kinesthetic proprioception to support direct manipulation of 

objects. These findings also suggest that there is a multidimensional trading space for 

substituting or complementing one sensory for another when certain cues are absent or 

are lacking.  

Comparison of Display Technology for Direct Object Manipulation 

Direct manipulation of an object requires precise knowledge of its location in all 

three dimensions.  Of importance and more difficult to provide and calibrate accurately is 

depth.  Based on Cutting and Vishton’s model (1995), the most important cues for depth 

perception in personal space are occlusion (closer objects visually blocking farther ones) 

and binocular disparity (stereopsis).  The next important cues are relative size and motion 

perspective, which have been discussed previously as cues that are easier to implement in 
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all visual display systems.  After these, the next most important are accommodation and 

convergence.   

So, aside from motion parallax and relative size, which are not issues for visual 

displays, the remaining four cues that require careful attention are occlusion, stereo, 

accommodation, and convergence.  As Cutting and Vishton noted, occlusion is the most 

important and is the most effective depth cue for objects in any space.  Ellis and Menges 

(1998) also found that task errors in VE can stem from missing or incorrect occlusion 

cues.  Stereo is the second most important.  Depth through stereo can be achieved without 

accommodation and vergence, as is the case with autostereograms, e.g., random-dot 

stereograms (Liu, Stark, & Hirose, 1991).  Finally, correct accommodation and 

convergence are important not only for depth perception but also for reducing visual load 

(Shibata, 2002; Wann et al., 2002; Ellis & Menges, 1997).  Visual display systems used 

for VE applications in personal space must carefully consider these four cues. 

For direct manipulation of objects, this dissertation draws from the literature two 

other crucial factors besides depth perception – correction of optical distortion and 

synchronization of visual and proprioception modalities. Robinett and Rolland (1992) 

claimed that one of the most common visual errors in VE is ignoring the distortion 

caused by the optics.  Rolland et al., (2000) further suggested that simulation developers 

using HMDs may not have access to the distortion function.  Even if they do have the 

function, performance penalties may prevent them from correcting for the distortion.  

Regarding synchronization of vision and proprioception, eye-hand coordination is 

essential for reaching, grabbing, and manipulating objects.  Accordingly, having 

instantaneous visual displays and proprioception cues eliminate dissociations of seen and 
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real hand displacement that could induce sensory rearrangement (DiZio et al., 2002).  

Likewise having a direct view of the hand could reinforce and enhance these two 

modalities as Popescu et al. (2002) has found for vision and audition. 

Finally, support for multiple users is also an important feature for a wide variety 

of applications, such as team training in VE.  This dissertation also includes this 

capability as a desirable feature for comparing visual display technologies. 

Table 4 lists the display technologies discussed in Chapter Two with key 

capabilities that support virtual object manipulation.  The visual display capabilities most 

salient to near-field depth perception and natural, direct manipulation of virtual objects 

are listed in the first row of the table.  These include Correct Occlusion, Stereoscopy, 

Correct Accommodation, Correct Convergence, Minimal Optical Distortion, 

Proprioception and Visual Synchronization, and Multi-User Support.  Based on the 

discussions above, this dissertation suggests that HMPD technology can provide all these 

cues simultaneously and with the high perceptual fidelity necessary for virtual object 

manipulation in personal space. 
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Table 4.  3-D Display Technology and Characteristics for Virtual Object Interaction 

 

3D Display Characteristics
Virtual Correct Correct Minimal Proprio-
Reality 3D Display Technology Correct Stere- Accom- Con- Optical Visual Supports
Continuum for virtual object Interaction Occlusion opscopy modation Vergence Distortion Sync Multi-User

Video Screen (2D) X X X X
Reality Video See-Through (2D) X X X X

Optical See-Through HMD X X X X X
Video See-Through HMD X X X
CAVEs X X X

Mixed Virtual Workbench X X X
Reality Autostereoscopic Display X X X X X

Volumetric Display X X X X X X
Virtual Retinal Display X X X X X
HMPD X X X X X X X

Virtual Opaque HMD X X X X X
Environment BOOM X X X X
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Tasks For Direct Object Manipulation 

 There is some overlap among the four sets of tasks reviewed in Chapter Two for 

VE evaluation.  Each of the four sets, the VEPAB (Lampton et al., 1994), the ARPAB 

(Kirkley, 2003), the Precog PAB (Fidopiastis et al., 2004a; Fidopiastis et al., 2004b) and 

the Interaction Techniques  (Bowman, 1999, 2002), could be used to assess certain 

aspects of the task of direct manipulation of virtual objects.  A combination of these tasks 

is appropriate for this dissertation.  Kirkley’s ARPAB and Fidopiastis’ Precog PAB 

essentially emphasize perceptual tasks, one of which is distance estimation.  Lampton’s 

VEPAB and Bowman’s Interaction Techniques include interaction tasks, one of which is 

of particular interest for this dissertation – the manipulation task.  This dissertation 

chooses to explore both types of tasks:  Depth perception and object manipulation.     

 Why Explore the Research Gap? 

Drawing on the literature review in Chapter Two, this section explores potential 

advantages of MR with the real hand manipulating virtual objects such as those found in 

a virtual cockpit. 

First, Lok (2003) showed that interaction using real objects and video is more 

effective than interaction using avatars, i.e., virtual representations of the hand and the 

object.  As a result, he suggested that designers develop VEs that provide for more 

physically real objects.  Bowman (2002) generated guidelines for VE interaction 

techniques and also suggested using natural hand techniques and direct manipulation 

instead of using tools for manipulation of objects within arm’s reach.  Popescu et al. 
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(2002) also suggested that eye-hand coordination was important in direct manipulation 

tasks.  DiZio et al. (2002) further suggested that virtual-visual displacement can cause 

unwanted adaptation of proprioception.  This dissertation draws from these works and 

suggests that perhaps, the hand, the most important object in the VE, should also be real 

in order to improve effectiveness of spatial task performance and minimize adaptation 

over purely virtual environments.  Having a direct view of the hand and therefore full 

fidelity for the visual perception could provide better accuracy, shorter task completion 

time, and less adaptation problems. 

Next, from the literature cited previously, it is clear that correct occlusion, 

stereoscopy, accommodation, and convergence are highly desirable cues for object 

manipulation but are often omitted or else incorrectly provided due to limitations of 

conventional visual display technology.  Cutting and Vishton’s model (1995) also 

identified these cues to be among the most important in personal space.  Based on the 

works of Ellis & Menges (1997, 1998), where it was shown that transparency in virtual 

and real objects creates the false depth illusion, this dissertation suggests that proper 

occlusion could eliminate this error completely.  Also based on the works of Ellis and 

Menges (1997, 1998) and Rolland et al. (2002b), where they independently showed that 

stereoscopy alone provided for sub-centimeter accuracy and precision, this dissertation 

also suggests that this additional cue provides adequate precision for effective cockpit 

instrument interaction.  Also based on experimental results of Ellis and Menges (1997) 

for biocular viewing, it is suggested that correct convergence and accommodation 

settings also contribute to accurate depth perception, and more importantly, reduce 

eyestrain.   
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From a quantitative standpoint, Ellis and Menges (1997) reported experimental 

results of 3.0 mm precision and perfect accuracy for depth perception of real and virtual 

objects side by side with binocular viewing alone.  Since typical cockpit buttons, dials, 

and switches are at least three times larger than this tolerance of 3 mm, it appears that 

such an application is feasible. This does not yet take into consideration the findings of 

Ellis and Menges (1997) regarding adjacent physical objects. Having a physical object, 

like the finger, near the virtual object, like a virtual button, may provide even more 

realism and more perceptual accuracy in the judgment of virtual object depth.  This also 

has not accounted for additional cues such as haptics, which Schiefele (2000) has 

suggested can reinforce visual cues as well as increase usability by providing a physical 

surface on which to rest the finger or the hand.  Therefore, it appears that there is ample 

evidence suggesting high effectiveness in a well-designed MR where the hand is real and 

directly seen and the object is virtual. 

Finally, this dissertation also suggests that direct view of the user’s hand provides 

for a more efficient environment than a purely virtual environment based on the Model 

Human Processor (MHP).  This model provides for prediction of performance time 

relatively accurately, especially for simple tasks (Eberts, 1999).  The model takes into 

account perceptual processing time, Tp, of about 100 ms on average, cognitive 

processing time, Tc, of about 70 ms on average, and motor processing time, Tm, of about 

70 ms on average.  Based on this model and conservative assumptions, estimated times 

for task completion were calculated (Appendix D).  Simple button pushing performance 

time was predicted to be on the order of 2.0 seconds for the RE condition, 2.4 seconds for 
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the MR condition, and 3.0 seconds for the IVE condition.  These estimates show 

noticeable improvement of MR over IVE and approaching the ideal condition of RE. 

Research Questions 

The works related to object manipulation described above provide ample evidence 

that an intuitive and effective MR could be designed to provide for direct manipulation of 

virtual objects.  This dissertation’s preliminary analysis also suggests that providing a 

direct view of the hand, for example, in MR, can be more effective and more efficient 

than displaying a corresponding model, for example, in IVE.   

From a review of display technology, OSTHMD, HMPD, and RSD are the only 

technologies that provide direct optical view of the real world.  Of these, neither 

OSTHMD nor RSD provide for correct occlusion, which has been shown (Ellis & 

Menges, 1997) to significantly affect visual perception  (see Table 4).  HMPD, on the 

other hand, has this and all other features previously identified as potentially beneficial 

for virtual object manipulation. 

Review of the literature regarding vision also reveals many potential pitfalls with 

stereoscopic displays, likely due to improper design and use, rather than fundamental 

limits.  Biocular (non-stereoscopic) displays are generally easier to implement, are more 

forgiving to inappropriate use, and place less stress on vision as a result, but lack depth 

cues.  Stereoscopy, on the other hand, has been found to provide strong depth cues, but 

requires careful design, calibration, and use to avoid inaccurate and conflicting cues.  

Specifically, accommodation and convergence are cross-linked and mismatches of these 
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cues with each other, with stereoscopy, or with other depth cues can contribute 

significantly to eyestrain.   

Drawing from the summaries above, an overall research question is formed for 

this dissertation.  Can one naturally, effectively, and directly interact with virtual objects 

in personal space?  This is broken down into two pairs of research questions.  Each pair 

includes one question dealing with depth perception and the other dealing with 

interaction.  The first set of questions is carefully designed to address extreme ends of the 

Reality-Virtuality (R-V) continuum.  This establishes solid reference points in the 

familiar RE and IVE, environments where ample research has already been conducted 

(see Figure 3).  These questions seek primarily to confirm previous conclusions in the 

literature, slightly extending upon their findings, and linking them to this dissertation’s 

construct.  A second purpose is to provide solid reference points and establish robust 

experimental procedures for similar but more complex research.   

The second set of research questions directly addresses the research gap (see 

Figure 3), again exploring depth perception and object interaction.  It explores the full R-

V continuum, spanning from RE, to MR, to IVE.  In addition to the fundamental visual 

cues, other salient sensory modalities (audio and haptics) are included and controlled.  

All combinations of environment types with sensory modalities are investigated and their 

effects compared.  This set of questions seeks to substantially extend the body of 

knowledge in virtual environment interactions by providing a full set of empirical data 

covering the R-V spectrum and sensory modalities. 
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Question One:  Depth Perception in Immersive Virtual Environment (IVE) 

What is the accuracy of perceived depth of virtual objects in personal space?   

This question is broken down further.  First, what level of accuracy of depth perception is 

achievable with standard Optical See-Through Head Mounted Displays (OSTHMDs)?  

OSTHMDs have optical distortion.  Furthermore, accommodation and interpupil distance 

(IPD) adjustments settings are inexact.  Measuring depth perception using OSTHMD 

empirically provides a baseline of current capability.  Second, is this level of accuracy 

significantly enhanced when using a display system and software design that carefully 

considers correction of optical distortion, matching of field of view and IPD between the 

user, the optics, and the graphics software, correct focal point (accommodation), correct 

convergence, correct disparate images, and proper spatial registration, alignment, and 

calibration?  These are salient to a number of the cues that Cutting and Vishton (1995) 

suggested are most important for depth perception in personal space.   

Question Two:  Interaction in Reality Environment (RE) 

Can one interact with virtual cockpit panel controls as timely and as precisely 

without haptics feedback, given complete and perfect visual cues?  Based on previous 

works conducted by Lok (2002) and Schiefele (2000), haptics could be expected to 

enhance task performance.  However, the visual cues in Lok’s and Schiefele’s 

experiments were not ideal.  Measuring task performance in RE establishes the reference 

point and quantifies the contribution of the second sensory modality, haptic cue, in a 

perfect visual environment. 
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Question Three: Depth Perception in Mixed Reality (MR) 

Given correct binocular visual cues and kinesthetic proprioception, what is the 

accuracy of perceived depth of virtual and real objects?  This primary research question is 

broken down into detailed questions that provide further insight into the contribution of 

different VEs and the cue of kinesthetic proprioception to depth perception.  Does the 

MR environment significantly enhance accuracy of depth perception over the pure IVE?  

Ellis and Menges (1997) found that having a real object next to a virtual one does affect 

depth perception.  Does the addition of kinesthetic proprioception significantly enhance 

the precision of depth perception?  Kinesthetic proprioception provides a spatial cue that 

is fully synchronized with the visual cue when using an optical see-through system, such 

as the HMPD.  Finally, what is the accuracy of depth perception for RE and is it 

significantly different than that for the MR or IVE with or without synchronized visual 

and proprioception cues?  The cues provided in all environments are essentially identical 

except for the fact that in MR and IVE, the 3-D object is computer generated and 

produced from 2-D displays.   

Exploring these questions on one common test bed with one set of experiments 

that span all virtual environment types can perhaps link findings from previous, separate 

research that dealt with only one type of environment each (Rolland et al., 1995, 2002; 

Ellis et al., 1995).   With the additional proprioception cue, this research can also extend 

previous research and perhaps partially explain the accuracy gap between virtual and real 

environments.  Finally with a comprehensive look across all virtual environment types, 

using a highly accurate HMPD calibrated to each individual, perhaps such empirical 
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findings can expand our understanding about which cues or techniques potentially 

contribute to enhancement of depth perception.  Figure 4 expounds on the research gap 

diagram formulated earlier in Chapter Two (Figure 3) and highlights the key area in VE 

depth perception that this dissertation addresses. 

 

 

 

 

 

 

 

 

 

 

Figure 4.   Dissertation Research Area, VE Depth Perception in Personal Space. 

 

Question Four:  Interaction in Mixed Reality (MR) 

This research question is more practical from a flight training simulation 

standpoint.   It deals with interaction with virtual and real objects.   Can one manipulate 

typical virtual controls as effectively, i.e., as accurately, and as efficiently, i.e., as timely, 

as one does real counterparts?   

 

Present Dissertation Research Area

Absent

Reality (RE) Mixed Reality (MR)
Immersive Virtual 
Environment (IVE)

Visual Environment

P
ro

p
ri

o
ce

p
ti

o
n

Ellis
2 mm

Ellis
2 - 2000 mm

Rolland
50 mm

Rolland
8 mm

Hu 
15 - 25 mm



 62

This primary research question can also be broken into several detailed questions 

to assess the contribution of each modality on task performance. First, given all the 

proper, synchronized visual and kinesthetic proprioception cues in a MR, what are the 

performance time and error rate of the task of interacting with simple virtual cockpit 

controls?  A MHP calculation (see appendix D) along with previous work (Schiefele, 

2000) provide estimates for performance time ranging from 1.5 seconds to 5.5 seconds.   

Second, do these performance measures improve with the addition of audio cues?  

That is, what is the contribution or effect of adding audio cues for this task?  Audio 

provides additional temporal information so it could potentially contribute to 

performance time enhancement. 

Similarly, given visual cues and simple touch haptic cue, what are the 

performance time and error rates for this task?  How do they compare to the MR 

condition where only visual cues are provided?  That is, what is the contribution of 

adding the additional haptic cue for this task?  Haptic cues provide spatial information so 

they can potentially improve performance with respect to task error (Lok, 2002; 

Schiefele, 2000; Arsenault & Ware, 2000).  

Fourth, given all feasible cues in MR – visual, audio, and haptics – what is the 

performance time and error rate for the task?  How does it compare to the MR condition 

where only visual cues are provided?  That is, what is the contribution of simultaneously 

adding audio and touch haptic cues for this task?  Since all the cues are provided, task 

performance in this condition can potentially be significantly faster (shorter performance 

time) and more accurate than the visual-only condition. 
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Next, how does performance in this MR, where all the visual, audio, and haptic 

cues are present, compare to that in RE?  Since all cues are present in both conditions, 

performance differences between RE and MR may be less pronounced. 

Finally, the condition with all cues present except haptics is of special interest 

because it could potentially provide for an effective MR environment without the 

bulkiness and rigidity of the physical cockpit mockup or of the haptics apparatus.  For 

flight simulation training applications, does task performance degrade significantly in the 

MR environment without haptic cues compared to the Reality (RE) environment? 

Figure 5 expands on Figure 3 from Chapter Two and depicts some of the previous 

works in virtual object interaction highlighting the area of research for this dissertation. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Dissertation Research Area, Object Interaction in Personal Space. 
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Experimental Design 

Four experiments were designed to address the research questions previously 

discussed.  The first two experiments explored the end points of the R-V continuum, 

depth perception in IVE and interaction in RE.  The last two experiments also included 

depth perception and interaction tasks and explore the entire R-V continuum and all 

salient sensory modalities. 

Apparati 

The primary apparati used for collecting experimental data included VE 

equipment for the main data collection procedure and eye examination instruments for 

pre- and post- experiment procedures. 

Visual displays for collecting experimental data included an nVision Hi-

resolution Datavisor optical see-through HMD (OSTHMD) and a HMPD weighing less 

than 500g with Organic Light Emitting Diode (OLED) displays and provided by the 

Optical Diagnostic and Analysis (ODA) Lab at UCF.  The optical see-through HMD and 

the HMPD had adjustments for head size and position and for IPD to match those of each 

test participant. Since the HMPD could be worn with prescription glasses, focus 

adjustment in lieu of the eyeglasses was unnecessary. 

Image Generation hardware and software for the experimental test bed included a 

computer PC with Windows XP and a Matrox 256MB dual output graphics card. The 

computer simulation software used was DiSTI’s GL Studio, which provided a user-

friendly Graphical User Interface (GUI) for creating 3-D cockpit models.  The software 
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application supported generation of disparate binocular views and provided for 

programmable adjustment of field of view, aspect ratio, IPD, and perspective to easily 

match those of the visual display with the experiment participants.   

An Intersense 600 system was used to track the hand.  This was a hybrid 

acoustics- and accelerometer-based system.  The sonic discs (acoustics) were used to 

compensate for drift and provide absolute distance information.  The inertial cube 

provided relative positional distance and angular rotation information. 

An infrared detector with audio signal feedback was used to detect the presence of 

the hand touching the virtual object, thereby, breaking the infrared beam.  Sony Digital 

Hi-Definition camcorder and HDTV were used for monitoring and, as a secondary 

method, to capture distance measurements during the experiment and to verify the results 

afterwards. 

A Snellen Eye Chart, Dolman Depth Perception Box, and the Stereo Fly Test 

were used to measure each participant’s static acuity, depth perception, ability to perceive 

3-D via stereoscopy, respectively.  These are used to screen out participants who had less 

than normal vision, and, as a safety measure, to look for signs of aftereffects if any.  

Experiment One:  Depth Perception in IVE, OSTHMD vs. HMPD 

The first experiment measured depth perception in IVE and compared the results 

between two types of displays, the OSTHMD and the HMPD.  The OSTHMD had visual 

cue settings at nominal values while the HMPD provided for more exact adjustments.  

Figure 6 depicts the two types of visual displays used in Experiment One. 
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Figure 6.  Experiment One – nVision OSTHMD (left) vs. ODA Lab HMPD (right). 

 

Experiment One:  Hypothesis 

Given correct binocular visual cues afforded by the HMPD, perceived depth of 

virtual objects is significantly more accurate than that afforded by the OSTHMD where 

visual cues are not ideal.   

Ha:  Error HMPD < Error OSTHMD 

 

This hypothesis is mainly based on the preciseness of the cues provided by the 

HMPD compared to that of the OSTHMD.  Based on previous VE depth perception 

experiments (Rolland, 1995), it is expected that the accuracy using OSTHMD — where 

accommodation and convergence settings can only be approximated and where optical 

distortion exists — would be on the order of centimeters (tens of millimeters).  Also 

based on previous experiments (Rolland et al., 2002; Ellis & Menges, 1997), it is 

expected that visual display and software correctly aligned and calibrated to match the 

user would provide significant improvement in precision over OSTHMD.    This design 
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provides for comparison of the two cases, HMPD with optimal visual cues vs. OSTHMD 

with nominal cues, in one common experimental setting. 

Experiment One:  Design 

The experiment had two treatments, one for each type of visual display.  The 

design was based on work previously done by Rolland et al. (2002b) and Ellis and 

Menges (1997) but used the HMPD and off-the-shelf OSTHMD instead of laboratory 

optical display systems.  The experiment measured depth perception in IVEs.  The 

participants adjusted the position of one virtual object, an octahedron, until its depth is 

believed to match that of another nearby stationary object, a cylinder.   

The following points helped to shape a robust experimental design and to plan for 

slight adjustments during the data collection phase as necessary due to unforeseen 

constraints, e.g., unanticipated apparatus limitation, participant variability, or erroneous 

assumptions discovered. 

Within-Subject Design 

A within-subject design was used to minimize the effect of variation due to 

individual participant differences.  Depth perception using the method of adjustment 

(Rolland et al., 2002) of one virtual object to match that of the other was employed 

because of its proven reliability.  Three object sizes were used to determine the effect, if 

any, of size on perceived depth.  The lateral distances between the objects were 

proportionally wider for larger objects to maintain consistency.  These lateral distances 

between the objects were also roughly comparable to the widths of the objects to 

reasonably balance out the scene. 
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Size Familiarity in Depth Experiment   

Cutting and Vishton (1995) suggested that relative size is the fourth strongest cue 

in personal space, above accommodation and convergence.  Since the participants may 

judge distance based on their familiarity with every day object size, this could introduce a 

confound in the experiment.  Hence, the stimuli were chosen to be simple generic shapes, 

a cylinder and an octahedron.  These do not relate to any physical object.  The 

participants were told to base their alignment on the center of mass of each object.  

Accordingly, the volumes of the two objects were designed to be the same.  The 

octahedron was also chosen (e.g., instead of a cube) because it had edges corresponding 

to the center of mass that can be referenced for alignment.  The cylinder was also chosen 

to have a small diameter so that its center can be more accurately judged.  Three object 

sizes were used to determine the effect, if any, of size on perceived depth.   

Random Presentation in Depth Experiment   

The octahedron, the object to be adjusted, was presented on either side of the 

cylinder, left and right, randomly and equally.  Likewise, the octahedron was presented 

closer or farther away than the cylinder in a random and balanced manner. This also 

helped with subsequent analyses for determining whether dominant eye affected 

perception on one side or the other, or if front and back adjustment made any difference.  

Optimal Settings and Mitigation of Side Effects.   

In designing the experiment, a conscious decision was made to attempt to 

optimize all conditions.  The HMD was set as closely as possible to correct 
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accommodation, convergence, and IPD settings instead of nominal settings as is typically 

done.  This strategy provided for comparisons of best cases instead of nominal cases for 

each type of display.  Furthermore, this strategy minimized the chance of side effects due 

to typical, but improper, use of HMDs. 

Population Sample   

The ideal population for this study is military pilots. However, from a practical 

standpoint, a combination of active and inactive military personnel, civilian personnel, 

and graduate students were used.  Additionally, since the population was not all pilots, 

the tasks for the experiments were designed, necessarily, to be simple and generic instead 

of more dynamic or more specific to specialized flight instruments. 

Screening Tests 

A number of pre- and post-experiment procedures were conducted.  Participant 

Screening Tests were conducted prior to experiments.  Participants were screened on 

acuity tests using the Snellen chart and with stereoscopy using the Dolman apparatus and 

the stereo fly test.  Only participants with normal vision were used for data collection and 

analysis. 

Calibration and Familiarization Sessions 

Each participant for each session went through a calibration routine to align the 

HMD/HMPD with the eyes.  Familiarization sessions were also conducted for each task.  

Each participant was allowed as much time as necessary to comprehend the task and 
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explore the use of the equipment.  For each experiment, one or two alignments taking 

about two minutes before the actual experiment started was generally sufficient. 

Simulation Sickness Questionnaire (SSQ) 

Side Effects Tests were conducted for each participant.   Simulation Sickness 

Questionnaires (SSQs; Kennedy, Lane, Berbaum, & Lilienthal, 1993), acuity tests, depth 

perception tests, eye-hand coordination tests, and vergence tests were performed before 

and after the experiments to determine if aftereffects existed.  Additionally, postural 

stability test was performed if necessary, since HMD-based devices could be expected to 

produce higher level of sickness compared with standard simulators (Kennedy, Dunlap, 

Jones, & Stanney, 1996; Drexler, Kennedy, & Malone, 2005).  Each participant also 

completed a set of background questionnaires. 

Lighting 

The experiment was conducted in a confined booth completely covered with 

black linen so that no unwanted visual cues were present.  The displays were relatively 

dim and therefore, the booth created more vivid stimuli by providing a dark environment. 

Experiment One: Task and Independent Variables (IV) 

The task for each participant was to adjust one virtual object, an octahedron, until 

the participant perceived that it was at the same depth as another nearby, fixed, virtual 

object, a cylinder.  The task used the standard method of adjustments (Rolland et al., 

2002b; Fidopiastis et al., 2004a, 2004b).  The task was repeated multiple times.  

Independent Variables (IV) were visual display type at two levels, OSTHMD and 
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HMPD.  The HMPD provided high visual fidelity.  It was optimized for correct 

accommodation and convergence at 0.8 m, and had low optical distortion.  The 

OSTHMD provided normal fidelity, typically found in high-end off-the-shelf displays.  

Accommodation and IPD were adjusted at nominal settings for each user.  The OSTHMD 

also had some optical distortion that was unavoidable.  The participant, with the help of 

the researcher, adjusted accommodation and IPD settings until the visual environment 

became relatively clear and centered.  

Experiment One: Dependent Measures and Stimuli 

This experiment included three dependent measures for each experimental unit, 

the participant.  These were bias, accuracy, and precision as defined below for this study. 

Error of depth perception was the primary quantity of interest. For each 

adjustment, the error was determined by measuring the final distance in depth 

(horizontally in the sagital plane) between the displaced octahedron and the fixed 

cylinder.  It was arbitrarily defined as positive error distance if the octahedron was closer 

to the participant than the cylinder and negative error distance if farther away.   

For each participant, these error distances were averaged over the repeated 

adjustments, to calculate the first dependent measure, bias.  Bias can be positive or 

negative, since the error can be positive or negative.  It is a measure of how far, on 

average, a participant overshoots, if positive, or undershoots, if negative, in perceiving 

depth. 

Accuracy was the second dependent measure.  For this study, it was defined as the 

average of the absolute values of the error distances.  It was calculated for each 
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participant by taking the absolute value of the error distance for each adjustment and 

averaging these values over all repeated adjustments.  Accuracy can only be positive 

since it is the average of only positive values.  It is a measure of average error of depth 

perception for each participant. 

Precision was the final dependent measure.  For this study, it was defined as the 

standard deviation of the signed (positive or negative) error distances.  For each 

participant, the standard deviation of the error distances for the repeated adjustments 

were calculated.  Although the error distances could be positive or negative, precision 

could only take on positive values since it was determined by calculation of standard 

deviation.  Precision is a measure of the variability of depth perception for each 

participant. 

The stimuli for the experiment were virtual objects, a cylinder fixed in position 

and an octahedron, which could be translated in one dimension, back and forth, by the 

participant.  For each participant, the octahedron was on the left side of the cylinder in 

half the trials and on the right for the other half.  It was alternated randomly from one 

side to the other.  The depth of the fixed cylinder was placed at 0.8 m and the octahedron 

was randomly placed in front of and behind the cylinder and at different distances 

ranging between 0 and  +/- 100 mm. 

Experiment One:  Participants and Procedures 

Eight participants were recruited from pools of graduate students and researchers.  

As necessary, some were screened out due to failure of the eye exam.  Each participant 

went through both treatments, OSTHMD and HMPD, in a within-subjects design.  
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The initial depth of the cylinder was placed at 0.8 m.  The participants repeated 

the adjustment task sixteen times with the octahedron on the left and sixteen more on the 

right.  The adjustment task was repeated again with two other sizes of the same objects.  

Participants performed the task in an OSTHMD with approximated settings for 

accommodation and convergence.  They also performed the same task wearing the 

HMPD where the experimenter set these accurately.  The order of presentation of the 

octahedron on either side of the cylinder, the order of the visual display types used, and 

the order of the presentation of the sizes of the objects were randomized.  The number of 

adjustments totaled 192 for each participant. 

16 adj X 2 sides X 3 sizes X 2 Displays = 192 adjustments per participant 

 

Each participant for each session also went through a calibration routine.  

Adjustments for IPD, focus, and convergence were necessary to match the HMPD and 

OSTHMD with the participants and the graphics software. 

Experiment Two:  Interaction in RE, Haptic Cue vs. None 

Experiment Two measured accuracy and performance time of interaction in RE.  

It compared these measures for two conditions, one with a haptic cue present and the 

other with it absent.  Figure 7 shows the participant’s hand that was position tracked, the 

mirage dishes that presented the stimuli (optically-virtual images), and the removable, 

clear, plastic panels that provided for the simple haptic cue.  The picture was taken with 

room lights on for clarity, but the experiment was conducted in the dark with only the 

black light turned on to illuminate the white glove and the florescent stimuli. 
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Figure 7.  Experiment Two – Object Interaction in RE, Haptics vs. None. 

 

Experiment Two:  Hypothesis 

Error and performance time is significantly improved when haptic cues are 

provided, even in RE, where visual cues presented are perfect.  This prediction is made 

primarily because haptics is a spatial cue, which can potentially improve spatial error as 

found by Schiefele (2000).  It provides confirmation of action taken and can also 

potentially reduce task completion time as found by Arsenault and Ware (2000). 

Ha:  Error haptics < Error no-haptics 

Ha:  Performance Time haptics < Performance Time no-haptics 
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Experimental Two:  Design 

A within-subject design was developed.  As discussed earlier, this minimizes the 

variation due to individual differences.  In addition to some of the design consideration 

discussed earlier, below were additional concerns in development of Experiment Two. 

Tracking Limitation   

Tracking systems technology was still somewhat immature.  This study, like 

many others employing HMDs and tracking systems, could have easily become highly 

dependent on the accuracy, alignment, and calibration of the tracking system. Position 

tracking was not the focus of this study. Therefore, tracking system was avoided as much 

as feasible.  This experimental design limited the use of tracking systems.  Only the hand 

was tracked.  Tracking the head would have required complex alignment and calibration 

in six degrees of freedom for the head with the environment and would introduce 

additional, unwanted errors unnecessarily.  For this experiment, optical mirages were 

used.  Each optical mirage was generated by reflecting the real physical object, the 

button, off of two curved mirrors to present an optically real image.  The set of curved 

mirrors, also called a mirage dish, displayed the stimuli with perfect visual cues no matter 

where the head was positioned so head tracking was not necessary.  Hand tracking was 

carefully observed during data collection and raw positional and rotational data was 

analyzed in detail to account for any misalignment. 

Experiment Two:  Task and Independent Variable  

The task was activation of a keyboard button, such as those found in flight 

cockpits or computer terminals.  The first part of this experiment measured performance 
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time and error rate.  The second part was independent of the first and measured spatial 

error.  The independent variable was haptic cue feedback.  This variable had two levels, 

absence and presence of a haptic cue. 

Experiment Two:  Dependent Measures and Stimuli  

Dependent measures for this experiment were performance time, error rate, bias, 

accuracy, and precision.  Performance time measured the time it took to push the button.  

Error rate was the percentage of task errors, that is, missing the button.  Bias, accuracy, 

and precision, as before, were defined as the average, average of absolute values, and 

standard deviation of the error distances respectively.  The error distance was measured 

from the center of the finger tip to the center of the stimuli, the buttons. 

Experiment Two: Participants and Procedure 

Ten volunteers were recruited for the performance time and error rate portion.  An 

additional ten were recruited for the accuracy tests.  The participants were recruited from 

the pools of graduate students and researchers. 

Each participant tapped a physical point on the table and then a virtual or a real 

button at the cue of a sound provided by the experimenter.  Each participant repeated the 

task fifteen times with simple touch haptics feedback present and fifteen times without 

for the mirage button.   Each repeated the task with the real button.  Five of the 

participants received the haptic-present condition first, and the other five received the 

haptic-absent condition first.  All received an additional condition using the real button 

last, just as a reference point for verifying the data collected.  The total experiment time 

lasted about 15 minutes for each participant. 
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The button was presented as an optical mirage so that the set of visual cues 

presented were complete and ideal, i.e., occlusion, stereoscopy, accommodation, and 

convergence were perfect.   This mirage also allowed for direct view of the hand and for 

correct synchronization of proprioception and visual cues.  The mirage also provided for 

the exclusion of normal haptic cues.   The simple touch cue was added for the haptics-

present condition by placing a clear thin plastic panel where the mirage was.   

All lights were turned off so no other visual cues were present.  Black lights, 

white gloves, and florescent markers were used to highlight the hand and the stimuli.  No 

other cue feedback was provided.  

The second part of this experiment measured spatial error.  Participant time was 

ignored so that spatial error could be more accurately measured.  Ten volunteers 

participated, and none from the first group were reused.  Four squares representing 

buttons were presented as optical mirages.  The participants were advised that the squares 

would be presented visually but that haptic feedback may or may not be present.  They 

were asked to align the index finger on top of each square.  The position of the fingertip 

was measured using the IS600 tracker, which was specified with 1 mm accuracy at steady 

state and with overall test bed accuracy at 2 mm.  Each participant performed this 

localization task four times for each of the four buttons presented and for each treatment.   

 (4 touches) x (4 squares) x (2 treatments) = 32 total touches per participant 
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Experiment Three:  Depth Perception, Full Factorial 

Experiment Three built upon the tools and results from Experiment One to 

provide a complete set of empirical data on depth perception spanning all three 

environment types and including the additional, salient sensory cue of proprioception.  It 

was conducted on one common test bed, using one highly reliable participant pool, and 

leveraged proven methods in the literature.   The method of adjustment for depth 

perception was used and the stimuli were an octahedron and a cylinder of four degrees 

and one degree in widths, respectively (Rolland et al., 2002).  Figure 8 depicts the virtual 

stimuli used for this experiment including calibration lines which facilitated alignment of 

the virtual and real environments.  
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Figure 8.  Experiment Three – Depth Perception, RE vs. MR vs. IVE. 

Experiment Three: Hypothesis 

Given the correct binocular visual and kinesthetic proprioception cues, the user 

can perceive depth with sub-centimeter accuracy between a real and a virtual object, 

between two real objects, and between two virtual objects.  Additionally, MR may 

provide a significant increase in depth perception accuracy compared to that provided by 

IVE.  This hypothesis was partly based on previous works of Ellis and Menges (1997, 

1998) where real visual cues were found to affect perception of virtual cues. The addition 

of kinesthetic proprioception also provided an extra cue, which could potentially improve 

accuracy of depth perception.  Furthermore, accuracy of depth perception in the RE was 
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expected to be perfect, i.e., within measurement system accuracy of 2 mm.  Finally, it 

was expected that accuracy in RE would be comparable to that of the MR condition 

where visual and kinesthetic proprioception cues were synchronized and visual cues for 

both environments are comparable in fidelity. 

Hypothesis 3a:  With accurate visual cues for virtual objects, mean depth 

perception errors are small enough for training applications, i.e., less than 10 mm.  

Ha: Error < 10mm (for MR and IVE) 

Hypothesis 3b:  Proprioception significantly improves depth perception, i.e., the 

error is less given the added cue. 

Ha: Errorproprioception  < Errorno-proprioception (for MR and IVE) 

Experiment Three: Design 

In addition to some of the design considerations discussed in the previous 

experiments, the points below provide for an improved, more robust experiment. 

HMPD Brightness, Adjustments, and Calibration 

While the HMPD provided for accurate adjustments and alignment for 

convergence, focus, and IPD, it had brightness and contrast issues in the previous 

experiments.  The HMPD, like other displays, gradually lost its brightness and contrast 

over time with used.  For Experiment Three, the displays were replaced with a new series 

of Organic Light Emitting Diodes (OLEDs) provided by eMagin Inc. that dramatically 

improved brightness. 

With the unexpected brightness improvement, it was discovered that other, more 

reliable methods for adjustment and calibration can be used.  Since the HMPD design 
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was a hybrid of the HMD and projection display, theoretically, adjustment and calibration 

methods for either types could be used.  Because of the low brightness level in 

Experiment One, only the user could see the image, and not the researcher standing by. 

Experiment One relied heavily on typical HMD methods.  These methods largely require 

the user to wear the HMD to make the alignment and adjustments, for example verifying 

focus adjustment subjectively.   The projection display methods, on the other hand, allow 

the user and the researcher to simultaneously see the same image and provide for real-

time adjustment by the user and verification by the researcher.  Experiment Three 

included frequent verification of alignment before, during, and after experiment sessions 

that were not previously feasible. 

Full Factorial Design 

A full factorial experimental design was employed (Table 5).  In research terms, 

this design increased the volume (or information value) while reducing the noise (or 

contribution of unwanted variation).  The design also provided for thorough analysis on 

the effect of each factor, or independent variable. 

Table 5.  Depth Perception, Full Factorial Design 
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Across-Subject Design. 

The use of an across-subjects experiment eliminated the confound with respect to 

fatigue effects, which was observed previously in Experiment One.  It also eliminated 

carryover or practice effects from one treatment to the other, which may also have existed 

in Experiment One.  An additional benefit was the VE exposure time.  Since each 

participant underwent only one treatment, VE exposure and any side effects were 

minimized.  One downside of the across-subject design was the requirement of many 

more participants, especially with a large number of treatments for the same statistical 

power as a within-subject design.  Non-equivalency between groups was also a concern.  

For these reasons, the participant pool had to be carefully selected.  An experimental 

venue that could provide for a large pool of highly reliable participants was crucial.   

Participant Screening 

To further minimize non-equivalency between groups, participants needed to have 

already been fully examined for visual capabilities or else, they had to be carefully tested 

and if necessary, screened out. Each participant had to pass the visual acuity test using 

the Snellen Eye Chart, to demonstrate stereoscopy abilities using the Stereo Fly Test, and 

to be able to accommodate for near and far focusing.  Additionally, participants with 

IPDs too wide or too narrow for HMPD adjustments were also screened out.  

Motion Parallax   

Motion parallax, according to Cutting and Vishton (1995), is the third strongest 

cue for depth perception in personal space.  The fidelity of this cue, however, could 
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depend heavily on the accuracy and responsiveness of the head tracking system.  For this 

reason, head tracking was not employed.  The participant’s head was fixed on a chin rest.  

Experiment Three: Task and Independent Variables   

As in Experiment One, the task was to adjust one object until the participant 

perceived that it was at the same depth as another nearby fixed object using the method of 

adjustment (Rolland et al., 2002b).  Results from Experiment One provided the data 

needed to estimate the number of repetitions.  Error measurements were made in 

Experiment One and the standard deviation, , was estimated to be approximately 6 mm.   

Half width was chosen at 2 mm, the approximate accuracy of the test bed.  The minimum 

number of adjustments necessary for each participant was calculated below.  This number 

of repeated adjustments provided for 95% confidence in estimating the population mean, 

i.e., the accuracy of depth perception, to within +/- 2mm.  

  

 

 

 

Experiment One also exhibited some fatigue or boredom effect.  To balance the 

accuracy of the measurements with the potential fatigue factor, the number of 

adjustments was chosen to be about half the calculation above to twenty repetitions.   

This reduction in the repetition increased the half width from 2.0 mm to 2.6 mm or, 

equivalently, decreases the confidence in the mean estimation from 95% to 86%.  

Z/2  2 1.96 * 6    2

H                        2
N =                        =                        =  36 adjustments
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Independent variables, also called experimental factors, for this experiment were 

virtual environment type and kinesthetic proprioception cue.  Virtual environment type 

had three levels.  V/V, for virtual object next to virtual object, represented IVE.  R/V, for 

real object next to virtual object, represented MR.  R/R, for real object next to real object, 

represented RE.  The proprioception factor had two levels, presence or absence of the 

cue.  For the presence condition, the participant’s hand moved inch for inch with the 

octahedron.  For the absence condition, the participants pressed arrow buttons on the 

keyboard to move the octahedron and did not get any relevant, direct proprioception 

feedback.   

Experiment Three:  Dependent Measures and Stimuli  

As in Experiment One, error distances from participant adjustments were 

collected and bias, accuracy, and precision were calculated and used as dependent 

measures.  These measures were computed for each participant using the average, 

average of absolute value, and standard deviation of the error distances, respectively.  

Also similar to Experiment One, the stimuli were an octahedron and a cylinder.  Both 

were virtual objects for the IVE condition and both were real objects for the RE 

condition. The cylinder was real and the octahedron was virtual for the MR condition.  

Again, the octahedron was alternated randomly left, right, in front of, and behind the 

cylinder, which was fixed at 0.65 m away, approximately the extreme reach of the 

participants. 
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Experiment Three:  Participants 

The results of Experiment One provided the data needed to estimate the sample 

size for this experiment.  The sample size estimate technique depended on the statistical 

analysis used, the statistical power and significance criteria chosen, and an estimation of 

the effect size.   

For the purposes of sample size estimation, ANOVA, F-Test, for comparing 

multiple means was assumed to be the method that would be used for statistical analysis.  

This in turn, required other assumptions.  For each dependent measure, the variances for 

the treatments were assumed to be equal.  Each measure was assumed to be normally 

distributed.  Finally, each treatment was assumed to be the same size. 

In addition to the above assumptions, statistical power and alpha value had to be 

chosen.   Power, P, represents the probability of correctly rejecting the null hypothesis, 

Ho, and was chosen to be 0.8, as generally done in this field of study (Cohn, 1988).  

Alpha, , represents the probability of falsely rejecting the null hypothesis, Ho, and was 

chosen to be 0.05 also as generally done in the field.   

Effect Size, d, was defined as m / , for the F-Test.  The variable, m, is the 

standard deviation for all experimental population means.  The variable, , is the standard 

deviation within one of the populations and was assumed to be the same for all for the 

purpose of sample size estimation.  Effect size had to be estimated.  Based on results 

from Experiment One,  can be reasonably estimated to be 6 mm.  m was more difficult 

to estimate.  Conservative estimates for the mean accuracy in the four (k=4) experimental 

treatments were 14, 8, 2, and 2 mm. This yielded m = 4.8 and d = 4.8/6.0 = 0.8. 
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Given the above criteria and assumptions, the sample size needed was (Cohen, 

1988, Table 8.4.4, p. 384 and Table 8.3.14 p. 315 for d=.8,  = 0.05, Power = 0.8, and u 

= k-1 = 3): 

N = 6 participants per population or treatment 

 

Experiment Three design included 6 treatments.  To balance out and slightly 

match the number of participants required by the next experiment, Experiment Four, N 

was chosen to be one higher, N = 7.  Total sample size for this experiment was 7 times 6 

treatments, which equated to 42 participants. 

Experiment Three: Procedures 

The participant adjusted the position of one object, an octahedron until its depth 

was believed to match another close by, stationary object, a cylinder.  The experiment 

quantified error of depth perception for all three types of Virtual Environments – RE, 

MR, and IVE.  Half of the participants performed the task with kinesthetic proprioceptive 

cue and the other half performed the task without the feedback.  With the kinesthetic 

proprioceptive cue, the participant moved the octahedron by translating a computer 

mouse which was calibrated, inch for inch, with the movement of the octahedron.  

Without the proprioceptive cue, the participant indirectly moved the object using 

computer keyboard buttons.   The up and down buttons moved the octahedron slowly 

while the left and right buttons moved it quickly.  For this experiment, the HMPD and 

head were fixed.  The chin was rested on a fixed reference point.   
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Experiment Four:  Object Interaction, Full Factorial 

Experiment Four was also a full-factorial design that built on the methods and 

results obtained from Experiment Two.  Figure 9 illustrates the experimental test bed set 

up in a night vision goggle training laboratory at the Naval Air Station in Jacksonville, 

Florida.  It depicts the HMPD, retro-reflective fabric, the chin rest, the black light, and 

the real stimuli used. 
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Figure 9.  Experiment Four – Object Interaction, RE vs. MR. 

 

Experiment Four: Hypothesis 

The following hypotheses were drawn for the research questions discussed earlier. 

Hypothesis 4a:  Given accurate visual cues, including stereoscopy, 

accommodation, convergence, and occlusion and appropriate and synchronized 

proprioception cue, interaction with a simple object is highly accurate, in the sub-

centimeter (millimeters) range.   

Ha : Error < 10 mm 

 

Hypothesis 4b:  Performance time and error for RE is significantly less than that 

for MR.  RE provides perfect visual cues compared with MR with near-perfect cues.  A 
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MHP calculation shows a slight decrease in performance time in the MR condition (see 

Appendix D). 

Ha : Error RE < Error MR;  Ha : Performance Time RE < Performance Time MR  

 

Hypothesis 4c:  The addition of an audio cue significantly improves task 

performance time.  This prediction is mainly asserted because audio is a temporal cue, 

which could contribute to shorter completion time (Shilling & Shinn-Cunningham, 2002).  

Ha : Performance Time audio < Performance Time no-audio 

 

Hypothesis 4d:  The addition of a haptic cue significantly improves accuracy of 

task performance.  This prediction is made because haptics is a spatial cue, which could 

contribute to spatial accuracy (Schiefele, 2000; Lok, 2000).   

Ha : Error haptics < Error no-haptic 

Experiment Four: Design 

An across-subjects design was developed for this experiment for similar reasons 

outlined previously.   The design was a full factorial experiment with three factors of two 

levels each for a total of eight treatments (Table 6). 



 90

 

Table 6.  Experiment Four Design, Full Factorial 

 

 

 

 

 

 

 

 

 

Experiment Four: Tasks and Dependent Measures 

The task was simple, direct interaction with real and virtual objects, which were 

keyboard buttons.  Independent variables were virtual environment type, haptic cue, and 

audio cue.  Virtual environment type included MR and RE.  The MR condition was 

represented with the real hand manipulating the virtual object, or the R/V condition.  The 

RE environment type was represented with the real hand manipulating the real button, or 

the R/R condition.  The haptic cue had two levels, presence and absence.  Likewise, the 

audio cue had two levels, presence and absence.   

For estimation of the number of repeated actions for this manipulation 

experiment, the same approach as used in Experiment Three was employed.  A number of 

assumptions were necessary.  First choosing the half-width, H, to be 100 milliseconds 
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sufficed since a difference of one-tenth of a second is practically insignificant for the task 

of manipulating cockpit controls.  It was also reasonable to assume that the variation in 

performance time between the same, simple, repeated task of manipulating buttons for 

one participant was about a quarter of a second based on preliminary measurements 

conducted on the test bed.  The minimum number of repeated actions necessary for each 

participant was as calculated below.  This number provided for 95% confidence in 

estimating the mean, i.e., the performance time of an individual, to within plus or minus a 

tenth of a second. 

 

 

 

Experiment Four: Dependent Measures, Cues and Stimuli 

Dependent measures for this experiment were performance time, bias, accuracy, 

and precision.  These terms were defined previously for Experiment Two and reused for 

this experiment.   

Cues for this experiment included visual feedback synchronized with 

proprioception, haptic feedback, and audio feedback.  Visual feedback included, among 

other visual cues, true and synchronized occlusion (interposition of one object in front of 

another). Incorrect occlusion cues could contribute to depth perception error (Ellis & 

Menges, 1997).  Timely feedback of action taken could reinforce and compliment other 

visual cues and therefore improve task performance.  Diotic audio feedback (simple 

mono ding sound) was provided.  Audio, a temporal cue, enhances awareness of the 

Z/2  2 1.96 * 250    2

H                        100
N =                        =                               =  25 actions
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virtual environment (Shilling & Shinn-Cunningham, 2002) and could improve task 

performance, specifically, reaction time. Finally, passive touch feedback was also 

provided.  This feedback could significantly enhance performance of virtual object 

interaction (Schiefele, 2000). 

Real and virtual buttons similar to those found in flight cockpits were used as 

stimuli.  Real buttons were presented using the mirage dish similar to that described in 

Experiment Two.  Virtual buttons were presented by the computer software application, 

GLStudio and the HMPD.  Haptic feedback was provided by placing a clear, essentially 

invisible, plastic panel where the mirage and the virtual buttons were.  Audio feedback 

was provided by an infrared sensor and a speaker set to provide a ding sound when the 

infrared beam was broken. 

Experiment Four:  Participants   

Results from Experiment Two provided critical data needed to estimate 

population size for this experiment.  Similar methods and assumptions previously 

discussed were used to estimate the number of participants required. 

ANOVA, F-Test, was assumed for the purposes of sample size estimation.  This 

Power Analysis also assumed equal variance, normality, and equal sample sizes.   

Effect Size, d, is defined as m /  for the F-Test.  The standard deviation for 

performance time within a population, , could reasonably be estimated to be half a 

second.  Standard deviation across treatments, m, could be determined from mean 

performance times, which can conservatively be estimated to be at 2.2, 1.8, 1.4, and 1.4 

seconds.  This yielded m = 0.33 and d = 0.33 / 0.50 = 0.7. 
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Given the above criteria and assumptions, the sample size needed, for k = 8 

treatments, was (Cohen, 1988, Table 8.4.4, p. 384 and Table 8.3.18 p. 323 for d = 0.7,  

= 0.05, Power = 0.8, and u = k-1 = 7):    

N = 4 participants per population or treatment. 

 

The number of participants was chosen to be one more than minimally required, 

which equated to five participants per treatment.  With eight treatments, the total number 

of participants for Experiment Four was 40.  This sample size was similar to the total 

number of participants in Experiment Three, which was a practical convenience.   

Participants from Experiment Three were reused as much as practical and randomly 

assigned to the treatments for this experiment. 

Experiment Four:  Procedures   

 For this experiment, the participant’s head was also fixed.  The hand and finger 

were not fixed and its position was measured relative to the fixed head and the fixed 

stimuli. 

 Similar to the traditional Fitt’s tapping task conducted by Arsenault and Ware 

(2000), each participant tapped two buttons, alternating from one to the other, 32 times.  

Half of the participants tapped buttons that were real.  The other half tapped buttons that 

were virtual.  Half received haptic cue feedback and half did not.  Likewise, half received 

audio feedback and half did not.  In addition to the visual cues of accommodation, 

convergence, and proprioception provided in Experiment Three, the participant also 
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received an additional visual cue, occlusion (i.e., the participant’s hand blocked the view 

of the object). 

Overall Experimental Procedure and Design 

The sample sizes for Experiment Three and Experiment Four were designed to be 

similar.  These experiments shared as many of the participants as possible.  Each 

treatment group from Experiment Three was randomly and evenly distributed among 

treatment groups in Experiment Four.  Each participant for Experiments Three and Four 

underwent, roughly, the procedures as detailed in Table 7 lasting about 84 minutes.  

Table 8 summarizes the four experiments including the respective hypotheses, 

experimental tasks, control factors, and dependent measures.  Lastly, Table 9 describes 

some of the uncontrollable independent variables (IV) previously discussed, techniques 

to measure these, and approaches in Experiments Three and Four to mitigate their effects. 
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Table 7.  Steps and Approximate Duration for the Experiments 

Step # Procedure Approximate 
Duration 
(minutes) 

 Pre-Experiment Procedures  
1 Informed Consent, Explanation, Questions & Answers 10 
2 IPD Measurement 1 
3 Break (return later at assigned date/time) 2 (or days) 
2 Background Questionnaire 2 
3 Snellen Eye Chart Test 2 
4 Dolman Test 5 
5 Pre-Test SSQ 3 
6 Break, if needed 5 
 Depth Perception (Experiment One or Three) 0 
7 HMPD/Participant Alignment and Calibration 5 
8 Practice Session 3 
9 Depth Perception Experiment 10 
11 Break, if needed 10 
 Virtual Object Interaction (Experiment Two or Four) 0 
12 HMPD/Participant Alignment Verification 2 
13 Practice Session 3 
14 Object Interaction Experiment 10 
15 Post-Test SSQ 3 
16 Break 15 
 Post-Experiment Procedures 0 
16 Snellen Eye Chart 2 
17 Vergence Test 2 
18 Eye-Hand Coordination Test 2 
  0 
 Total Estimated Time 84 
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Table 8.  Summary of Experimental Designs 

 
Experiment 

 

 
Task 

 
Factors 

 
Measures 

 
Hypothesis (Ha) 

 
1)  Depth 
Perception,  
IVE 

 
Adjust 
Objects 
for Equal 
Depth 

 
Visual Cue 
– OSTHMD 
vs. HMPD 

 
Bias, 
Accuracy, 
Precision 

 
Error HMPD < Error OSTHMD  

 
2)  Object 
Interaction,  RE  

 
Tap 
mirage 
buttons 

 
Haptic Cue 
– Presence 
vs. Absence 

 
Bias, 
Accuracy, 
Precision, 
Performance 
Time 
 

 
Error haptic < Errorno-haptic  
Time haptic < Time no-haptic  

 
3)  Depth 
Perception, 
IVE, RE, MR 

 
Adjust 
Objects 
for Equal 
Depth 
 

 
VE Type by 
Proprio-
ception 

 
Bias, 
Accuracy, 
Precision 

 
Error < 10 mm   
Errorproprio < Errorno-propprio  

 
4)  Object 
Interaction,      
RE, MR 

 
Fitt’s 
Tapping 
Task 

 
VE Type by 
Haptic cue 
by Audio 
Cue 

 
Bias, 
Accuracy, 
Precision, 
Performance 
Time 
 

 
Error < 10 mm    
ErrorRE < ErrorMR  
Error haptic < Error no-haptic  
Time audio < Time no-audio   
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Table 9.  Uncontrolled Independent Variables (IV) and Mitigation Approach 

 

 

 

 

 

 

 

 

 

 

 

Statistical Analysis Plan 

Confidence Interval, ANOVA, K-W, and Multiple Comparisons 

95 % confidence intervals were used to gain insight on the average error or 

performance time for each experiment.  Multiple comparison techniques were appropriate 

for determining which treatments differed in mean (Mendenhall & Sincich, 1994).  

However, it was appropriate only after rejecting the hypothesis of equality between 

treatments.  This test for equality can be done for more than two (k>2) treatments by 

using the ANOVA F-Test technique or the Kruskal-Wallis (K-W) Test.  The K-W test 

Practice, limited repetitionData observationPractice/Boredom

No time limitationObservationDexterity

EliminateIPD MeterIPD

Data AnalysisPre/Post SSQSim Sickness

No-treatment Baseline, 
Distributed b/w treatments

Dolman Box Test at 
0.8 m

Nearfield Depth 
Perception

Factor in AnalysisStandard Dolman 
Box Test

Standard Depth 
Perception

EliminateStereo Fly TestFusion Ability 

EliminateEye ChartAcuity 

Experimental ApproachMeasurement 
Technique

Uncontrolled IV

Practice, limited repetitionData observationPractice/Boredom

No time limitationObservationDexterity

EliminateIPD MeterIPD

Data AnalysisPre/Post SSQSim Sickness

No-treatment Baseline, 
Distributed b/w treatments

Dolman Box Test at 
0.8 m

Nearfield Depth 
Perception

Factor in AnalysisStandard Dolman 
Box Test

Standard Depth 
Perception

EliminateStereo Fly TestFusion Ability 

EliminateEye ChartAcuity 

Experimental ApproachMeasurement 
Technique

Uncontrolled IV
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would be used only if non-normality or unequal variances existed.  The outline below 

provides the steps for analysis for comparison of the mean of the measures (bias, 

accuracy, precision, and performance time) between the treatments within each 

experiment. 

1.  Test for Normality, Shapiro-Wilk test. 

2.  Test for equal population variances, Bartlett’s test for homogeneity of variances. 

3.  If all treatment distributions are normal and all five variances are equal, 

a)  Use ANOVA F-Test (One-Way, Two-way, and General Linear Model) 

b)  If the ANOVA results reject the null hypothesis, i.e., at least one treatment 

mean was different among all, then use Tukey’s multiple comparisons procedure 

to determine which means are different.  

4.  If any of the treatment distributions are not normal or if all treatment variances are not 

equal, 

 a)  Use non-parametric Kruskal-Wallis Test for Shift in Population Locations for 

Independent Random Samples. 

 b)  If the K-W results rejects the null hypothesis, i.e., indicates that at least one 

treatment mean was different, use a non-parametric multiple comparison 

procedure to determine which treatments differ. 
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CHAPTER FOUR: RESULTS 

This dissertation was structured such that latter experiments, which were more 

complex and thorough, can gain from the methods, results, and lessons learned from the 

prior experiments, which were more conservative and narrowly focused.  Population 

estimation for the latter experiments leveraged the empirical data collected from the prior 

experiments.  A fatigue or boredom effect was visible in the first two experiments and 

drove the design of the last two.  Fragility of the experimental apparatus was discovered 

in the first experiment that resulted in some data loss.  The ODA Lab HMPD prototype 

provided for Experiment One had been developed as a proof of concept system and was 

not originally designed to be used in human factor studies.  Substantial time and cost was 

invested in fixing, integrating, testing, aligning, and calibrating the HMPD for 

significantly more reliable, latter experimentations.  A software routine was developed in 

the process to help maintain calibration on the HMPD.  The most important factor gained 

from the first experiments was the level of interest of participants.  When the participants 

were serious and fully engaged in the experiment, the data collected was significantly 

more robust.  This drove a change of venue.  The first experiments were conducted in a 

research laboratory.  For the last experiments, the test bed was transported to a Navy base 

where the participant population was primarily military.  The results from this set of four 

experiments built from one to the next. 

For each participant and each treatment, the first three measures listed below were 

calculated for statistical analysis.  For Experiments Two and Four, the last two measures 

listed below were also added for analysis.   
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1.  Bias:  average of the errors for the r repetitions  

2.  Accuracy:  average of the absolute values of the errors for the r repetitions  

3.  Precision:  standard deviation of the errors for the r repetitions  

4.  Performance time:  mean of the performance times for the r repetitions 

5.  Error Rate:  number of times error was made divided by r repetitions 

Experiment One: Perception, OSTHMD vs. HMPD 

Experiment One measured depth perception in IVE, that is, with two virtual 

objects side by side as stimuli.  Two different visual display types were used, the 

OSTHMD with nominal visual cue settings and the HMPD with highly accurate settings.  

Comparisons were made to determine the effect on depth perception when the visual 

display was optimally designed and carefully adjusted.  Data was collected and analyzed 

from four participants in a within-subject study.  The participants were graduate students 

and researchers. 

The experimental design and written procedures were followed closely.  Some 

additional implementation details and observations during data collection are worth 

noting up front. 

Since the HMPD can be worn with prescription glasses, focus adjustment was 

unnecessary and was accurately preset.  The HMPD IPD was also visually and accurately 

aligned with the participants’ eyes.  For the OSTHMD, these settings were set nominally 

and the participants subjectively made adjustments themselves for the clearest and most 

comfortable viewing.  Each experimental session was conducted in a dark, quiet room so 

that no other unwanted cues were present.   
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Both the left and right HMPD OLED displays suffered from poor brightness.  

Even with maximum settings, the HMPD was still significantly dimmer than the 

OSTHMD.  Furthermore, one HMPD display was dimmer than the other.   Additionally, 

the IPD adjustment for the HMPD was limited to 68 mm and precluded participants with 

wider IPD from participating.  The HMPD also flickered on and off, either due to 

inadequacy of the USB (Universal Serial Bus) power or display interface cable.  The 

OSTHMD also had limitations in head size adjustment and focus adjustment.  The focus 

adjustment was subjective and it was not clear if participants were able to fully adjust the 

settings.  Software adjustment was available to offset different individual IPD, but setting 

the IPD on the OSTHMD was another subjective alignment that was difficult to perform.  

Although Experiment One was relatively successful, it was wrought with alignment and 

troubleshooting issues.    

Each participant was allowed as much time as needed to practice the task until 

comfortable.  However, not all were able to completely and clearly see the computer 

generated images, either due to the inability to fuse the images or else inability to focus 

on the images.  Towards the end, some participants also showed signs of boredom or 

fatigue, making the data collected less reliable. 

As a result of the screening procedure, technical issues with the fragile displays, 

and the unreliability of some data collected, not all participants were included in the final 

analysis for Experiment One.  The final sample size for statistical analysis was n = 4 for 

this within-subject, depth perception experiment. 
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Data Analysis 

For this depth perception experiment, unreliable data from equipment misuse 

necessitated exclusion of a number of participants in the final data analysis.  Where there 

were questionable data, the entire set of data for that participant was discarded.   The final 

analysis revealed an average error of about 3mm (SD = 5mm) for bias for both the 

OSTHMD and the HMPD.   Precision averaged about 8mm (SD = 3 mm) for the HMPD 

and about 11mm (SD = 3 mm) for the OSTHMD.  The results of this depth perception 

experiment showed that correct stereoscopy, accommodation, and convergence settings 

provide approximately sub-centimeter bias and precision, which were consistent with the 

results of Ellis and Menges (1997) and Rolland et al. (2002b). 

It is noted that the findings in this depth perception study did not produce 

statistically significant differences.  The study was unable to find significant differences 

in error in depth perception for the HMPD vs. that for the OSTHMD.  Table 10 displays 

the bias and precision measures, in millimeters, for each of the three sizes of stimuli, for 

each visual display, and for each participant.  Averages of the measures are in the final 

column. 
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Table 10.  Bias and Precision of Depth Perception, HMPD vs. OSTHMD 

      Subj A     Subj B     Subj C     Subj D         

Display Measures Size1 Size2 Size3 Size1 Size2 Size3 Size1 Size2 Size3 Size1 Size2 Size3   Average   

HMPD Bias 5.9 7.6 2.1 -10.8 1.8 -4.0 10.9 1.4 5.5 5.4 4.6 2.0  2.7   

HMPD Precision 5.4 5.1 5.5 13.1 9.9 12.6 6.6 8.3 6.8 7.3 6.2 7.1  7.8   

OSTHMD Bias 6.6 1.8 -4.0 -0.7 0.5 -2.3 4.4 17.9 2.5 2.2 2.4 2.9  2.9   

OSTHMD Precision 6.3 9.9 12.6 14.8 7.2 8.2 14.4 17.9 14.7 7.5 9.1 9.1   11.0   

 

Lastly, there was no learning effect observed from the time series plot of the 

results for either experiment.  This was expected since the participants did not get any 

feedback on how well they performed after each repetition.  In fact, the time series plot 

showed a slight decrease in performance, which may indicate an effect due to boredom or 

fatigue. 

Observations 

This experiment served as a first test of the apparatus, the test setup, and 

participants’ response.  The results indicated little or no signs of eyestrain using binocular 

displays for six ten-minute sessions for each participant.  A number of equipment use 

problems were discovered that accounted for a large variation in the measured results.  

Factoring out equipment misuse and eliminating participants with less than perfect vision, 

initial results of this depth perception experiment does approximate that conducted by 

Ellis and Menges (1997) and Rolland et al. (2002). 
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This experiment searched for evidence supporting improved depth perception 

using the HMPD over that using the standard OSTHMD.  Statistically significant 

differences in depth perception between the HMPD and OSTHMD were not observed in 

this experiment.  Further experiments, perhaps with a larger number of participants and a 

better controlled virtual environment, as planned later for Experiment Three, may provide 

statistically significant findings.   

These VE depth perception results, however, did include some data points where 

sub-centimeter accuracy was achieved with careful alignment and proper use for both the 

HMPD and the OSTHMD.  Although not statistically significant, the results also 

indicated a slight improvement in precision with the HMPD (μ = 8 mm, SD = 3 mm) over 

the OSTHMD (μ = 11 mm, SD = 3 mm).   

Experiment Two: Interaction, Haptics vs. None 

This experiment included two phases.  The first phase measured performance time 

and error rate.  During the first phase, each of five participants tapped an optical mirage 

of a keyboard button.  The participants repeated the task with simple touch feedback 

provided by a clear (almost invisible) plastic sheet.  Another set of five participants 

performed the same tasks, but with the haptic cue provided first.  For each treatment, the 

participants contributed a number of repetitions, r =15.  Figure 10 illustrates the simple 

tapping task for the haptic present condition provided by the clear plastic panel on top of 

the mirage dish. 
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Figure 10.  Experiment Two, Performance Time Measurement. 

 

The second phase was independent of the first and measured spatial accuracy.  

Ten other participants, none from the first phase, aligned their fingers on four optical 

mirages of square shapes.  This alignment was quantified to provide a measure of the 

accuracy of interaction with the object.  Again, for a balanced procedure, five participants 

performed the task first with the touch cue absent and repeated the task with the touch 

cue present.  The other five started with the touch cue present first and repeated the task 

with the touch cue absent.  For each treatment, the participants contributed a number of 

repetitions, r = 16. 

An Intersense IS600 system was used to track the hand.  It was a hybrid acoustics 

and accelerometer based device with highest accuracy in the steady state mode.  
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Therefore, for optimal spatial accuracy, the participants were asked to align and hold 

their fingers still for a few seconds.  This was also the reason for having two phases of 

this experiment.  The first phase included a dynamic task (tapping) for measuring 

performance time and the second included a static task (holding finger steady) for 

measuring spatial error.  Two different sets (ten participants each) were used to eliminate 

any carry over effect going from one phase to the other. 

Real keyboard buttons were used to generate the corresponding optical mirages.  

These buttons were the type of controls typically found in a flight cockpit.  A Snellen Eye 

Chart and a Dolman Depth Perception Box measured static acuity and depth perception, 

respectively, and were used to screen out participants who had less than normal vision. 

A black light, florescent paint, and white gloves were used to highlight the 

stimuli.  The area was kept completely dark and quiet so that no other visual or audio 

cues were present. 

Data Analysis 

For the first part of the interaction experiment, no errors were observed, i.e., each 

of the participants touched the mirage button on every trial.  The results also revealed no 

significant differences in performance time.  Performance time averaged about one 

second, whether the real button or the mirage was used, and whether or not haptics 

feedback was presented.  

The second part of the interaction experiment did reveal statistically significant 

differences (α = 0.05) in all of the measures—accuracy, bias, and precision—but only in 

one spatial dimension, Z, which was the axis perpendicular to the square presented and 
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was upright vertical in orientation.  Errors in the X axis, which projected outward in front 

of the participant, and that in the Y axis, which projected away to the left of the 

participant, showed no significant differences between the haptics-present and the 

haptics-absent conditions.  Errors in the total distance, D, also showed no significant 

difference.  Precision for the total distance averaged about 0.1 inches, or 2.5 mm (see 

Table 11) whether haptic cue was present or not. 

 

Table 11.  Mean Spatial Error for Interaction Experiment (in inches) 

 

The Wilcoxon signed ranks test (Mendenhall & Sincich, 1994) for matched pairs 

using the one-tailed test for shift in distribution was employed for statistical analysis.  

The bold numbers in Table 12 contribute to T-, which is the rank sum of the negative 

differences and is the test statistic.  The last row provides for To, the criteria for the test 

statistic.  Of the twelve columns, only the three Z columns had T- less than To, for alpha 

= 0.05.  Therefore, only the differences in the Z direction are statistically significant. 

 

    Bias (b)     Accuracy (a)   Precision (p) 

  X Y Z D X Y Z D X Y Z D 

No Haptics 0.21 0.14 0.17 0.44 0.26 0.20 0.19 0.43 0.12 0.13 0.09 0.09

Haptics 0.17 0.16 0.06 0.36 0.23 0.20 0.08 0.36 0.14 0.12 0.04 0.08

Difference 0.04 -0.01 0.12 0.08 0.03 0.01 0.11 0.07 -0.02 0.01 0.06 0.00
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Table 12.  Wilcoxon Signed Ranked Test for Matched Pairs 

           Ranking             

     Bias (b)     Accuracy (a)   Precision (p) 

   X Y Z D X Y Z D X Y Z D 

    Participants A B C D E F G H I J I L 

   A 8.0 3.5 6.5 2.0 4.0 3.0 6.5 2.0 0.0 2.0 5.0 1.5 

   B 7.0 9.5 8.0 8.0 6.0 9.0 8.0 8.0 8.0 5.0 5.0 5.0 

   C 5.0 5.0 6.5 7.0 8.5 7.0 6.5 7.0 5.0 0.0 7.5 1.5 

   D 9.0 6.5 10.0 9.0 10.0 5.5 10.0 9.0 2.0 4.0 5.0 0.0 

   E 6.0 1.5 2.5 4.0 8.5 4.0 1.5 3.5 3.5 0.0 0.0 0.0 

   F 10.0 9.5 9.0 10.0 6.0 8.0 9.0 10.0 1.0 6.0 9.0 7.0 

   G 1.5 8.0 1.0 6.0 1.0 5.5 1.5 6.0 7.0 2.0 3.0 4.0 

   H 4.0 1.5 2.5 5.0 3.0 1.5 4.0 5.0 0.0 8.0 7.5 0.0 

   I 3.0 6.5 4.5 1.0 6.0 0.0 5.0 1.0 6.0 2.0 1.0 3.0 

   J 1.5 3.5 4.5 3.0 2.0 1.5 3.0 3.5 3.5 7.0 2.0 6.0 

  Average Wilcoxen T+ 25.5 31.0 52.5 39.0 26.5 24.5 55.0 36.0 9.5 24.0 44.0 14.5 

   Wilcoxen T- 29.5 24.0 2.5 16.0 28.5 20.5 0.0 19.0 26.5 12.0 1.0 13.5 

    To @ alpha = 0.05 11.0 11.0 11.0 11.0 8.0 11.0 8.0 11.0 6.0 6.0 8.0 4.0 

 

Observations 

This experiment searched for evidence supporting improved task performance 

attributed to the addition of haptic feedback.  The results are somewhat inconclusive for 

these specific objectives, but do provide some clear insights into the overall research 

question of whether VEs can support virtual object interaction and if visual cues alone are 

enough. 
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First, overall, statistical significance was not observed in performance time, error 

rate, bias, accuracy, or precision of object interaction between the haptic-present and 

haptic-absent conditions.  However, the error rate was zero, the spatial error was small, in 

the three-millimeter range, and performance time was near optimal, about one second, 

even in the haptic-absent condition.  Because these errors and completion time are 

relatively small and the visual environment, RE, was ideal, there was little room for 

further improvement in task performance with the addition of haptic cue.  The added 

touch cue did not significantly affect task performance overall for RE. Further 

experiments, as planned for Experiment Four, with a larger number of participants and 

including a less optimal visual environment, for example, MR, may provide statistically 

significant findings.   

Although overall results were not significant, Experiment Two did show 

statistically significant improvement in precision with a haptic cue added for one 

inconsequential spatial axis.  This was the Z or vertical axis.  The result simply validated 

the test equipment accuracy and the method and does not necessarily suggest a practical 

improvement in task performance with haptic cue added.  A difference in the depth axis 

would have been more significant.   

Experiment Three:  Perception, Full Factorial 

By design, Experiment Three gained from previous experiments.  Sample size 

estimation took advantage of the data gathered from Experiment One.  Graduate student 

participants used in Experiments One and Two were not ideal and thus military personnel 

were recruited as participants instead.  Experiment Three was also adjusted to avoid 
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boredom effects, another lesson learned from Experiments One and Two.  Finally, the 

HMPD display was fixed and more care was given to calibration and measurement 

procedures as a result of large variation observed previously. 

Experiment Three measured depth perception and compared the results across VE 

types and proprioception conditions in a full factorial design.  VE types included R/R, 

R/V, and V/V which represented RE, MR, and IVE, respectively.  The proprioception 

conditions included presence and absence of the cue.  Figure 11 shows the measurement 

in the RE condition with proprioception cue present. 

 

 

 

 

 

 

 

 

 

Figure 11.  Experiment Three, Depth Perception, RE with Proprioception. 
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Data Collection 

Repetition, Military Participants, and IPD Grouping 

There was no learning effect observed in Experiments One and Two since the 

participants did not get any feedback on how well they performed after each adjustment. 

However, fatigue or boredom effect may have been present.  Therefore, Experiment 

Three only used 20 repetitions, instead of 96 as done in Experiment One.  As discussed in 

Chapter Three, 20 repetitions still allowed for adequate measurement accuracy, 2.6 mm, 

at 95% confidence interval. 

For Experiment Three, military personnel were recruited.  A military installation 

with a pool of well disciplined students and instructors is an ideal experimental 

environment.  Since these participants were from the military, they had already been 

screened and had the eyesight required for the study.   Almost all were familiar with the 

experiment pretests including the Snellen eye chart, the Dolman box, and the Stereo Fly 

test.  Many expressed that they considered these procedures to be as important as similar 

eye exams.  They followed the procedures intently and asked relevant questions to make 

sure they had every opportunity to perform their best.   

One by one, the participants’ IPDs were measured on the first day.  Participants 

were grouped by IPD size.  Their experiment date and time were scheduled according to 

IPD.  This minimized the number of times the HMPD and the graphics software had to be 

readjusted from one participant to the next.       
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Optical Alignment 

The HMPD used in the study was repaired shortly before Experiment Three data 

collection started.  The microdisplays were replaced, which improved brightness 

dramatically.  Since the HMPD projected an optical real image, it could be seen by both 

the participant wearing the HMPD and the researcher standing directly behind, but only 

when the HMPD was bright enough.  The room for the experiment was completely dark, 

black on all walls, floor, and ceiling, and normally used for Night Vision Goggle (NVG) 

training.  This setting allowed the researchers to see the display images, dimly, with the 

participant wearing the HMPD.  Experiment Three capitalized on this capability to 

perform quick verifications of alignment before, during, and after experimental sessions.  

Software routines were coded to facilitate rapid, fine compensation for participant 

variations and slight HMPD maladjustments.  Keyboard functions were programmed to 

display calibration lines, cross-hairs, and boxes with fine translational and angular 

adjustment of graphics images for each eye as needed.  The participant was still relied 

upon to provide feedback on whether the image looked clear and aligned, but the 

researcher could confirm separately with the dim images seen.  

Measures (Responses, y), Sample Size (N) 

Experiment Three had six treatments.  Each treatment had seven participants 

randomly assigned.  Each participant, for each experiment, contributed 20 data points 

from which the following was calculated. 

1) Depth Perception Bias:  average of error for the 20 adjustments  
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2) Depth Perception Accuracy:  average of absolute value of the error for the 20 

adjustments 

3) Depth Perception Precision:  standard deviation of the error for the 20 

adjustments  

These bias, accuracy, and precision values were the dependent measures used for 

statistical analysis.  Each of the six treatments included seven participants for a total 

sample size, N = 42. 

Data Analysis 

Microsoft Excel was used to calculate the measures from the raw experimental 

data.  These tables of measures were imported into Minitab application software, which 

produced statistical quantities, tables, and plots for analysis and discussions.   

Depth Perception Bias 

Depth perception bias, for each participant, was a measure of how far, on average, 

the participant overshot or undershot when attempting to align the moveable octahedron 

to line up with the fixed reference depth, the cylinder.  Bias was calculated by averaging 

the error distances, which were negative or positive, from the 20 repeated adjustments.    

Positive bias value would indicate that the octahedron or virtual object is, on average, 

adjusted closer to the participant.  Since the dependent measure was continuous data, not 

ordinal data, ANOVA was used for statistical analysis with frequent checks for evidence 

of non-normality or unequal variances.  Figure 12 depicts the histogram, normal 

probability plot and effects plots for the dependent measure of bias.  The histogram and 
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normal probability plot did not indicate signs of non-normality.  The main effects plot 

indicated some differences in mean perception bias between the IVE condition and the 

RE and MR conditions. 
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Figure 12. Depth Perception Bias Plots.
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The ANOVA F-Test including all main effects and first order interaction was 

computed and shown in Table 13 and Table 14.  The test did not show statistical 

significance for either of the two terms, environment type or proprioception, nor their 

interaction (environment type by proprioception). 

 

Table 13.  ANOVA for Depth Perception Bias (Full Factorial Fit) 

Source                      DF  Seq SS  Adj SS  Adj MS     F      P 
Environment                  2   43.55   43.55   21.77  1.80  0.180 
Proprioception               1    1.49    1.49    1.49  0.12  0.728 
Environment*Proprioception   2    0.82    0.82    0.41  0.03  0.967 
Error                       36  435.53  435.53   12.10 
Total                       41  481.38  

 

Table 14.  ANOVA and Confidence Interval for Depth Perception Bias 

Source          DF       SS       MS     F      P 
Environment      2   43.549  21.7745  1.90  0.164 
Proprioception   1    1.486   1.4860  0.13  0.721 
Error           38  436.349  11.4829 
Total           41  481.384 
 
 
                       Individual 95% CIs For Mean Based on 
                       Pooled StDev 
Environment      Mean  ----+---------+---------+---------+----- 
RR            0.42857                 (-----------*----------) 
VR           -0.63571           (----------*----------) 
VV           -2.05714  (----------*-----------) 
                       ----+---------+---------+---------+----- 
                        -3.2      -1.6      -0.0       1.6 
 
 
                           Individual 95% CIs For Mean Based on 
                           Pooled StDev 
Proprioception       Mean  ----+---------+---------+---------+----- 
n               -0.942857  (--------------*--------------) 
p               -0.566667     (--------------*--------------) 
                           ----+---------+---------+---------+----- 
                            -2.0      -1.0       0.0       1.0  

 

Although not statistically significant, the data showed slightly larger bias in depth 

perception for the MR condition, -0.6 mm (SD = 2.2 mm), and even larger in the IVE 
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condition, about -2.1 mm (SD = 2.2 mm), compared with the RE condition, 0.4 mm (SD 

= 1.0 mm).  The negative signs indicated that on average, the virtual octahedron was 

adjusted farther away from the participant than the real or virtual fixed cylinder. 

Depth Perception Accuracy 

Similar to the bias measure, ANOVA and confidence intervals were used for 

statistical analysis of depth perception accuracy.   Figure 13 depicts the histograms and 

plots for the measure of accuracy.
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Figure 13.  Depth Perception Accuracy Plots.  
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The analysis (Table 15) showed significant difference in mean accuracy between 

the environment types.   

 
 

Table 15.  ANOVA, Depth Perception Accuracy 

Analysis of Variance for Accuracy (mm), using Adjusted SS for Tests 
 
Source                      DF   Seq SS  Adj SS  Adj MS      F      P 
Environment                  2   57.516  57.516  28.758  21.19  0.000 
Proprioception               1    0.229   0.229   0.229   0.17  0.684 
Environment*Proprioception   2    6.743   6.743   3.372   2.48  0.098 
Error                       36   48.849  48.849   1.357 
Total                       41  113.336  

 

Table 16.  ANOVA and Confidence Interval, Depth Perception Accuracy 

Source          DF       SS       MS      F      P 
Environment      2   57.516  28.7579  21.19  0.000 
Proprioception   1    0.229   0.2288   0.17  0.684 
Interaction      2    6.743   3.3717   2.48  0.098 
Error           36   48.849   1.3569 
Total           41  113.336 
 
                      Individual 95% CIs For Mean Based on 
                      Pooled StDev 
Environment     Mean  ------+---------+---------+---------+--- 
RR           1.07143  (----*----) 
VR           2.95000                 (-----*----) 
VV           3.88571                         (----*-----) 
                      ------+---------+---------+---------+--- 
                          1.2       2.4       3.6       4.8  

 

ANOVA and confidence interval (Table 16) for the main effects were computed 

to determine if the three types of environment exhibited a significant difference in 

accuracy.  The analysis indicated a statistical difference in at least one of the environment 

types.  The 95% confidence interval plot indicated that the RE condition is statistically 

different from the MR and IVE conditions.  The RE condition, where both of the stimuli, 

the octahedron and the cylinder, were real, showed high accuracy, 1.7 mm (SD = 0.9 
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mm).  Mean accuracy for the MR and IVE conditions were 3.0 mm (SD = 1.2 mm) and 

3.9 mm (SD = 1.7 mm), respectively.   

Although at the α = 0.05 level, the analysis (Table 16) indicated no significant 

difference for the interaction term, the P-value of 0.09 is relatively close to the α value.  

The interaction term would be significant if a slightly higher alpha value had been 

chosen.  Figure 14 provides the interaction plots, which showed that RE clearly afforded 

better accuracy than MR and IVE in the proprioception-absent condition and that RE and 

MR afforded better accuracy than IVE in the proprioception-present condition.  These 

two observations were statistically significant, as shown by the ANOVA analysis and 

confidence plot (Table 17). 

 

pn

4

3

2

1

VVVRRR

4

3

2

1

Env iro nm e nt

Pro p rio ce p t io n

RR
VR
VV

E n v iro n men t

n
p

P ro p r io c ep tio n

Inte raction P lot for  P e rception Accuracy  (mm)
Data  M eans

 

Figure 14.  Depth Perception Accuracy Interaction Plots. 
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Table 17.  ANOVA for Depth Perception Accuracy 

ANOVA: Perception Accuracy (mm) vs. Environment (Proprioception Absent) 
Source       DF     SS     MS      F      P 
Environment   2  35.87  17.93  11.26  0.001 
Error        18  28.68   1.59 
Total        20  64.55 
                        Individual 95% CIs For Mean Based on 
                        Pooled StDev 
Level  N   Mean  StDev  --+---------+---------+---------+------- 
RR     7  0.714  1.113  (------*-----) 
VR     7  3.443  1.370                    (------*------) 
VV     7  3.529  1.291                     (------*-----) 
                        --+---------+---------+---------+------- 
                        0.0       1.5       3.0       4.5 
 
ANOVA: Perception Accuracy (mm) vs. Environment (Proprioception Present) 
Source       DF     SS     MS      F      P 
Environment   2  28.39  14.19  12.67  0.000 
Error        18  20.17   1.12 
Total        20  48.56 
                        Individual 95% CIs For Mean Based on 
                        Pooled StDev 
Level  N   Mean  StDev  -----+---------+---------+---------+---- 
RR     7  1.429  0.535  (------*------) 
VR     7  2.457  0.526          (------*------) 
VV     7  4.243  1.673                         (------*------) 
                        -----+---------+---------+---------+---- 
                           1.2       2.4       3.6       4.8  

Depth Perception Precision 

ANOVA and confidence intervals with corresponding plots were again used for 

analyzing depth perception precision.  Figure 15 shows the plots and histograms for the 

data collected.
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Figure 15.  Depth Perception Precision Plots.  
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Environment type, again, had at least one mean that was significantly different 

and the interaction between the two factors was not significant (Table 18). 

Table 18.  ANOVA for Depth Perception Precision 

Analysis of Variance for Precision (mm), using Adjusted SS for Tests 
 
Source                      DF   Seq SS  Adj SS  Adj MS      F      P 
Environment                  2   39.086  39.086  19.543  11.14  0.000 
Proprioception               1    1.069   1.069   1.069   0.61  0.440 
Environment*Proprioception   2    6.095   6.095   3.047   1.74  0.190 
Error                       36   63.140  63.140   1.754 
Total                       41  109.390  

 

ANOVA and confidence intervals for the main effects indicated a significant 

difference in precision only in the RE condition.  Precision for the MR and IVE 

conditions were not significantly different as shown in Table 19.  Participants clearly 

performed with better precision for the RE condition, with a mean precision of 1.7 mm 

(SD = 1.1 mm).  Table 19 shows the means for the environments and with confidence 

intervals.  For the MR and IVE conditions, participants averaged 3.9 mm (SD = 1.3 mm) 

and 3.6 mm (SD = 1.7 mm), respectively, for precision. 
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Table 19.  ANOVA and Confidence Interval for Depth Perception Precision 

Source          DF       SS       MS      F      P 
Environment      2   39.086  19.5431  10.73  0.000 
Proprioception   1    1.069   1.0688   0.59  0.448 
Error           38   69.235   1.8220 
Total           41  109.390 
 
                      Individual 95% CIs For Mean Based on 
                      Pooled StDev 
Environment     Mean    +---------+---------+---------+--------- 
RR           1.71429    (------*------) 
VR           3.88571                          (------*------) 
VV           3.60714                       (------*------) 
                        +---------+---------+---------+--------- 
                      1.0       2.0       3.0       4.0 
 
 
                         Individual 95% CIs For Mean Based on 
                         Pooled StDev 
Proprioception     Mean  --+---------+---------+---------+------- 
n               2.90952  (--------------*--------------) 
p               3.22857          (--------------*--------------) 
                         --+---------+---------+---------+------- 
                         2.40      2.80      3.20      3.60  

Observations 

Hypothesis 3a, Ha: Error < 10mm, was supported by the empirical data and 

statistical analysis above.  Whether bias, accuracy, or precision was used as the measure 

of spatial error, the results clearly showed that mean error for all types of environments, 

whether proprioception cue were provided or not, was less than 4 mm with a standard 

deviation of approximately 2 mm (1.6 mm for accuracy and precision and 2.2 mm for 

bias). 

The empirical data showed that the difference in depth perception in RE 

compared with MR and IVE was statistically significant.  Depth perception in RE was 

more accurate and more precise than that in MR and IVE.   Although statistically 

significant, this difference was practically small, less than 3.0 mm (SD = 1.2 mm).     
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Hypothesis 3b, Ha: Errorproprioception  < Errorno-proprioception, was not supported by the 

data.  The results failed to show significant difference attributable to the addition of 

proprioception cue.  While this hypothesis was not supported, it is noted that the spatial 

error measured turned out to be relatively small, less than 4 mm (SD = 2.2 mm) in all 

environments, RE, MR, or IVE.  With such small error to begin with, further 

improvement attributable to the additional sensory modality of proprioception was 

difficult and was not found.   Although not statistically significant, the results showed a 

slight difference in bias, which was a measure of overshoot when adjusting the 

octahedron.  On average, the virtual octahedron, used in the MR and IVE conditions, was 

adjusted about 2 mm (SD = 2.2 mm) farther away from the participant compared with the 

real octahedron used in the MR condition.  One explanation for the difference in bias 

could be the position of the retro-reflective screen, which was another real object and an 

unintended real image in the experiment.  The image screen was placed slightly, about 20 

mm, farther away from the participant than the fixed stimuli, the cylinder.  Ellis and 

Menges (1997, 1998) showed that depth of a virtual object could be perceived further 

than actual position, if a real object further in depth was also in the scene. 

The spatial errors observed were relatively small, comparable to experimental 

apparatus tolerances.  Of the three measures for spatial error, precision is the most 

reliable measure.  Precision is a measure of standard deviation and is affected only by the 

precision of the measurement equipment, measured at 2 mm, not the equipment’s or 

setup’s absolute accuracy, which was likely worse. 
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Experiment Four: Interaction, Full Factorial 

Experiment Four measured spatial error and completion time associated with 

object interaction.  Control variables included environment type, haptic condition, and 

audio condition in a full factorial design.  Environment types included R/R and R/V 

representing RE and MR.  Haptic conditions included the presence and absence of a 

simple touch cue.  Audio conditions included presence and absence of a simple sound 

cue.  Figure 16 illustrates the tapping task in the RE condition, with haptics and audio 

cues presented.  Figure 17 shows the same task in the MR condition with only audio cue 

present. 

 

Figure 16.  Experiment Four, RE with Haptics and Audio Present. 
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Figure 17.  Experiment Four, MR with Audio Present. 

 

Data Collection 

Some anomalies observed in Experiments One and Two were avoided in this final 

experiment. These anomalies were due largely to a number of device limitation and use 

errors.  The display device was repaired for dramatic increase in brightness which aided 

in alignment procedure that was drastically enhanced for this experiment.  The 

experiment venue and participant pool were carefully selected.  The experiment was 

carried out at the Navy base in Jacksonville using a highly dependable participant pool 

mostly of its military students and instructors.  The procedure was revised to minimize 

the necessity for tinkering with the display or graphics software, while including frequent 

alignment check and quick adjustments as necessary.  Real-time computer display of raw 
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experimental data and images were observed carefully by the researchers for 

unanticipated anomalies.  Participants were given ample opportunities to provide 

feedback and repeat data points where unintended mistakes were made.  The sessions 

were scheduled to exclude the half hour before their lunch period and to end no later than 

3:30 pm to avoid the need to rush or be careless.  Since participants were more engaged 

in the beginning of the session, pre-experiment procedures and waits, conducted in 

separate rooms by research assistants, were kept short.  These procedures contributed 

significantly to reliability of the data.  

Software code was enhanced to aid in integration of the graphics image with the 

HMPD and compensate for differences in participants.  To compensate for slight 

misalignment in the HMPD, the software rotated the right eye view nominally around the 

Z (depth) axis by 0.9 degrees and the X (horizontal) axis by -0.6 degrees.  The Y 

(vertical) rotation depended on the IPD settings.  Cross-hairs were displayed before each 

experiment and all three axes were verified.  Fine adjustments were made from these 

nominal setting only when misalignments were observed. 

Measures (Responses, y), Sample Size (n) 

Experiment Four had eight treatments.  Each treatment had five participants 

randomly assigned from the group used in Experiment Three.  Each participant 

contributed 32 data points from which the following measures were calculated for 

statistical analysis. 

1) Depth Perception Bias:  average of the spatial error for the 32 button taps.  The 

distance was measured only in the Z (depth) dimension. 
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2) Depth Perception Accuracy:  average of absolute value of the error for the 32 

button taps. 

3) Depth Perception Precision:  standard deviation of the error for the 32 taps.  

4) Performance Time:  Time to complete the 32 button taps.   

Data Analysis 

Similar to the results found in Experiment Three, spatial error recorded for all 

treatments were surprisingly low, comparable with the test apparatus accuracy of 2 mm. 

Because task performance was highly accurate in all treatments, near optimal, significant 

differences between treatments were difficult to find from the statistical analysis.  On the 

other hand, performance time data varied widely between participants.  Data analysis 

provided insight into which factor contributed to task completion time.   

Object Interaction Bias 

Bias provided a measure that indicated whether each participant, on average, 

overshot (negative value) or undershot (positive value) when interacting with the virtual 

or real button.  It was calculated for each participant by averaging the error distances, 

negative if farther and positive if closer, between the tip of the finger and the center of the 

button.  As done in Experiment Three, Minitab, ANOVA, confidence intervals, and 

related plots were employed for statistical analysis.  Figure 18 depicts the plots for the 

dependent measure of bias for object interaction.  The histograms and normality plots do 

not show signs of non-normality.  The main effect plots show minimal effect from 

environment, haptic, and audio on the measure of bias.
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Figure 18.  Object Interaction Bias Plots. 
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ANOVA and factorial fit for all main effects and first order interaction terms were 

computed.  The results (Table 20 and Table 21) indicated no statistically significant main 

effect.  It revealed one statistically significant and one marginally significant interaction 

term, Environment by Audio and Environment by Touch, respectively.  

 

Table 20.  Interaction Bias, Factorial Fit 

Term                      Effect     Coef  SE Coef      T      P 
Constant                           0.5000   0.2264   2.21  0.034 
Environment              -0.2000  -0.1000   0.2264  -0.44  0.662 
Touch                     0.1000   0.0500   0.2264   0.22  0.827 
Audio                    -0.2000  -0.1000   0.2264  -0.44  0.662 
Environment*Touch         0.9000   0.4500   0.2264   1.99  0.055  *** 
Environment*Audio        -1.2000  -0.6000   0.2264  -2.65  0.012  *** 
Touch*Audio              -0.3000  -0.1500   0.2264  -0.66  0.512 
Environment*Touch*Audio  -0.1000  -0.0500   0.2264  -0.22  0.827  

 

Table 21.  Interaction Bias, ANOVA With First Order Interactions 

Analysis of Variance for Interaction Bias (mm) (coded units) 
 
Source              DF   Seq SS   Adj SS  Adj MS     F      P 
Main Effects         3   0.9000   0.9000  0.3000  0.15  0.931 
2-Way Interactions   3  23.4000  23.4000  7.8000  3.80  0.019 
3-Way Interactions   1   0.1000   0.1000  0.1000  0.05  0.827 
Residual Error      32  65.6000  65.6000  2.0500 
  Pure Error        32  65.6000  65.6000  2.0500 
Total               39  90.0000  

 

Interaction plots were explored to assess the significance of the two interaction 

terms.  The plots (Figure 19) showed that haptics may improve performance with the 

virtual button, but may actually diminish performance in the real environment.  Likewise, 

the plots showed potential improvement with the audio cue added to the virtual-buttons 

condition and a decline with the real-buttons condition.  However, these increases and 

decreases were small, from a spatial error bias of one to zero millimeter in improvement 
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and from zero to one millimeter in degradation.  This difference was actually below the 

experiment apparatus accuracy of about 2 mm.  The improvement or decline observed in 

the Bias measure was thus not of practical significance and may be due to equipment 

variation or an unintended experimental procedure such as rounding errors.  
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Figure 19.  Object Interaction Bias, Interaction Plots. 

 

ANOVA analyses (Table 22) were conducted separately for the haptic-absent, 

haptic-present, audio-absent, and audio-present sets of data, each containing 20 of the 40 

total observation points (40 participants) to further evaluate the interaction terms.  The 

analysis showed a statistical difference in performance accuracy between real and virtual 

buttons in the audio present condition.   Again, the error was only about one millimeter, 
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within measurement instrument accuracy, and thus was not of practical significance.  The 

remaining three tests as described above showed no statistical significance.   

 

Table 22.  ANOVA, Object Interaction Bias, Audio & Haptics Present/Absent 

One-way ANOVA: Interaction Bias (mm) versus Environment (Audio Absent)  
Source       DF     SS    MS     F      P 
Environment   1   5.00  5.00  1.97  0.178 
Error        18  45.80  2.54 
Total        19  50.80 
 
One-way ANOVA: Interaction Bias (mm) versus Environment (Audio Present) 
Source       DF     SS    MS     F      P 
Environment   1   9.80  9.80  6.08  0.024 
Error        18  29.00  1.61 
Total        19  38.80 
 
One-way ANOVA: Interaction Bias (mm) versus Environment (Haptic Absent) 
Source       DF     SS    MS     F      P 
Environment   1   6.05  6.05  2.80  0.112 
Error        18  38.90  2.16 
Total        19  44.95 
One-way ANOVA: Interaction Bias (mm) versus Environment (Haptic Present) 
Source       DF     SS    MS     F      P 
Environment   1   2.45  2.45  1.04  0.322 
Error        18  42.50  2.36 
Total        19  44.95  

 

Overall, average bias for each condition – virtual, real, audio present, audio 

absent, haptics present, and haptics absent – was less than 1 mm with standard deviation 

also less than 1 mm. 

   

Object Interaction Accuracy 

Similar to the previous measure, ANOVA, confidence intervals, and associated 

plots were used for statistical analysis on the dependent measure of object interaction 

accuracy.  Again, accuracy was calculated from the average of the absolute values of the 
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error distances computed for each participant.  Figure 20 depicts the histogram and plots 

for the dependent measure of accuracy of object interaction.
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Figure 20.  Object Interaction Accuracy Plots.  
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ANOVA and 95% confidence intervals (Table 23) showed no significant effect 

from any main factor or interaction terms.  Mean accuracy was 3.1 mm (SD = 1.2 mm) 

for interaction with virtual buttons and 2.2 mm (SD = 1.3 mm) for interaction with real 

buttons. 

Table 23.  Object Interaction Accuracy, ANOVA and Confidence Intervals 

Analysis of Variance for Interaction Accuracy (mm) (coded units) 
 
Source              DF   Seq SS   Adj SS  Adj MS     F      P 
Main Effects         3   8.6750   8.6750  2.8917  1.78  0.171 
2-Way Interactions   3   5.8750   5.8750  1.9583  1.21  0.324 
3-Way Interactions   1   0.2250   0.2250  0.2250  0.14  0.712 
Residual Error      32  52.0000  52.0000  1.6250 
  Pure Error        32  52.0000  52.0000  1.6250 
Total               39  66.7750 
 
 
                   Individual 95% CIs For Mean Based on 
                   Pooled StDev 
Environment  Mean  ------+---------+---------+---------+--- 
V            3.10                   (----------*----------) 
R            2.25  (----------*----------) 
                   ------+---------+---------+---------+--- 
                       2.00      2.50      3.00      3.50 
 
 
             Individual 95% CIs For Mean Based on 
             Pooled StDev 
Touch  Mean  --+---------+---------+---------+------- 
n      2.60  (---------------*----------------) 
H      2.75      (----------------*---------------) 
             --+---------+---------+---------+------- 
             2.10      2.45      2.80      3.15 
 
 
             Individual 95% CIs For Mean Based on 
             Pooled StDev 
Audio  Mean  --+---------+---------+---------+------- 
n      2.85           (-------------*-------------) 
A      2.50  (--------------*-------------) 
             --+---------+---------+---------+------- 
             2.00      2.40      2.80      3.20 
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Object Interaction Precision 

ANOVA and confidence intervals were also used for statistical analysis for the 

measure of precision.  Figure 21 provides the histograms and plots for object interaction 

precision.
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Figure 21. Object Interaction Precision Plots.     
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Similar to the previous measures, no main factor or interaction term were 

statistically significant (Table 24).  Mean precision was 3.95 mm (SD = 1.2 mm) for 

interaction with virtual buttons and 3.3 mm (SD = 1.3 mm) for interaction with real 

buttons. 

Table 24.  Object Interaction Precision, ANOVA and Confidence Intervals 

Analysis of Variance for Interaction Precision(mm) (coded units) 
 
Source              DF   Seq SS   Adj SS  Adj MS     F      P 
Main Effects         3   6.6000   6.6000  2.2000  1.25  0.309 
2-Way Interactions   3   1.0000   1.0000  0.3333  0.19  0.903 
3-Way Interactions   1   1.6000   1.6000  1.6000  0.91  0.348 
Residual Error      32  56.4000  56.4000  1.7625 
  Pure Error        32  56.4000  56.4000  1.7625 
Total               39  65.6000 
 
 
Analysis of Variance for Interaction Precision(mm), using Adjusted SS for Tests
 
Source       DF  Seq SS  Adj SS  Adj MS     F      P 
Environment   1   4.900   4.900   4.900  2.99  0.092    
Touch         1   0.100   0.100   0.100  0.06  0.806 
Audio         1   1.600   1.600   1.600  0.98  0.330 
Error        36  59.000  59.000   1.639 
Total        39  65.600 
 
 
                   Individual 95% CIs For Mean Based on 
                   Pooled StDev 
Environment  Mean  -------+---------+---------+---------+-- 
V            3.95                (-----------*-----------) 
R            3.25  (-----------*-----------) 
                   -------+---------+---------+---------+-- 
                        3.00      3.50      4.00      4.50 
 
 
             Individual 95% CIs For Mean Based on 
             Pooled StDev 
Touch  Mean  -----+---------+---------+---------+---- 
n      3.55  (---------------*----------------) 
H      3.65     (---------------*----------------) 
             -----+---------+---------+---------+---- 
                3.15      3.50      3.85      4.20 
 
 
             Individual 95% CIs For Mean Based on 
             Pooled StDev 
Audio  Mean  ---------+---------+---------+---------+ 
n       3.8            (-------------*-------------) 
A       3.4  (-------------*-------------) 
             ---------+---------+---------+---------+ 
                    3.20      3.60      4.00      4.40  
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Object Interaction Performance Time 

Reaction or performance time was the duration taken to tap the buttons 32 times.  

Figure 22 depicts the histogram and plots for object interaction performance time.
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Figure 22.  Object Interaction, Performance Time Plots. 
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ANOVA analysis (Table 25) revealed only one significant term, audio, which was 

a main factor.  Surprisingly, the effect of adding audio was opposite of prediction.  The 

addition of audio slowed performance time.  The added cue increased completion time 

from a mean of 24 seconds (SD = 8 seconds) to 30.3 seconds (SD =  10.6 seconds). 

 

Table 25.  Performance Time, ANOVA 

Estimated Effects and Coefficients for Reaction Time (sec) (coded units) 
 
Term                     Effect    Coef  SE Coef      T      P 
Constant                         27.198    1.473  18.46  0.000 
Environment              -1.065  -0.532    1.473  -0.36  0.720 
Touch                     0.065   0.032    1.473   0.02  0.983 
Audio                     6.215   3.107    1.473   2.11  0.043 
Environment*Touch        -4.775  -2.388    1.473  -1.62  0.115 
Environment*Audio         3.915   1.957    1.473   1.33  0.193 
Touch*Audio              -4.975  -2.487    1.473  -1.69  0.101 
Environment*Touch*Audio   2.225   1.113    1.473   0.76  0.456  

 

The analysis (Table 25) also showed two interaction terms, Environment by 

Touch and Audio by Touch, which were not statistically significant, but were close 

enough to warrant further exploration with interaction plots (Figure 23) and ANOVA 

analysis for each level of the Touch Factors independently (Table  26) .  The plots 

showed a practically large increase in performance time, by about 12 seconds, when 

audio cue was added in the haptic-absent condition.  The ANOVA analysis also revealed 

a statistical difference (p-value = 0.026) in performance time between audio-present and 

audio-absent in the haptic-absent condition.  The three other tests, one for the haptic-

absent condition and two for the haptic-present condition, as shown in Table 26, revealed 

no statistical significance. 
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Figure 23.  Performance Time, Interaction Plots. 

 

Table 26.  Performance Time, ANOVA, Haptics Present & Haptics Absent 

One-way ANOVA: Reaction Time (sec) versus Env (Haptic Asbsent)
Source       DF    SS   MS     F      P 
Environment   1    69   69  0.50  0.487 
Error        18  2459  137 
Total        19  2528 
 
One-way ANOVA: Reaction Time (sec) versus Env (Haptic Present) 
Source       DF      SS     MS     F      P 
Environment   1   170.5  170.5  2.66  0.121 
Error        18  1155.5   64.2 
Total        19  1326.0 
 
One-way ANOVA: Reaction Time (sec) versus Audio (Haptic Absent) 
Source  DF    SS   MS     F      P 
Audio    1   626  626  5.92  0.026 
Error   18  1902  106 
Total   19  2528 
 
One-way ANOVA: Reaction Time (sec) versus Audio (Haptic Present) 
Source  DF      SS    MS     F      P 
Audio    1     7.7   7.7  0.10  0.750 
Error   18  1318.3  73.2 
Total   19  1326.0  
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Observations 

Hypothesis 4a, Ha : Error < 10 mm, was supported by the data collected.  Mean 

error for interaction with real or virtual buttons was, surprisingly, less than 4 mm with 

standard deviation of 1.6 mm or less whether bias, accuracy, or precision was used as the 

measure of spatial error.  This held true for all experimental treatments, with real or 

virtual buttons and with or without haptic and audio cues. 

Hypothesis 4b, Ha : Error RE < Error MR;  Ha :  Time RE <  Time MR, was not 

completely supported by the empirical data.  Spatial error, in terms of bias, accuracy, and 

precision were slightly less for interaction with real buttons compared to interactions with 

virtual buttons, but were not statistically significant.  Although statistical significance 

was not found, it is noted that spatial error measured for all eight treatments were 

surprisingly found to be near optimal, less than 4 mm, not leaving much room for 

enhancement by the addition of other sensory modalities.  Using an α level of 0.1 instead 

of 0.05 would have yielded different results for the measure of precision, but not bias nor 

accuracy, and again, the difference would still be practically small.  For performance 

time, there was no evidence of any difference at all between interaction with real and 

virtual buttons.  Again, while no significant difference was found, performance time was 

surprisingly near optimal, about one second per tap, for all treatments.  The optimal result 

was likely due to the high fidelity of the visual cues provided for all treatments, MR or 

RE. 

Hypothesis 4c, Ha : Performance Time audio < Performance Time no-audio, was also 

not supported by the data collected.  On the contrary, the opposite was found to be true.  
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Audio is a temporal cue and its addition was predicted to enhance performance time.  

However, the results showed significant degradation in performance time with audio cue 

added.  This was likely due to the experimental apparatus.  The audio cues were not 

provided immediately when the buttons were touched.  The audio feedback system, an 

Enforcer ® Alert System Model E-931CS22RC, had a noticeable delay of about 200 ms.  

Some participants hesitated and paced themselves waiting for the audio cue when tapping 

the buttons, especially when the haptic cue was absent. 

Hypothesis 4d, Ha : Error haptic < Error no-haptic, was also not entirely supported.  

For interaction with virtual buttons, the addition of the touch haptic cue, on average, 

appeared to reduce the error, but by less than a millimeter.  On the other hand, for 

interaction with real buttons, the cue appeared to increase the error, on average, by about 

the same amount.  This relatively small difference is not of practical significance and 

could be due to an artifact of rounding errors during data collection and calculation or the 

experiment setup and apparatus. 

A number of unexpected, subjective observations were made that are worth 

noting.  Several participants expressed that they could not help but focus on the retro-

reflective screen instead of the virtual object.  Some took several tries over several 

minutes to wean themselves from focusing on the real screen to concentrating on the 

virtual buttons.  Two expressed similarity of their experience with autostereograms, 

which generally take several minutes to get acclimated enough to focus at the proper 

depth and to see the stereo image.   

Even though the room was kept completely dark so that the participant could not 

notice any real objects, the retro-reflective screen was lit, necessarily so, by the HMPD.  
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The hard, polished retro-reflective screen with high reflectivity had small engravings and 

minor scratches that were clearly visible.  This was replaced during the experiment with a 

cloth material which had lower reflectivity and was less visible, but still not completely 

invisible.  As discussed previously, having an unintended real object in the scene could 

have an effect on the results.  For this experiment, the real screen may have made 

focusing on the virtual objects more difficult initially and some participants took longer 

to get adjusted to concentrating on the virtual buttons. 
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CHAPTER FIVE: CONCLUSION AND FURTHER RESEARCH 

This dissertation set out to narrow a research gap in VE interaction seeking to 

quantify the spatial accuracy and performance time for direct interaction with virtual 

objects.  Key to this research was development of a robust test bed that could provide 

highly accurate cues in personal space for object manipulation. Visual display technology 

was canvassed and compared.  HMPD technology was suggested to provide for the most 

important cues visual cues in personal space as well as the most accuracy.  As an optical 

see-through display, it is also one of the few technologies that allow for instantaneous 

synchronization with other salient sensory modalities in personal space, including 

proprioception and haptic. 

A research scheme was architected to fully explore the feasibility of direct object 

manipulation using the highly accurate, light weight, proof of concept, prototype HMPD 

display and carefully designed and calibrated test bed.  It included all sensory modalities 

and all VE types for comprehensive comparisons.   Some performance differences were 

observed, but the results clearly show that mean error was surprisingly low, less than 4 

mm (SD = 2.2 or less) and mean performance time is within 1 second (SD = 0.2 second) 

for the simple task of pushing a button using HMPD technology, regardless of the VE 

type (RE, MR, or IVE) or whether other sensory cues (haptics or audition) were 

provided. 
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Summary of Results 

Four experiments were conducted to explore direct object interaction in personal 

space, to quantify accuracy and performance time achievable in VEs, and to gain insight 

on which factors contribute to these measures, positively or negatively.   Each experiment 

built upon the previous, incrementally extending our knowledge of perception and 

interaction in RE, MR, and IVE, and with various sensory modalities included.  

Experiment One quantified error of depth perception in IVE with two different types of 

displays.  Experiment Two quantified spatial error and performance time for object 

interaction in RE.  Experiments Three and Four leveraged results from the previous two 

experiments as reference points in IVE and RE to explore the entire R-V spectrum and all 

salient sensory modalities. 

Spatial Error for Depth Perception and Object Interaction 

Using a display device that offered key visual cues in personal space, this study 

provided empirical evidence asserting that interaction in VE is highly effective, with a 

mean spatial error of 4 mm or less, given correct, accurate binocular visual cues – 

accommodation, convergence, stereoscopy, and occlusion – instantaneously synchronized 

with proprioception cues.  The results were upheld regardless of visual environment type 

and whether additional sensory modalities were presented or not. 

The results are summarized in Tables 27 and 28.  These show low mean spatial 

error (bias, accuracy, and precision < 4 mm) in all environment types (RE, MR, and IVE) 

and for both tasks (depth perception and object interaction).  For depth perception, the 



 149

differences between RE and MR and between RE and IVE were statistically significant.  

The differences between MR and IVE were not. 

 

Table 27.  Summary of Depth Perception Experimental Data 

Depth Perception Mean Error
Bias (mm) Accuracy (mm) Precision (mm)

RE 0.42 1.07 1.71
MR -0.63 2.95 3.89
IVE -2.06 3.89 3.61

MR - RE -1.05 1.88 p < 0.001 2.18 p < 0.001
IVE - RE -2.48 2.82 p < 0.001 1.9 p < 0.001
MR - IVE 1.43 -0.94 0.28  

 

 

Table 28.  Summary of Object Interaction Mean Error 

Object Manipulation Mean Error
Buttons Bias (mm) Accuracy (mm) Precision (mm)

Real 0.40 2.25 3.25
Virtual 0.60 3.10 3.95

Difference 0.20 0.85 0.70

 

 

Performance Time for Object Interaction 

Performance time varied widely.  Participants were asked to tap the buttons at a 

normal and comfortable pace.  This pace varied widely even in RE.  Regardless, the data 

showed a mean performance time of about one second per button tap (or button push).  

These results were similar for virtual or real buttons, with correct visual cues presented 
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and synchronized with proprioception, and with or without haptic or audio feedback.  

These findings are consistent with Schiefele’s (2000) findings, where mean performance 

time for manipulating real objects was measured at 1.5 seconds.  The results, however, 

were, on average, shorter than Schiefele’s findings for virtual object manipulation of 3.5 

seconds.  The main difference in the two studies was the visual display, its fidelity, and 

its synchronization with proprioception.   

The data also showed a slight difference with audio cue provided, but in the 

opposite direction as predicted.  This degradation in performance was likely due to the 

participants’ reaction to the delay in the audio feedback system, which was not previously 

considered and was realized only after the empirical data was collected and analyzed.  

The difference was statistically significant for the haptic-absent condition, as shown in 

Table 29 for completion time of the 32 taps. 

 

Table 29.  Summary of Task Performance Time Data 

Audio Performance Time (sec)
Absent 33.6
Present 21.50

Difference 12.10 (p = 0.026)
(for Haptic-Absent Condition)
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Reliability of the Experimental Data 

Experiments Three and Four leveraged findings and methods of Experiments One 

and Two to produce highly reliable data.  The key to attaining the high reliability was a 

dramatic increase in brightness in the display which facilitated careful optics alignment, 

vigilant adjustment of the display and graphics software to match the user, and judicious 

selection of participant pool. 

The HMPD displayed a real, optical image that was seen clearly by the user and 

with some care, by the researcher where the room was completely darkened and the 

display brightness was set to maximum.  Calibration cross-hairs were programmed and 

projected out by the left and right displays.  The cross-hairs’ exact positions in space, in 

all dimensions, X, Y, Z, and rotations, were unmistakable, as observed by the researcher 

and reported by the participants.   This allowed for easy adjustment of the display before 

use, for verification during experimentation, and for rapid adjustment in between sessions 

as necessary. 

Graphics software required detailed calculations.  Field of view, IPD, and 

convergence settings were calculated, programmed and tested for accuracy.  Integration 

with the HMPD was tested and measurements for the right and left displays were 

continuously verified.  Software routines were coded for quick compensations for minor 

optical maladjustments, for participant’s differences, and for occasional misalignments.   

Perhaps the most important element contributing to the reliability of the 

experimental data was the quality of the participants.  For Experiments Three and Four, 

participants were recruited from the Navy’s C school at Naval Air Station (NAS), 
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Jacksonville, Fl.  With few exceptions, the participants were all highly engaged and took 

the experiments seriously.  The students in the participant pool saw this as an assignment.  

The staff from the school saw the experiment as a challenge to outperform each other or 

boast of their performance.  These military personnel had been through thorough eye 

exams beforehand.  None had to be screened out due to poor eye sight.  The participants 

expressed that they saw the depth perception and interaction experiments as another set 

of exams similar to previous exams that they wanted to do well on.   

The accurate visual cues afforded by the HMPD, frequent verification and re-

alignment through software routine, and quality participants contributed to the highly 

reliable empirical results.  Consequently, Experiments Three and Four benefited from the 

best expected condition with visual cues and experimental controls carefully optimized.  

The low spatial error and fast completion time observed for each and every treatment in 

both Experiments Three and Four were very surprising.  Experiments Three and Four 

unexpectedly reached a ceiling effect, which may very well be explained by the highly 

optimized experimental conditions achieved.   

Additional Findings 

The Simulation Sickness Questionnaire (SSQ) showed little side effects.  Mean 

SSQ scores were less than five, indicating negligible symptoms (Kennedy et al., 1993).  

None of the 28 eight participants from Experiments One and Two indicated side effects.  

Two of the 42 participants in Experiments Three and Four indicated slight eye strain from 

trying to focus on the virtual buttons which were placed at 0.4 m directly in front of the 

participant.  The two indicated that the symptoms immediately disappeared when they 
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stopped focusing on the stimuli.  Much care was given to alignment of the visual display, 

matching the optics parameter with the software and graphics, and adjustment for the 

user, which may have contributed to the lack of side effects.   

The presence of real objects appeared to have noticeable effects, both positive and 

negative.  Some participants expressed difficulty focusing on the buttons because they 

found themselves focusing on the screen about 0.3 m farther away.  They expressed 

similarity with autostereograms, which generally take a minute or two to get used to 

before the stereo image is consistently seen.  Some also expressed that being able to see 

the real hand helped them see the virtual buttons more easily.  Before lifting the hand into 

the scene, they reported seeing double images of the buttons, which likely indicated that 

they were focusing on the screen until the hand came into the scene near the buttons.  

Others asked if the light could be turned on dimly as it helped them see the virtual 

buttons better.  From a brightness standpoint, dialing up the room light made the virtual 

buttons less visible.  On the other hand, it made nearby experimental apparatus and the 

hand more visible and the screen less noticeable.  This also points to the positive effect of 

having nearby real objects next to virtual objects.  It appears that participants tended to 

focus on real objects, which may have helped with awareness of and concentration on 

virtual objects nearby, but may have had negative effects with perception of virtual 

objects that were elsewhere (Ellis & Menges, 1997, 1998).  

All participants in Experiments Three and Four expressed confidence in their 

ability to clearly perceive the virtual objects and know of their exact positions.  Many 

compared the experiment to familiar eye exams and commented afterwards that they had 

“passed the test”, even though individual results were not provided to the participants. 
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Occlusion, or lack thereof, had a strong effect.  After the experiment, some 

participants were asked to move a real reference rod right next to a virtual calibration line 

to verify alignment.  It was noted that when the rod was placed right on the line, the 

participant tended to keep pushing the rod further away.  Some expressed that the “line 

followed the stick”.  One potential explanation was occlusion.  The participant may have 

expected the virtual line to eventually occlude the reference rod (which was not possible) 

and therefore kept on sliding it out.  Another explanation would point back to the 

vividness or richness of the real object affecting the perception of the virtual object as 

discussed previously.  

Two other subtle observations are worth noting.  Pushing the reflective screen 

further away made the virtual objects blurry (due to non-perfect retro-reflection) but that 

did not affect accuracy.  The few air crewmen in the participant group who had been 

trained in NVG seemed to be even more confident in the tests.   There were not enough 

air crewmen participants in the study for a separate statistical analysis of this group, but 

the data did seem to show better performance. 

Recommendations 

It is evident that virtual object interaction with correct visual cues presented, 

including synchronization with proprioception, is highly accurate (4 mm) and highly 

effective.  Performance in MR is comparable to RE, with less than three millimeter 

difference, whether mean bias, accuracy, or precision is used as the measure of spatial 

error.  Likewise, task completion times for simple button pushes are similar for RE and 

MR, approximately one second.  This performance level suits many VE applications 
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adequately.  Moreover, this study was performed with simple geometry models.  Higher 

accuracy may be achieved if the VE takes advantage of richer models or if other visual 

cues, such as size and motion perspective are included.   This performance level exceeds 

the accuracy requirements for many applications including cockpit simulations, where 

controls are set at about 12 mm apart,  the minimum recommended layout for ergonomic 

designs (Boff et al., 1986).  The HMPD and MR technology has matured to a level where 

more complex and practical experimentation can be conducted for application specific 

environments. 

This study showed that in a high-fidelity visual environment, the addition of an 

inaccurate cue, specifically a delayed sound cue, degrades performance compared with 

absence of the cue.  For VE designs involving button pushes, having no audio feedback 

may provide a more effective VE than having an unsynchronized one.   

Further Research 

This study was conducted with the goal of gaining a better understanding of 

which factors can improve MR towards the performance of RE.  It has provided 

empirical evidence asserting that basic visual cue and synchronization are key to virtual 

object interaction.  Performance in all environment types, RE, MR, and IVE was highly 

accurate and efficient, given salient, optimal visual cues.  The empirical results observed 

seemed to have reached an unexpected ceiling effect due to optimal settings and 

selections of experimental controls.  Further research is recommended using similar 

technology and test methods with varying, perhaps suboptimal visual cues in order to 

quantify their effects.   
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The task in this study was simple tapping or pushing of buttons.  More complex 

manipulation tasks are recommended.  Different types of virtual buttons, switches, and 

dials and different complex tools, such as virtual medical instruments would provide 

more comprehensive results that would be beneficial for a wide variety of VE 

communities.   Perhaps performance for more complex tasks would not be so effective or 

efficient, even with optimal visual cues and experimental controls, and the ceiling effects 

may not be observed with the added complexity. 

An unintended observation made in the study was the effect due to nearby real 

objects or their richness in visual cue.  Scene richness seemed to enhance or degrade 

performance noticeably.  Further research should include richness in the scene as a factor.  

Rich virtual and real objects should be looked at and compared with simple geometry.  

Perhaps the richness of the cues provided by the real or virtual object can partially 

replace the need for other more complex visual cues such as stereoscopy (Ellis & 

Menges, 1997, 1998).   

Perhaps, the most practical next step is to push the development of the HMPD 

technology based on this successful prototype, which was not originally designed for 

human factor studies.  Nevertheless, among the prototypes developed in the ODA Lab, 

this HMPD has been the most extensively used in human factor studies because of its 

compactness and extremely light weight that came as a consequence of using OLED 

microdisplays and its compactly integrated electronics. The HMPD technology holds 

much promise, combining the features of projection displays and HMD.  It literally 

provides a real optical image in mid-air, similar to holograms or optical mirages.  These 

images are optically real, whether generated by a computer or not, and from a physics 
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perspective, interaction with its light rays is also physically real.  This lends itself well to 

calibration and alignment routines compared with HMDs and may provide undiscovered 

benefits to more complex interactions in VE.  
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APPENDIX A.  SIMULATION SICKNESS QUESTIONAIRE 
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Simulation Sickness Questionnaire (Kennedy et al., 1993) 

C1.  Simulation Sickness Questionnaire, Pre-exposure 
 
Participant Number:  ____                   Time now:___________ 
 
Pre-exposure Symptom Checklist 
 
Instructions: Please circle the severity of any symptoms that apply to you right now. 
 
1. General Discomfort  None          Slight          Moderate          Severe 
2. Fatigue   None          Slight          Moderate          Severe 
3. Headache   None          Slight          Moderate          Severe 
4. Eye Strain   None          Slight          Moderate          Severe 
5. Difficulty Focusing  None          Slight          Moderate          Severe 
6. Increased Salivation  None          Slight          Moderate          Severe 
7. Sweating   None          Slight          Moderate          Severe 
8. Nausea    None          Slight          Moderate          Severe 
9. Difficulty Concentrating None          Slight          Moderate          Severe 
10. Fullness of Head*  None          Slight          Moderate          Severe 
*Fullness of head means internal pressure in head, similar to sinus pressure, such as one 
gets when hanging upside down  
 
11. Blurred Vision   None          Slight          Moderate          Severe 
12. Dizzy (Eyes Open)  None          Slight          Moderate          Severe 
13. Dizzy (Eyes Closed)  None          Slight          Moderate          Severe 
14. Vertigo**   None          Slight          Moderate          Severe 
**Vertigo is a disordered state in which the person or his/her surroundings seem to whirl 
dizzily; loss of orientation that makes it difficult to perceive which way is up 
 
15.  Stomach Awareness***  None          Slight          Moderate          Severe 
***Stomach awareness is usually used to indicate a feeling of discomfort which is just 
short of nausea 
 
16.  Burping    None          Slight          Moderate          Severe 
 
Are there any other symptoms that you are experiencing right now?  If so, please describe 
the symptom(s) and rate their severity on the other side. 
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APPENDIX B.  USE EXAMPLES OF THE TERMS “REAL” AND “VIRTUAL”   
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For this dissertation, the topic is manipulation of virtual controls (“virtual 

objects”) directly and naturally by the user's hand (a “real object”).  One sees the hand 

(wearing the glove) faithfully as a “real image”.  One also sees “computer-generated 

images” of the virtual buttons (“virtual objects”).  Experiments with real hand (real 

object) manipulating real controls (real objects) will also be conducted for comparison.  

Here the user sees “real images” of both the hand and the objects. 

Likewise, experiments with virtual hand (“virtual object”) manipulating virtual 

controls (“virtual object”) could also be conducted for comparison.  The user sees models 

(“computer-generated images”) of both the hand and the objects.   

Finally, there is one potentially confusing concept that is important to discuss and 

that uses the terms introduced at the beginning of Chapter Two - "optically real image" 

and "optically virtual image".  It is in the comparison of Head Mounted Projection 

Displays (HMPDs) with other VE displays, especially HMDs.  With HMDs, the 

computer-generated images, photographs, or video images seen by the observer are 

necessarily "optically virtual images".  On the other hand, with HMPDs, similar images 

can be provided as "optically real images".  In effect, "optically real images" of the 

display screen and the virtual objects in it (but not the physical screen nor the physical 

objects themselves) are presented in mid-air in front of the user.  This is an important 

feature that has not seen much discussion in VE literature.  Having an "optically real 

image", and therefore actual physical light rays focusing on and passing through it, 

allows one to naturally interfere with, or essentially touch the image, but without 

touching any physical screen nor objects. 
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No other VE display technology provides for an "optically real image" of the 

display screen in mid-air (i.e. without the physical screen in the same space).  CAVEs 

provide "optically real images" but on a physical screen, not in midair.  HMDs provide 

perceived images in midair but these are "optically virtual images", not "optically real 

images".  This feature provides for experimentations involving interaction with virtual 

objects with high visual cue fidelity, i.e., with "optically real images", but with the total 

absence of haptics cue. 
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APPENDIX C.  OSTHMD AND HMPD COMPARISON 
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The fundamental differences between a conventional optical see-through display 

and a head-mounted projection display coupled with retro-reflective material are listed in 

Table 30 (Rolland et al., 1998; Hua et al., 2000; Hua et al., 2001; Rolland et al., 2005).  
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Table 30.  Advantages of HMPD vs. HMD 

See-Through HMD HMPD 
Eyepiece Projective Lens 

Beam splitter reflects light 
into eye 

Beam splitter reflects light away from 
eye, retro-reflective material reflects 

it back towards the eye 
No screen Retro-reflective material 

No Occlusion Correct Occlusion of virtual object by 
real objects 

Eyepiece design is heavier Projective Lens are lighter 
Optical aberration and 

distortion from design are 
challenging to correct 

Projection lens can be designed to 
more easily minimize aberrations 

with fewer elements and no distortion 
Provides only “optically 

virtual images” of the 
micro-displays (LCD/CRT 

screen) 

Can provide “optically real images” 
of the micro-displays in front of the 

retro-reflective material or “optically 
virtual images” behind the material 

IPD can be set to match 
user but only 

approximately and is 
difficult to align (left/right 
adjustment of both beam 
splitters) with the user’s 

eyes. 

Reflection of the micro-display image 
out and away from the user facilitates 

alignment of the beam splitters to 
match the position of the user’s eyes. 

 

Limited to 40 deg FOV 
using a flat combiner 

Allows for wider FOV design, up to 
90 deg, using flat combiner 

Real and computer-
generated images are 
simply superimposed, 

which is visually incorrect. 
Computer generated image 
is visible at all look angle.  

Real and virtual 
environments are not 

mixed correctly. 

Allows for diminished reality, i.e., 
visually remove or camouflage real 

objects.  Strategic placement of 
reflective material effectively allows 
for proper mixing of virtual and real 

environment similar to capability 
provided by blue-screen technology 

Exit pupil and eye relief 
are limited by the eye piece 

allowable size 

Can be designed for larger exit pupil 
and eye-relief for an equivalent optics 

size compared to eyepiece 
 

Fundamental  
Design  

Differences 

Fundamental 
Advantages 

of  
HMPD 
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See-Through HMD HMDP 
Image plane can be set 

anywhere in the user space 
Image plane should be set near the 

retro-reflective material to minimize 
blurring effects from diffraction; 

however depending on the 
application other settings are also 
allowed at the expense of some 

blurring 
Resolution of micro-
display is preserved 

Imperfect reflection from retro-
reflective material may produce 
image blur reducing effective 

resolution from that of the micro-
display.   

Bright images.  Can be 
designed for near 0% to 

near 100% attenuation of 
light intensity for 

computer-generated image 
reflection from the beam 

splitter  

Dim images.  At least 75% 
attenuation of light intensity for 

computer-generated image due to 
reflection from and transmission 

through the beam splitter. 

Fixed depth and size of 
computer-generated image 

Variation in depth and size 
depending on position and 

orientation of the user if the retro-
reflective material is imperfect.   

Fixed exit pupil Exit pupil shift as a function of 
distance from the screen if the retro-

reflective material is imperfect. 
 

Fundamental 
Disadvantages 

of  
HMPD 
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APPENDIX D.  ESTIMATE USING THE MODEL HUMAN PROCESSOR (HMP)  
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Table 31.  Estimated time to push a button for IVE, RE, and MR 

 Tasks Using Model Human Processor (MHP)  IVE (ms) RE (ms) MR (ms)
1 Perceive, transfer to working memory   Tp = 100 100 100 
2 Decide to Locate Virtual Hand    Tc = 70   
3 Look at Virtual Hand     Tm = 70   
4 Perceive Virtual Hand    Localize Tp = 100   
5 Decide to move hand     Tc = 70 Tc = 70 Tc = 70 
6 Move hand      Tm = 70 Tm = 70 Tm = 70 
7 Artificial Time Delay     Td = 60   
8 Perceive Match of hand and button   Tp = 100 Tp = 50 Tp = 100
9 Artificial Time Delay    loop=4 Select Td = 60   
10 Decide if Match is good enough    Tc = 70 Tc = 70 Tc = 70 
11 Select      Tm = 70 Tm = 70 Tm = 70 
12 Perceive feedback of object selected loop=2 Manipulate Tp = 100 Tp = 50 Tp = 100
13 Decide to Manipulate     Tc = 70 Tc = 70 Tc = 70 
14 Manipulate      Tm = 70 Tm = 70 Tm = 70 
15 Perceive completion of Manipulation loop=2  Release Tp = 100 Tp = 50 Tp = 100
16 Decide to Release     Tc = 70 Tc = 70 Tc = 70 
17 Release      Tc = 70 Tc = 70 Tc = 70 
      Total Tt = 3090 Tt = 1970 Tt = 2370
          
  
   
          
          
          
          
Assumptions:          
1)  The first loop is estimated to take about 1 second for RE so the author chose loop =4;   
 Similarly, 2nd & 3rd loop =2       
2)  Perceptual processing time for matching the position of the hand and button, for selection, and for  
 manipulation is less than 100 msec for the RE case because tactile feedback is present.   
 This haptics cue provides for redundant information from a separate modality reducing response  
 time (Boff, 1986, 11.420).   Therefore, the author chose a reduced value of 50 msec, which is also 
 The lower bound for perceptual processor time used by Card (1983).      
3)  For RE and MR virtual hand times don't apply      
4)  For RE, artificial delays for trackers and screen or frame update rates do not apply  
5)  If cues for IVE and MR are not perfect, there are more loops and the times are longer.    
 The total time calculated does not account for this imperfection.    
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APPENDIX E.  UCF INSTITUTIONAL REVIEW BOARD APPROVAL  
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