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ABSTRACT

Recently, a lot of research work has been dedicated toward enhancing performance,
reliability and integrity of distributed energy resources that are integrated into distribution
networks. The problem of islanding detection and islanding prevention (i.e. anti-islanding) has
stimulated a lot of research due to its role in severely compromising the safety of working
personnel and resulting in equipment damages. Various Islanding Detection Methods (IDMs)
have been developed within the last ten years in anticipation of the tremendous increase in the
penetration of Distributed Generation (DG) in distribution system. This work proposes new
IDMs that rely on transient and distributed behaviors to improve integrity and performance of
DGs while maintaining multi-DG islanding detection capability.

In this thesis, the following questions have been addressed: How to utilize the transient
behavior arising from an islanding condition to improve detectability and robust performance of
IDMs in a distributive manner? How to reduce the negative stability impact of the well-known
Sandia Frequency Shift (SFS) IDM while maintaining its islanding detection capability? How to
incorporate the perturbations provided by each of DGs in such a way that the negative
interference of different IDMs is minimized without the need of any type of communication
among the different DGs?

It is shown that the proposed techniques are local, scalable and robust against different
loading conditions and topology changes. Also, the proposed techniques can successfully
distinguish an islanding condition from other disturbances that may occur in power system
networks. This work improves the efficiency, reliability and safety of integrated DGs, which

presents a necessary advance toward making electric power grids a smart grid.
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CHAPTER 1: INTRODUCTION

A lot of work has been conducted recently to facilitate the idea of smart grid into existing
distribution systems. Many different definitions can be found for the term “Smart grid”, but the
closest one seems to be introduced by the US Department of Energy website as follows: “A
smart grid is an electrical grid that uses information and communications technology to gather
and act on information, such as information about the behaviors of suppliers and consumers, in
an automated fashion to improve the efficiency, reliability, economics, and sustainability of the
production and distribution of electricity” [1]. From this definition, availability of information
and two-way communication seems to be the key behind the future concept of smart grid.
Additionally, the “smart” utilization of these information toward an autonomous behavior is
essential to improve efficiency, reliability, safety and sustainability of existing distribution
networks.

The tremendous increase in the number of employed Distributed Generations (DGS) in
today’s grid has stimulated further research to improve performance and reliability of those
newly added components. The concepts of macro- and micro-grid came into place where a
localized group of energy sources and loads operate while connected to a traditional grid (macro-
grid) or autonomously when traditional grid is disconnected (micro-grid). The distributed
resources could include photovoltaics or solar cells, wind turbines, fuel cells and other energy
sources. Both macro- and micro-grids are intended to be part of the so called smart grid structure.
Figure 1-1 shows a visionary diagram of future smart grid structure where micro-grid structure is
illustrated [2].

In Figure 1-1, it can be seen that protection schemes, in addition to smart behavior and

demand management, will play a major role in improving future grid reliability.

1



SMART GRID Smart appliance

A vision for the future — a network Can shut off in response to D: d
of integrated microgrids that can frequency fluctuations

{7 Use can be shifted to off-
4 peak times to save money,

monitor and heal itself

Solar panels

Disturbance
in the grid

Execute special protection Detect fluctuations and
schemes in microseconds. disturbances, and can signal
for areas to be isolated

_ Storage L5,
B2 Energy generated at off-
peak times could be stored
in batteries for later use

Central power
plant

Energy from small generators
and solar panels can reduce
overall demand on the grid.

S Industrial
plant

Figure 1-1: Future smart grid diagram illustrating micro-grid structure.

The focus of this work will be toward development of new techniques that can efficiently
detect the formation of a micro-grid or the so called islanding detection problem. Islanding is the
case where part of the grid including a load and a DG is separated from the rest of the grid and
continues to operate. Many standards and detailed reports have been issued to address the
requirements for grid-connected DGs as well as anti-islanding requirements and testing
requirements for islanding detection [3]-[15]. It is important for grid-connected inverters to be
able to detect an islanding condition and to be equipped with a reliable anti-islanding algorithm
that will efficiently disconnect the DG when islanding is detected in a timely manner [3]-[5].
There are many reasons behind disconnecting unintentional islanding DGs. An important reason
is the safety of maintenance utility workers. For example, if a line that is scheduled for
maintenance is disconnected by a network operator, then the confusion, resulted from a

maintenance personnel trying to work on a line that is assumed to be de-energized while it is



actually still energized by an unmonitored DG unit, is not tolerated. This scenario posses a
severe threat to the safety of workers and might result in severe injury or even death. Another
reason is the safety of equipments where reclosing the switch by utility on an out-of-phase island
might destroy inverter components for inverter-based DGs [12]. Also, utility as well as
distributed resource owner will be found liable in case of any electrical damage to customer
equipment caused by either voltage or frequency operating outside acceptable ranges [15].

Islanding Detection Methods (IDMs) are divided into three categories: local passive
IDMs [15]-[22], local active IDMs [15]-[19], [23]-[25], and remote or communication based
techniques [15]-[17].

Passive methods basically monitor selected parameters such as voltage and/or frequency
where no perturbation or disturbance is injected by the inverter. The decision on existence of an
islanding condition will be based upon the behavior of these parameters. Some of the commonly
known passive IDMs are Over/Under Frequency protection (OUF), Over/Under Voltage
protection (OUV), voltage phase jump, and detection of voltage or current harmonics [15]. The
OUF, for example, monitors frequency of voltage at the point of couple coupling (PCC) between
the DG-inverter and utility where islanding is detected if frequency exceeds pre-specified
threshold values for a specific amount of time (delay time). The delay time is proposed to avoid
excessive nuisance tripping due to short-term disturbances [3].

Active techniques, in addition to monitoring certain parameters, inject small perturbation
to enhance the drifting behavior caused by losing grid-connectivity. Active Frequency drift
(AFD), Sandia Frequency Shift (SFS), Slip-Mode phase Shift (SMS), and Sandia Voltage Shift
(SVS) methods are examples of commonly used active IDMs. SFS can be implemented in

inverter controller where the DG output current is injected at a biased angle, in relative to PCC



voltage, with a constant known as initial chopping fraction (cf,) and a frequency error

multiplied by a gain known as the SFS gain ( K ). Other active IDMs rely on injecting negative
sequence current or disturbances in either the direct axis (d-axis) or the quadrature axis (g-axis)
current controllers to detect islanding [26], [27].

Remote or communication-based techniques are usually implemented at utility level
where some sorts of communication are provided between utility side and customer side.
Examples of those techniques are impedance insertion, power line carrier communications
(PLCC), and supervisory control and data acquisitions (SCADA) [15]. In PLCC, a transmitter
and receiver are installed at utility and customer sides, respectively. The detection of the
transmitted signal by the receiver will indicate that the grid is connected while the absence or
interruption of this signal corresponds to islanding condition. Then, a signal will be sent to DG-
inverter to cease operation.

Conventionally, IDMs are evaluated using the concept of Non-Detection Zone (NDZ)
which was developed and implemented using different methods such as power mismatch and
phase criteria [28]-[38]. NDZs are regions in an appropriately defined space in which the
islanding detection scheme under test fails to detect islanding in a timely manner [29], [37]. RLC

load resonant frequency—quality factor ( f,—Q,) space has been proven to be more

representative for AFD and SFS NDZs [30].

To compare among those techniques, passive techniques are generally simple to
implement at a low cost where no power quality degradation or interference with maximum
power point tracking (MPPT) operation are presented by those techniques. However, passive
techniques suffer from relatively large NDZs and relatively larger time is required by passive

IDMs to detect islanding condition. On the other hand, active IDMs are highly effective with



smaller NDZ compared to passive methods. Also, faster response or detection time is provided
by those techniques in comparison to passive ones. Nevertheless, active IDMs require output
power quality of inverter-based DG to be reduced slightly due to the injected perturbation. Also,
for systems with high DG penetration, active techniques raise stability concerns since the
injected disturbance is a destabilizing force in general. Another important issue with active IDMs
is scalability where different active IDMs might degrade the performance of each other in multi-
DG system. Furthermore, the interaction between active IDMs and different interface controls
has been of concern for protection engineers and researchers [37]-[40]. In [38] and [40], it is
shown that SFS is more effective for constant current-controlled inverter in comparison to
constant power-controlled inverter where the later controller counter effect perturbation
introduced by SFS. In contrast, communication-based techniques have zero NDZ if implemented
properly with no degradation to inverter power quality. However, those techniques are relatively
expensive and it would be economical for systems with high DG penetration only.

Recently, hybrid IDMs that combine advantages of both passive and active techniques
are proposed in [41]-[43]. In [41], a hybrid technique, that combines SFS and voltage unbalance
and total harmonic distortion, is proposed. It is shown that the new technique overcomes the
drawbacks resulted from using each technique separately and hence provides a better
performance.

The main idea behind this thesis is to combine advantages of multiple techniques where
limited-communication or synchronization is required to enhance overall islanding detection
capability for the multi-DG system. Also, dynamics resulting from an islanding condition will be
utilized to develop a distributed two-level algorithm that can successfully detect islanding

condition for both single and multi-DG systems. Furthermore, the concept of dispersed



frequency perturbation is used to develop a new active IDM that eliminate the need of
communication among different DGs in the multi-DG system.

The main results of this thesis are presented in Chapters 2 and 3. In the first section of
Chapter 2, a new IDM is proposed to dynamically estimate islanding occurrence. The proposed
dynamic estimators estimate both amplitudes and phase angles of the current injected by the grid
at the Point of Common Coupling (PCC) with the DG in addition to the DG’s bus voltage. A
distributed two-level algorithm is proposed to detect an islanding condition for both single and
multi-DG configurations. Analytical design and transient analysis are carried out for the
islanding detection problem to determine the Non-Detection Zone (NDZ) of the proposed
Islanding Detection Algorithm (IDA). The IEEE 34-bus network is used to demonstrate the
effectiveness of proposed technique. A local low-frequency meshed communication network is
sufficient to achieve distributed islanding detection capability for a general multi-DG network
with negligible NDZ. It is shown through simulations that the proposed IDM can successfully
distinguish an islanding condition from other disturbances that may occur in power system
networks. One issue with the dynamic estimator is that no analytical proof of robustness and
convergence can be obtained for the RLS estimator. Hence, a robust non-linear observer is
proposed in the next section as an alternative to the RLS algorithm.

The second section of Chapter 2 provides the design of a robust non-linear adaptive
observer for the purpose of islanding detection of inverter based Distributed Generation (DG).
The non-linear observer provides simultaneous online estimates for the amplitude and frequency
of a noisy sinusoidal signal where amplitude estimation values of grid current will be used to
determine the existence of islanding condition or not at PCC level. The main goal of this section

is to provide analytical derivations and proofs of robustness and convergence for the proposed



non-linear observer and to utilize results of proposed observer for the islanding detection
problem. The IEEE 34-bus system with inverter-based DGs is used to demonstrate the
effectiveness of the proposed observer. Simulations are carried out for both sections to verify
analysis. It is shown through simulation that the proposed non-linear observer provides better
robust performance against harmonics and noise than the dynamic estimator.

Lately, the Sandia Frequency Shift (SFS) IDM has been a hot research topic for
protection engineers due to its high performance to cost ratio. It is known that the choice of gain
(K) in the SFS scheme has direct impact on stability of a system with grid-connected DGs. In
the first section of Chapter 3, a scheduled perturbation technique is proposed to reduce such
stability impact of K and its role in eliminating the Non-Detection Zone (NDZ). In the proposed

technique, initial chopping fraction (cf ) is used to compensate for reduction in K, and zero
NDZ is achieved under a zero gain K through increasing cf . It is shown by analysis that
theoretical NDZ reduction can be achieved by increasing cf beyond certain thresholds.

Simulations for single and multi-DG systems are carried out to verify the analytical analysis. It is
shown that an appropriate design of scheduled signal duty cycle (d) is of critical importance to
realize the proposed reduction in NDZ. Synchronization of perturbation signals for multi-DG
system is required, and a delay of 0.33s is shown to be tolerated for a two-DG system.
Synchronization can be achieved either through locally synchronized timers or by limited
communication among DGs. The proposed technique is desired for systems with high DG
penetration in order to reduce the negative impact on stability by K. The proposed scheduled
perturbation is limited to DG systems with constant current controllers. Also, for systems with

very large number of DGs, implementing this technique will be too involved and it might be



extremely difficult to synchronize their performances. Hence, a new active IDM is proposed for
multi-DG systems in the second section of Chapter 3.

In the second section of Chapter 3, a new active IDM is proposed, and it depends on
estimating an overall transient stiffness-measure for the multi-DG system such that a clear
separation between prior- and post-islanding stiffness is established. For the multi-DG system,
the concept of dispersed frequency perturbation is utilized where each DG is required to perturb
at distinct frequencies to avoid spectrum overlapping. By doing so, the proposed technique can
be applied to a large number of DG systems with no type of communication required among
different DGs. Simulation results show that the proposed technique is scalable and robust against
different loading conditions, variation in grid stiffness level, number of connected DGs, and
different types of DG controllers. It is also shown that the proposed technique can successfully
distinguish islanding condition from other disturbances that may occur in power system
networks.

The rest of the thesis is organized as follows. Chapter 2 presents two techniques for
designing estimators for both the grid current and the DG bus voltage for the purpose of
detecting islanding condition in a distributive manner. Techniques to improve performance and
multi-DG islanding detection capability are introduced in Chapter 3. Conclusions are drawn in
Chapter 4. Thesis limitations and some possible directions for future research are pointed out in

Chapter 5.



CHAPTER 2: DESIGN OF GRID CURRENT AND BUS VOLTAGE
ESTIMATORS FOR DISTRIBUTED ISLANDING DETECTION

This chapter presents two main problems. The first problem, in section 2.1, is to design a
dynamic estimator to estimate the amplitudes and phase angles of both the grid current and the
DG bus voltage for the purpose of islanding detection. Section 2.2 illustrates the design of a
robust non-linear observer that estimates grid current amplitude and frequency and the results are

used to determine the existence of islanding condition.

2.1 Dynamic Estimation for Amplitude and Phase of Grid Current and DG Bus Voltage

2.1.1 Introduction

Islanding detection schemes has been of great interest to enhance reliability and safety of
growing green energy. Many schemes have been developed to detect islanding where locally
utilized ones have been widely used such as Over/Under Voltage Protection (OUV) and
Over/Under Frequency Protection (OUF) [15], [16]. Those schemes utilize Root Mean Square
(RMS) measurements to detect islanding condition and they suffer from large Non-Detection
Zone (ND2Z) regions. As shown in [29]-[32], most of the IDMs are analyzed in the steady state,

and thus not taking into account the transient analysis. According to the NDZ graphs in [30] and

[37], the performance of active IDMs deteriorate as the load quality factor (Q; ) increases; while

passive IDMs typically have very large NDZ regions.
In this section, the dynamics induced from an islanding condition are modeled and used
to detect an islanding situation. A distributed two-level algorithm is proposed to detect islanding

condition for single and multi-DG networks. The proposed algorithm is implemented both



locally at each DG and at the Point of Common Coupling (PCC) with the grid. A dynamic
version of OUV is implemented locally at each DG to reduce communication requirement while
achieving distributed multi-DG islanding detection capability. As such, the resulting IDA is
improved to ensure wide applicability and robust performance. The proposed technique is shown
to have negligible NDZ, and it can estimate both the grid current amplitude and phase angle.
This new IDM belongs to the class of local passive methods since no disturbance is applied to
drift either frequency or voltage amplitude. In addition, analysis is carried out in this section to
quantify the NDZ for the proposed IDM, and a three-dimensional NDZ subspace is explicitly
found. For a general multi-DG structure, a local low-frequency meshed communication topology
is sufficient to achieve robust islanding detection with negligible NDZ. It is also shown that the
proposed distributed algorithm is robust against different types of disturbances and power
network events such as three-phase short circuit, startup of induction motors, switching of
capacitor, and load variations.

This section is organized as follows. A DG interface model and its testing conditions are
introduced in subsection 2.1.2. Analyses of islanding conditions are carried out in subsection
2.1.3. The proposed dynamic estimators are designed in subsection 2.1.4, and the islanding
detection algorithm is presented in subsection 2.1.5. The NDZ of the proposed algorithm is
investigated with respect to load parameter spaces in subsection 2.1.6. A distributed multi-DG
algorithm is proposed in subsection 2.1.7. Performance of the proposed algorithm is tested

through simulations in subsection 2.1.8. Finally, discussions are presented in subsection 2.1.9.
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2.1.2 Islanding Testing Conditions

A generic model for the transient anti-islanding study is shown in Figure 2-1. The circuit

used resembles the anti-islanding testing diagram defined in UL 1741 and IEEE 929-2000 [3],

[4].

S it
; vl(t? > i (1)
Y |Ioad(t)
i () YiL®) Yic@®
iinv(t) T R I_ _ AC(M) Vs(t)

Figure 2-1: A generic model for the transient islanding study.

The following assumptions will be used to simplify analysis and calculations:
1) The utility or grid frequency and amplitude are assumed to be constant, and the reference
angle is assumed to be the grid voltage angle. That is, the grid voltage can be represented

as v, (t) = Esin(w, t+0°), where E is the amplitude of instantaneous grid voltage, and
w, =27 f is the grid frequency in rad/sec.
2) The steady-state form of the grid current is expressed as i (t) = A, sin(w, t +¢,).

3) The dynamics of Phase Locked Loop (PLL) are fast and hence are considered negligible.

The PLL input is v, (t), which is the voltage at the point of common coupling (PCC), and

the steady-state PLL output can be given by the following form:
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o, (t), grid isconnected
C()p (t) = .y . . ’
@, (t), oridisdisconnected

where @, is the PLL output frequency after islanding in rad/sec.

4) The inverter employs a constant current controller to supply active power and, if
required, reactive power. In addition, the controller dynamics are ignored. That is,

Iy (1) = A, sin(o,t + @), Where o, is the frequency output of the PLL in rad/sec.

5) The load is assumed to be a parallel RLC load (and it meets both islanding and nominal
operation requirements).

6) The grid impedance is neglected.

2.1.3 Steady State and Transient Analysis

For a parallel RLC load, its quality factor (Q, ) is defined as:

Q¢ =w,RC =—wRL = R\/g : (2.1)

where @, =27, = 1/JJLC is the resonance frequency of the RLC load in rad/sec.

2.1.3.1 Mode 1, Switch (S) is Closed

Let us assume that the steady-state form of v, (t) is given by:
V() = A sin(eo, t+9,),
where A, and ¢, are the amplitude and phase angle of inverter terminal voltage, respectively.

Then, the circuit dynamic equations before islanding occurs are:

(0 =1 (22)

Vl(t)ZVS(t)Z LdlL(t) ’ ic (t):CdVl(t) .

dt dat '
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It follows from the first assumption in subsection 2.1.2 that the inductor current can be

represented in the steady state as follows

i () :jvl—lft)dt :—%cos(a)gt)HL(to), 2.3)

9

where t, is the initial time in seconds and i _(t,) is the initial inductor current. Similarly, the

capacitor current in the steady state can be represented as follows

dv, (t)
dt

ic(t)=C @,CA, cos(a,t). (2.4)

A PLL will be used to track the frequency of the Point of Common Coupling (PCC)

voltage, v, (t), and that frequency will be used by the inverter to inject its current in phase with
the voltage across the load to yield unity power factor operation (¢; is zero). In other words, the
PLL frequency before islanding is equal to the grid frequency (@, = @, ). This technique of

operating the inverter is categorized as a constant current controlled inverter [39]. It is worth
mentioning that high frequency components and distortion caused by inverter’s switching can be
considered by improving the aforementioned model.

According to [37], the RLC circuit parameters for islanding condition are calculated as

2
P
R=—"_ L LC_L

P 2zf,QP 2zfV?

Ainv = g \V Pinv2 + Qinv2 ! q)i = _atanZ(Qinv' IDinv)’

(2.5)

where

atan2(.): is a Matlab command used to find the four-quadrant inverse tangent
(arctangent),

P, : is the active power (in Watt) supplied by the inverter before islanding,
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Q... : is the reactive power (in VAR) supplied by the inverter before islanding,

P, : is the active power (in Watt) absorbed by the RLC load before islanding,
V., :is the Root Mean Square (RMS) value of grid voltage,
f, . is the resonance frequency (in Hz) of the RLC load.
Under zero initial conditions and upon neglecting PLL and controller dynamics, the
steady-state grid current becomes:
i, (t) = A sin(w,t +,), (2.6)
where

A, =$,/AP2 +AQ?,

r

(2.7)
P, = —atan2(AQ, AP),

AP : (which equals to P, —P,,) is the active power mismatch between the load and inverter (i.e.,
the active power injected by the grid), and AQ is the reactive power mismatch (i.e., the reactive

power injected by the grid). Also, AQ can be written in terms of load’s resonant frequency ( f,)

and quality factor (Q, ) as follows

f

fo fg
AQ = PLQf f___ _Qinv’ (2-8)
g o]
By applying Kirchhoff Current Law (KCL) and Kirchhoff Voltage Law (KVL) to the
circuit shown in Figure 2-1, the following differential equation is obtained
v, (t) = —av, (t) + bi, (t) +i;,, (t) —i_ ()], (2.9)

where a=i and bzi.
RC C

The solution to the differential equation in (2.9) is
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vi(t) = z,(t) + 2, (1), (2.10)

where

t
7,(t) =e Yz, (t,)+ [ebi(r)dr,

y (2.11)
2,(t) =& Iz, (t,) + [ b[iy, (r) —i, (7)]dr.

t

0

2.1.3.2 Mode 2, Switch (S) is Open

An islanding condition is simulated by opening the switch (S) in Figure 2-1. The circuit
dynamic equations after islanding are:

di dv,

i
(t)=L—== t),ict)=C—
WO=Lt =0, 0 =C

ity =Y 2.12)
R
The PLL frequency after islanding is equal to the load resonant frequency (@, = @, ) if

Q.. Is equal to zero. In case Q,, is not equal to zero, the steady-state value of the PLL

frequency after islanding is given by

2
f oo tQu p | Q| g (2.13)
2|:)ianf 2|:)inv(gf

Furthermore, the RMS value of PCC voltage after islanding is obtained by balancing active
power equation after islanding and the result is as follows:

P
V, =V, o (2.14)
P.

In addition, similar to mode 1, the system dynamics can be described by the following

differential equation:

vy (t) = —av; (t) + i, (1) —i (O] (2.15)

And, the solution to (2.15) can be written as follows:
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Vi) =2, e () + [e b, ()i ()]de- (2.16)

2.1.4 Design Procedure

The main concept behind the proposed technique is to detect the transient behavior of
grid current during different types of disturbances. The grid current estimation is conducted at
the PCC level and is expected to converge to zero when islanding occurs. Additionally, the

change in system dynamics from (2.9) to (2.15) will result in voltage variation if i, is significant.

Hence, by estimating the DG bus voltage amplitude, a transient behavior could be detected
locally due to islanding. Therefore, the main goal of this paper is to estimate both grid current
and DG bus voltage amplitudes such that those estimates are used to distinguish between
islanding and other disturbances in power system networks.

In addition to the DG’s local current measurement, the proposed design requires either
load current measurement or PCC voltage measurement with the knowledge of the load or its
estimate. In what follows, PCC voltage (v, ), PLL frequency output (@, ), and DG current (i,,, )
are available measurements to the estimator. From both Modes (1 and 2), the estimated version
of the PCC voltage can be represented as:

Vv, (t)=2,(t) +z,(t), (2.17)

where

t
2,(t) =e*2,(t,) + [e b, (r)dr, (2.18)
t

0

and 1_(t) = AS sin(a)pt + (ﬁs) is the estimate of the current injected by the grid.
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As shown in (2.17), the estimate of v, (t) includes two parts: one being reconstructed
through known measurements (z,), and the other part being based on the estimate of the grid
current (Z,). Since the solution of Z, contains an integration term as shown in (2.18), a sliding

integration window will be used to implement the integration of the proposed estimator. Figure

2-2 illustrates how the sliding window works.

PO Sliding window .

A

>
Integrating t
window
with
length (W)

\/

Figure 2-2: A sliding window used in the estimation.

The proposed dynamic estimator utilizes the recursive least square algorithm. In

particular, we re-write (2.17) as

Ve () =6, w, (i), (2.19)
where

tM +i-1

J. g 2uiap Sin(a)pr)d T

W=, w0
I e 21 cos(w, 7 )d 7

t|1

COS\w

]

ptM+i—1

- (2.20)
6, =[A cos(p,) Asin(e,)] . 6, =[A cos(p,) Asin(p,)],

tM +i-1

Y (1) = vy (tyig) —Va(tiy) - J.eia(twfrr)b [iinv(T) —i (‘[)]d’[,

t| -1

Y, (i) = 2 (tM +i—1)!
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and
1=123,...,0, k=12,
M = floor(W, f,): is the number of data points in a window of length W, and floor is a
Matlab command to round the number between brackets toward the nearest lower integer,
tyaia =t +(M+i-1)xT,, t_, =t +({i-1)xT,,
f. . is the data sampling frequency in Hz where f_ is assumed to be high enough in order
not to lose any transient information,
T, : is the data sampling interval in seconds (T, =1/ f,).
In essence, 6, is the parameter vector to be estimated, w, (i) is the regression vector, and
y, (i) is the measured signal. Equation (2.19) is obtained by expanding both the estimated grid

current and DG bus voltage forms into sine and cosine, by expressing both the grid current and
DG bus voltage amplitudes and phases in linearly parameterized forms, and by utilizing the

sliding window of integration. Equation (2.20) shows that generating the first estimates of w, (i)
and vy, (i) takes t, + M x T, seconds.

Alternatively, the Laplace domain can be used to obtain formulas for w, (i) and vy, (i)

where there is no need to use an integration window. The details for using the Laplace domain
technique can be found in Appendix A.

Given the linearly parameterized expression in (2.19), standard algorithms can be applied

to estimate the parameter vector 6, . The discrete RLS algorithm with forgetting factor is chosen

to estimate both the amplitudes and phase angles of the grid current and DG bus voltage. The

RLS algorithm relies on the following equations [44]:
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P (), (D)w, ()P, (i) (2.21)
A+ W ()P, ()w, (i) ) |

P(i+1)= ,Ti(Pk (i)-
6, +1) = 6, (i) - P. (i + Dw, ()] ()6, () — i () (2.22)
where
6, (i) = [ékl ékz]T : is the RLS estimated parameter vector for ¢, e %2 at the i" instant,
e, () =w] ()6, (i) -y, (i) : is the error signal,
P, (i) : is the covariance matrix e R*?,
0< 4, <1:is the forgetting factor which determines the discount or length of memory
being used. A, =1 stands for zero forgetting factor or infinite memory case.

Convergence of the algorithm is guaranteed since the regression vectors w, (i) defined in

(2.20) are persistently excited [44]. It follows from the RLS results that the estimates of both grid

current and DG bus voltage amplitudes (in per-unit) and phases (in degree) can be calculated as

follows:
A = w/ 0.2 +06,) = —atanz(elz,éll),
(2.23)
Y 67462, 4, - —atan2(022,021).
base
where V,,, and 1., are the single-phase base voltage and current, respectively.

2.1.5 Islanding Detection Algorithm

The algorithm of detecting an islanding condition employs a sliding rectangular test

region of a time length T, and with width of 2¢, as shown in Figure 2-3.
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Figure 2-3: The test region for achieving robust islanding detection.

The same testing region, but with a width of 22, is used in phase estimation. The following

quantities can be defined as follows:
o (1) = A (1) = Ain (1)
= max(A, (j =N : ))-min(A,, (- N, : ), .20
@2 (1) =max (| 9, (1 =Ny ) )=min(1 @, (=N : 1)
where j=N,+1 N, +2,... and N, =floor(T, f,).
Figure 2-4 shows the flowchart of the proposed IDAs. The parameters V,,, and V, are

the upper and lower thresholds for Over/Under Voltage Protection (OUV), respectively. The

outcomes of both algorithms’ outputs can be interpreted as follow:

0 Islanding is detected
L, () =41 Normal operation . (2.25)
2 Oscillation or transition

It can be seen from Figure 2-4 (b) that a dynamic version of OUV is implemented locally
at the DG side. The proposed DG level algorithm provides local detection of both grid oscillation

and islanding condition. Hence, the DG level algorithm will play a major role in reducing
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Figure 2-4: Flowchart of the proposed IDAs: (a) PCC level algorithm. (b) DG local algorithm.
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communication requirement while achieving distributed islanding detection capability for a
general multi-DG structure as will be shown in subsection 2.1.7. However, the NDZ of the
proposed DG level algorithm is similar to OUV NDZ and is considered to be a very large NDZ
[37]. Therefore, a PCC level algorithm is proposed in Figure 2-4 (a) to significantly reduce the
overall NDZ. A triggering variable H is used in the PCC level algorithm to prevent premature
islanding detection. Hence, the above logic distinguishes islanding from other transition cases,
which prevents false islanding detection, improves islanding confirmation decision, and
enhances robustness of the proposed islanding detection algorithm. For the simple case shown in
Figure 2-1, the PCC level algorithm in Figure 2-4 (a) is also implemented locally at the DG side
since the DG is assumed to have access to PCC information. As a result, both algorithms in
Figure 2-4 can detect islanding condition while negligible NDZ can be achieved only by the PCC
level algorithm as will shown in subsection 2.1.6.

Standards such as IEEE 929-2000 require disconnection of inverter when islanding is
confirmed for safety reasons [3]. The DG is required to cease operation (unless micro-grid
operation is permitted) if either one of the algorithms presented in Figure 2-4 detected islanding
condition. It is recommended for an inverter to maintain its normal operation under grid
oscillation cases in order to support loads and suppress grid oscillations. It is shown in Figure 2-3

that threshold value ¢, (or ¢, ) and window length T, are standard parameters to achieve robust
identification. In practice, the value of ¢, should be chosen to be larger than the noise level such

that steady-state normal operation (L,=L = 1) can be achieved for both algorithms in Figure 2-4

during normal DG operations. Also, the window length should not be too small or too large

because a very short window would be insufficient for islanding detection while a long window

would confirm an islanding condition but introduce an unnecessary delay. Different £, values

22



could be used for each algorithm in Figure 2-4 if necessary and a single value is used for the rest

of this section for simplicity.

2.1.6 Non-Detection Zone of PCC Level IDA

The NDZ for the DG local algorithm in Figure 2-4 (b) is similar to OUV NDZ which has
been studied in [32] and [37]. However, the proposed algorithm will provide higher sensitivity to
detect oscillation since it depends on instantaneous estimation of bus voltage amplitude rather
than RMS values. On the other hand, a theoretical NDZ can be found for the PCC level
algorithm in Figure 2-4 (a) by studying the grid current steady state behavior.

In order to develop a theoretical boundary condition for the non-detection zone of the
PCC level algorithm presented in Figure 2-4 (a), the following assumptions are used:

1) The grid frequency and voltage are assumed to be constant.

2) The algorithm used for estimating the grid current amplitude should provide a small
consistent excitation such that it responds to an error signal caused by a step change in
amplitude from the steady-state value defined in (2.7) to zero. The time needed for
convergence of estimated grid current amplitude to zero after islanding occurrence is not
considered when estimating NDZ region.

3) The algorithm has operated in a normal operating condition, with a steady-state angle

error less than 24 , at least once during the whole time interval of estimation before

islanding occurrence. In other words, the variable H was set to one before islanding

occurrence for load cases lying outside the NDZ of the proposed algorithm.

4) The sensitivity parameters ¢, and ¢, are properly designed to tolerate measurement

noise where ¢, is in per-unit system.
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5) The load doesn’t change significantly during islanding.
Then, the non-detection zone for the PCC level algorithm in Figure 2-4 (a) is determined
by the loading cases that will not trigger H when the estimated grid current amplitude converges
to a value less than half of the test region width as shown in Figure 2-3. That is, the NDZ for the

proposed algorithm is bounded by the following region:
_ pu2 <o
where A, = A/, is the per-unit value of the grid current steady-state amplitude defined in
2.7).
The equilibrium condition, which can be used to plot the boundaries of the NDZ region,

is given as follows:
A, =&y =0 (2.26)

2.1.6.1 NDZ in Reactive Vs. Active Power Mismatch Space

The reactive-active power mismatch space is one of the commonly used load spaces to
evaluate the performance of anti-islanding detection algorithms [37]. In order to develop the
equilibrium condition in this space, let us assume a 1kW inverter that can supply reactive power

with an active power mismatch not necessarily equal to zero (i.e. Q., #0 and AP #0). Then,

the equilibrium condition can be written as follows:
AQZ+AP*-¢,2=0 (2.27)

AP A
Where APn =— y AQn = S_Qa and Sbase = Pbase = Qbase'

base base

Figure 2-5 shows the NDZ for the proposed IDM for different values of &, in the power

mismatch space.
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Figure 2-5: NDZ of the proposed PCC level algorithm in power mismatch space for different
values of &, .
It can be seen from Figure 2-5 that, as ¢, becomes smaller, the theoretical circular NDZ

for the PCC level algorithm converges to a single point at (0,0). The problem with the power
mismatch space is that it doesn’t represent all possible RLC loading conditions. Also, it is known

that active IDMs’ performances depend upon the load’s Q, and hence the power mismatch space

IS inadequate to assess the performance of active IDMs [29].

2.1.6.2 NDZ in Load Resonant Frequency Vs. Quality Factor Space

The load resonant frequency—quality factor ( f, —Q, ) space is proposed in [30] to address

the drawbacks of the power mismatch space. Let us assume that we have a 1kW inverter that

supplies only active power to the full load (i.e. AP=Q,,=0). Then, by substituting (2.8) into

inv

(2.27), one can obtain the following equilibrium condition:
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4 2 é/dz 2 4
f, —f, 2+ |f, "+ f, =0 (2.28)

f

The two positive roots of equation (2.28) determine the theoretical NDZ boundaries for
the proposed IDM. Figure 2-6 shows the NDZ for the proposed IDM for different values of ¢
in f,—Q, space. Result shows that as £, value is increased, the NDZ becomes larger at low Q,
values while the two NDZ lines converge to 60 Hz as Q, value becomes larger. The increase in
NDZ width at low Q, values is a result of small values of grid current amplitude as will be
shown later by simulation. On the other hand, the NDZ collapses to a single line at 60 Hz as ¢,
value converges to zero. Therefore, the single point in AQ, — AP, space corresponds to a single
line at 60 Hz in f, —Q, space. For design purposes, the value of ¢, is set equal to 0.001pu in

the simulations and a window of width 0.002pu and length 35ms (i.e., 2 cycles in 60Hz) is
shown to provide robust performance against disturbances and to successfully distinguish
islanding from other disturbances that may occurs in power system networks (as will be shown
in subsection 2.1.8). In Figure 2-7, the NDZ for the proposed dynamic estimator IDM is
compared to the Over/Under Frequency Protection (OUF) NDZ and the NDZ of the SFS (with
cf,=0and K =0.15) [45].

The NDZs plot in Figure 2-7 show a small NDZ width at low Q, for the PCC level

algorithm NDZ which can be considered negligible and the overall size of NDZ for proposed
technique is much smaller than OUF or SFS NDZs. Therefore, the NDZ for the proposed PCC
level algorithm can be approximated by a single line at 60 Hz in f, —Q, space or a single point

at (0,0) in AQ, —AP, space. However, the f, —Q, space doesn’t entirely represent the overall

NDZ for the proposed algorithm since the condition of AP being equal to zero is not always the
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case. In [30], a modified Q, value is proposed when AP is not equal to zero. This technique

might be suitable for active IDMs where NDZ is dependent on loading condition after islanding.
However, the NDZ for the proposed technique depends on small estimated amplitude values that
cannot be considered as an islanding condition. Therefore, a 3-D NDZ space is needed to reveal

all the possible load cases for the proposed IDM as will be seen in the next subsection.

2.1.6.3 NDZin 3-D Space

In order to combine the advantages of both previously presented spaces, a 3-D NDZ

space is proposed to represent all possible load cases for the proposed IDM. The proposed 3-D

space contains Q;, f,, and AP,. If the inverter supplies zero reactive power (Q,, =0), the
following equilibrium condition is obtained by substituting (2.8) into (2.27):
f, f i
2 0o'g 2 2
= — AP, 2.29
Q, L(lmpn)(f; - foz)] ¢, -ap?] (2.29)

The negative root of (2.29) is ignored since Q; is positive. Figure 2-8 shows the
theoretical 3-D NDZ for proposed technique with &, = 0.001pu. As seen in Figure 2-8, the

proposed PCC algorithm has a small NDZ at low Q; values and negligible NDZ at high Q,

values. Therefore, the overall NDZ of the proposed PCC level algorithm is much smaller than
the available IDMs. It is worth mentioning that all the derivations for NDZ assume a proper

choice of £, in order to properly trigger H to indicate that both estimates of the grid current

parameters converge to their steady-state values under the normal operation (before islanding
occurrence). Also, a constant VAR compensation can be considered in the derivation of (2.29)

and Q.., being equal to zero is used to simplify the formula.

inv
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Figure 2-8: The 3-D NDZ for the proposed PCC level algorithm with £, =0.001pu.

2.1.7 Distributed Multi-DG Islanding Detection Algorithm

The algorithm developed in subsection 2.1.5 assumes that the DG has access to the PCC
information and hence both the DG bus voltage and grid current estimations are carried out

locally at the DG side. In general, this is not always true since the PCC could be far away from
the DG unit. Let us assume the general multi-DG structure shown in Figure 2-9. ! and Z/ are
the line and the local load impedances for the | DG, respectively. Then, the following
distributed algorithm is proposed. First, each DG estimates its own bus voltage (v,s) and

produces L, using the algorithm in Figure 2-4 (b), while the grid current estimation is carried out

at PCC level only and the algorithm in Figure 2-4 (a) is applied to determine the status of the

grid. Then, there are several cases:
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Figure 2-9: General multi-DG structure for distributed multi-DG algorithm.

(i) If the | DG detected a local islanding condition (LI =0), asignal is sent to PCC to check

the status of the grid. While waiting for a response from PCC, the specific DG

temporarily ceases its operation in order to protect its own equipment and maintain

safety.

a) In case that PCC confirms islanding, a signal is sent through a meshed
communication network so that all DGs can take appropriate action (e.g., de-
energizing unless islanding operation is permitted).

b) If the PCC only detected grid oscillation, the DG shall receive this information from
the PCC and in turn restore its operation, and the rest of DGs would maintain normal
operation. If the j™ DG couldn’t restore normal operation and the local islanding
condition is detected again, then the j™ DG should cease its restoration and report its

status to PCC.
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(i) If the jth DG detected oscillation (L! = 2), a signal is sent to PCC to check the status of the

grid. The DG needs to check the status of grid with PCC when either an islanding

condition or oscillation behavior is locally detected. While waiting for a response from

PCC, the specific DG should maintain normal operation.

a) In case that PCC confirms islanding, a signal is sent through a meshed

communication network to all DGs within the micro-grid to take an action.

b) If the PCC only detected grid oscillation, then no action is taken by the j" DG and it

would maintain normal operation.
(iii) If the PCC first detects islanding, it shall send the information through a meshed
communication network to all the DGs within the micro-grid.

Robustness has been considered in the design of the proposed distributed algorithm. For
example, a specific DG, that is unable to maintain its steady-state operation within the pre-
specified voltage range, would temporarily cease its operation until it hears back from PCC.
However, the proposed algorithm provides an autonomous recovery procedure to restore normal
operation of the specific DG when confirmation of a non-islanding condition is received from
PCC. Additionally, the information from the DG-level algorithm is only for the DG’s own use
(as to whether temporarily cease its own operation or maintain its normal operation) while
waiting for a confirmation from PCC and hence avoiding unnecessary tripping of other DGs.
Furthermore, in the case that PCC detects an islanding condition but it didn’t receive any
information (due to loss of communication, delays, and etc.) from other DGs, the PCC would
send the information of the islanding condition in order to avoid any further delay.

At PCC level, the information required are the currents of all branches that are directly

connected to PCC (i,,--+,i,,) in addition to the PCC voltage frequency. Individually, each DG
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will require its own bus voltage information. The PCC voltage frequency tracked by PLL is
utilized in the grid current estimator while the frequency of local DG bus voltage is used for

local voltage estimator. Hence, the regression vector w, (i) defined in (2.20) becomes similar to

w, (i) while vy, (i) is replaced by the summation of PCC branch currents (Zin ). Then, the

1
overall NDZ of the proposed algorithm is similar to the PCC algorithm NDZ provided that the
network has a proper communication topology with PCC.
e Communication Network Requirement for Multi-DG System

The proposed distributed islanding detection scheme (with negligible NDZ) can be
implemented if the micro-grid has a secure low-bandwidth meshed communication network
(illustrated by Figure 2-9). It is sufficient that DGs have low-frequency communication
capability among the neighbors. It is worth noting that the meshed network only requires
neighboring communication and that the more DGs there are in the micro-grid, the more
connected their communication network becomes. Any delay or loss of communication will only
affect the detection time. The requirement of the communication system in terms of design is that
each DG should be able to identify the source of the originated signal (whether it is PCC or other
DGs). This can be easily done through appending a simple source designation to communication
signals.

Furthermore, the requirement for the communication system in terms of speed is the
maximum 2 second detection time specified by IEEE 929-2000 in [3] for the worst case scenario.
For design purposes, the following condition can be used to choose the right frequency for the

required meshed communication network:

max(tds +td +tlc )<2, (2.30)
J
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where tJ is the time required for the j™ DG to detect transient behavior locally, t] is the total
propagation time of a communication signal transferred from the j DG to PCC and back to the

i DG, and tl.. is the required time for PCC to confirm islanding condition. The total

propagation time t) includes the frame serialization time, link delay, queuing delay, and node
processing delay for tranferring a signal from the j™" DG to PCC and back to the j™" DG. Any
communication topology that satisfies condition (2.30) is sufficient to achieve distributed
islanding detection capability with negligible NDZ for the general multi-DG structure shown in
Figure 2-9. Further details on communication requirement for such distributed algorithms can be

found in [46].

2.1.8 Results

The system under study for the first three subsections consists of a 1kW inverter based
DG connected to an RLC load and a grid as illustrated in Figure 2-1. The system is simulated in
MATLAB/Simulink. The performance of the developed dynamic estimators during islanding
transients is studied under three loading conditions. The three loading conditions are:
1. RLC load that approximately resonates at 60 Hz with Q, = 2.5 and absorbs approximately
1kW.
2. RLC load that approximately resonates at 59.6 Hz with Q,= 2.5 and absorbs
approximately 1kW.

3. RLC load that approximately resonates at 60 Hz with Q, = 2.5 and absorbs approximately

0.95kW.

33



The loads chosen represent cases where other IDMs might fail to detect an islanding
situation as will be seen in the coming subsections. For simulation purposes, micro-grid
operation is permitted and the forgetting factor (4, ) is set to 0.9 for all simulation cases. This
value was chosen in order to make the estimator more sensitive to fast dynamics and to reduce
the amount of memory required by both algorithms. Table 2-1 shows the rest of the parameters
used for simulation. A sampling frequency of 7.68 kHz is used which corresponds to 128

samples/cycle at 60 Hz.

Table 2-1
Simulation Parameters for Dynamic Estimator IDM
Parameters Value
Spase 1 kw
Vpase 169.7 V
pase 11.79 A
A 169.7
Vv, 120V
Vo 1.1pu
Viin 0.88 pu
f, 60 Hz
f, 7.68 kHz
W, 8.333 ms
Ty 35ms
P(0) 100
¢ 0.001 pu
s, 1°

2.1.8.1 Detectability and Convergence under Load Cases

At t = 2 seconds, the grid switch was opened to examine the response of the dynamic

estimators during islanding. Figure 2-10 shows the responses of estimated DG bus voltage

amplitude (A,), estimated grid current amplitude (AS), DG local algorithm output (L, ), and the
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PCC algorithm output (L,) for all the load cases. As seen in Figure 2-10, case 1 is theoretically

undetectable by both algorithms but practically inconsequential due to the perfect match in
power, voltage and frequency between load and inverter. Therefore, the grid will not supply any
active or reactive power and the amplitude of current injected by the grid is almost zero. Hence,
no significant variation is detected in the DG bus voltage (L, = 1) during islanding. Cases 2 and 3
are detectable by the PCC algorithm although they lie within the NDZs of OUF method and
OUV method, respectively. The NDZ of OUF is shown in Figure 2-7, and it can be seen that
case 2 lies within its NDZ. The NDZ for OUV is given in Fig. 3 in [37] and it can be seen that

the point of AP = -5% and AQ= 0 (i.e., case 3) is obviously located inside the NDZ of OUV.

When the grid is disconnected, AS converged to zero within approximately 20 and 30ms for
cases 2 and 3, respectively. The required time to confirm islanding conditions by PCC algorithm
for cases 2 and 3 are 56.6 and 65.2ms, respectively. Also, there is an initial delay of 43.2ms or

2.6 cycle (W, plus T,) to produce the first value of L,. On the other hand, the DG local

algorithm detected oscillation (L, = 2) for cases 2 and 3. The oscillation detected for case 2 is a

result of dynamic changes of voltage frequency from 60Hz to 59.6Hz. For case 3, AV converged

to a value of 1.05pu after islanding and hence a transient behavior is detected for this case as
well. It is worth mentioning that the designed high sensitivity of the DG local algorithm to detect
transient behavior is critically important for islanding detection of more complicated multi-DG
structures as mentioned in subsection 2.1.7. Furthermore, the proposed estimators provide good
amplitude estimation with maximum steady-state errors at the level of 0.5e-3 for all the cases

studied.
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Figure 2-10: Responses of both estimated amplitudes and algorithms’ outputs for different load
cases.

In addition to islanding detection, the flow direction of grid active and reactive power can

be determined through the following steady-state relation:

sign (AQ) = sign (~4,), 231
sign (AP) = sign (6,,). '

The relation in (2.31) might produce incorrect results at steady state when AP or AQ is

equal to zero. Therefore, a small threshold area around zero can be used to eliminate this
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problem. The grid in case 2 (capacitive load case) absorbs reactive power only, whereas it

absorbs active power only for case 3.

2.1.8.2 Effect of Q; on Estimator Response
The RLC load condition of case 2 will be used to study the effect of Q, on both

estimators and algorithm outputs responses. Figure 2-11 shows the effect of different Q, values
on A, A, L, and L,. From Figure 2-11, it is noticed that high quality factor values resulted in

higher AS values since loads with high Q, value will require more support from the grid (i.e.,

absorbing higher reactive power) than loads with low Q, value. This explains the reduction in

A

NDZ size under high Q, values as shown in Figure 2-6 and Figure 2-8. However, larger A,

value will require a slightly larger time to converge to zero since the decaying speed, when grid
is disconnected, is mainly determined by the forgetting factor of the RLS algorithm. Hence, the

required time for the PCC level algorithm to confirm islanding is 52.6, 56.6, and 63.7ms for Q,
values equal to 1, 2.5, and 10, respectively. In contrast, the frequency for high-Q, loads slowly
drifts after islanding and hence a larger period of oscillation is detected for loads with higher Q,

values.

2.1.8.3 Effect of Forgetting Factor on Estimator Response

The RLC load condition of case 2 will be used to study the effect of algorithms’

forgetting factor (A4,) on both estimators and algorithms’ outputs responses during islanding

condition. The effect of different 4, values on A, and L, is shown in Figure 2-12 while the
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Figure 2-11: Effect of different Q, values on estimated amplitudes and algorithms’ outputs
responses: Q, =1 (solid), Q, = 2.5 (dashed) and Q, = 10 (dash-dotted).

effect of different 4, values on AV and L, is shown in Figure 2-13.

It can be noticed from Figure 2-12 that higher A, values result in slower decaying A,

values to zero which will increase the required time for the PCC level algorithm to confirm

islanding condition. The required time for the PCC level algorithm to detect islanding (at T, =
35ms) is 55.2, 56.6, 57.2, 63.7, and 87.2ms for A, values equal to 0.8, 0.9, 0.95, 0.98, and 0.99,

respectively. On the other hand, results from Figure 2-13 show that as the value of A, is

increased, the response of A, becomes less sensitive to islanding switching and hence smaller
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Figure 2-13: Responses of A, and L, during islanding for different A, values: (a) AV , () L,.
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variation in AV is obtained. As a result, the detected transient (L,= 2) period by the DG local
algorithm is slightly decreased.

In order to illustrate the effect of forgetting factor (A,) on the PCC level algorithm
islanding detection time, let us assume that the expected apparent power injected by the grid
before islanding is between 1% and 20%. Then, the islanding detection time is found with
respect to A, changes for different per-unit grid current amplitude values as shown in Figure
2-14. It can be seen from Figure 2-14 that the difference in detection time for the previously

assigned power range increases as A, increases. From Figure 2-14, a time difference of 5.21ms

is obtained for A4, =0.9 while A, =0.97 resulted in 10.81ms detection time difference.

100 T
—_A_=001 [
spu
——A =0.05
spu
A =01
80 L. spu
— A =02
spu

Detection Time (ms)
(o]
o
]

28.9 0.93 0.96 0.99

A

Figure 2-14: Islanding detection time Vs. forgetting factor for different per-unit grid current
amplitude values.
For design purposes, it is recommended that the forgetting factor value, resulting in a
smaller time difference range, is chosen. However, there is a tradeoff between the islanding
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detection time for the PCC level algorithm and the robust performance against disturbances

when designing for its forgetting factor. In order to illustrate the tradeoff, a third and fifth order
harmonics are added to the measured signal Y, (i) obtained from case 2 RLC loading condition.

The third harmonic is assumed to have twice the amplitude of the fifth harmonic. The maximum

Total Harmonic Distortion (THD) level that maintains a normal operation in the PCC level

algorithm output (L,= 1) is found for each A, value as shown in Figure 2-15 (a). Similarly, a
normally distributed white noise is added to Yy, (i). The average Signal-to-Noise Ratio (SNR) of
10 experiments with normal operation output is calculated for different A, values as shown in

Figure 2-15 (b). From Figure 2-15, normal algorithm output is maintained for distortions up to

THD = 2% or SNR = 30dB for 4,=0.9 and £,= 0.001 p.u. Therefore, given the expected THD
or SNR level along with the range of apparent power imbalance, one can use both curves in

Figure 2-14 and Figure 2-15 to design for A, .

SNR (dB)

r r 1 r d
8.9 0.93 0.96 0.99 8.9 0.93 0.96 0.99
A A

1 1
(@) (b)

Figure 2-15: Design curves for forgetting factor to achieve robust performance against (a)
harmonics and (b) noise distortions.
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2.1.8.4 Effect of Special Case Loading Conditions

The problem of special loading condition other than a parallel RLC load is addressed in

this subsection. The corresponding R, L and/or C parameters are designed as follows:

2 2
R = Vr ’ L= Vr , C = QCL =
P, 27 £,Q., 27 £V,

(2.32)

where Q,, is the reactive power (in VAR) absorbed by inductance at nominal voltage and
frequency, and Q. is the reactive power (in VAR) injected by capacitance at nominal voltage
and frequency. Three special load cases are considered in this subsection: R load, RL load, and
RC load. The load active power (P,) is set to 0.95 pu. Q,, is set to 0.05 pu while Q, is set to
0.1 pu. In order to avoid singularity in the proposed PCC level algorithm, L is set to a very large

number (10** for example) when Q,, is equal to zero while C is set to a very small number (
107" for example) when Q. is equal to zero. Responses of As and L, are shown in Figure 2-16

while responses of AV and L, are shown in Figure 2-17 for different loading conditions. For the

R loading case, the grid supplies the active power imbalance (AP ) between the load and inverter
before islanding and islanding condition is detected within 48.0ms of occurrence. For the RL and
RC loading conditions, in addition to supplying AP, the grid supplies/absorbs the reactive power
required by both L and C, respectively. The steady-state grid current amplitude before islanding
can be found by (2.7). Islanding condition is detected for both the RL and RC loading conditions
with a detection time of 47.5 and 50.3ms, respectively. The NDZ for the special loading

conditions is the one described in subsection 2.1.6.1. On the other hand, Figure 2-17 shows that

~

different loading conditions resulted in different settling time for A, responses. The RL load
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settling time is higher than the R or RC loads settling times and hence a larger transient period is

obtained for the RL load.

2.1.8.5 |EEE 34-Bus Network

The standard IEEE 34-bus distribution network, which is shown in Figure 2-18, will be
used to test the effectiveness of the proposed multi-DG algorithm. DigSilent, which is a very
powerful program for studying and integrating power system networks, will be used for
simulation. The detail of the parameters used in this network can be found in [46] and [47].
Sixteen Photovoltaic DGs are integrated at different buses in the IEEE 34-bus network as
illustrated in Figure 2-18. The three-phase base power is IMVA and the line-to-line RMS base
voltage is 24.9kV. Measurements are taken at both buses (B) and (C) where the load and DG

power at these two buses are as follows:

SE =0.21MW+ jO.0OIMVAR, S¢ =S8 =S¢ =0.2MW.
It follows that the power mismatch (i.e., the power injected by the grid to the island) is
0.01MW and 0.01MVAR. The following cases are simulated:

1. A micro-grid formation or islanding condition taking place at bus (C) by disconnecting
linedatt=2s.

2. A three-phase-to-ground short circuit fault taking place at point (A) at t = 2s and clears
out within 0.03s.

3. A 0.5MW induction motor switching on at t = 2s and off at t = 8s at bus (D).

4. A 1.OMVAR capacitor switching on at t = 2s and off at t = 5s at bus (C). Also, a IMW +

j IMVAR load switching on at t = 8s and off at t = 11s at bus (B).
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Figure 2-18: Diagram of the IEEE 34-bus network.

The added induction motor, capacitor, and load in cases 3 and 4 are not shown in Figure
2-18. Since the capacitor switching in case 4 is applied to PCC bus (C), the switching

capacitance information should be adapted in the PCC level algorithm to provide correct
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estimation for the grid current amplitude injected at PCC. Figure 2-19, Figure 2-20, and Figure

2-21 show the responses of estimated DG bus voltages (&B’C ) with its local algorithms’ outputs (

L><) for buses (B) and (C) in addition to As and L, for all simulated cases.
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Figure 2-19: Responses of estimated amplitudes and algorithms’ outputs during: (a) islanding,
(b) three-phase short circuit.

The DGs’ local voltages at buses (B) and (C) are almost similar and hence are plotted

using a single legend. Results show that the PCC level algorithm distinguishes islanding

condition (L,= 0) from three-phase short circuit, startup of induction motor, switching of
capacitor, and load variations. In Figure 2-19 (a), an islanding condition is detected subsequent
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Figure 2-20: Responses of A,B*C (solid) and L2 (dash-dotted) during: (a) startup of induction
motor, (b) capacitor and load switching.
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Figure 2-21: Responses of AS (solid) and L, (dash-dotted) during: (a) startup of induction
motor, (b) capacitor and load switching.
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to a transient behavior caused by grid disconnection. The transient behavior is detected locally as

well by both DGs (L2“ = 2) and hence a signal is sent to PCC to check the status of grid. The
islanding is detected by PCC within 39.5ms of occurrence. Also, a transient behavior (L,=L%¢ =

2) caused by a three-phase short circuit is detected both at PCC and locally by each DG as shown
in Figure 2-19 (b). Since the test region in Figure 2-3 is designed to detect fast or switching
transient behavior only, the slowly varying grid amplitude afterward is considered as normal

operation (L = 1) as seen in Figure 2-19 (b). In contrast, a larger period of oscillation is detected

locally at both DGs but the PCC level algorithm declares this case as non-islanding condition.
From Figure 2-20, a transient behavior is detected locally by both DGs during both on and off
switching of induction motor, capacitor, and load. In Figure 2-20 (a), a sudden drop in voltage is
noticed followed by a recovery behavior when the grid reacts by supplying higher current to
suppress the voltage drop caused by the startup of induction motor as seen in Figure 2-21 (a).
Both transients caused by induction motor on and off switching are detected locally and similarly

the PCC level algorithm is capable of classifying this case as a non-islanding condition. Similar

behavior is noticed for capacitor and load switching. However, a higher As value is observed in

Figure 2-21 (b) for both capacitor and load switching. The reason for the high AS value is that

both switching takes place inside the island and hence the grid reacts by absorbing/injecting the
power mismatch to support both bus voltages in the island. Therefore, the proposed technique is
robust against power system disturbances such as three-phase short circuit, induction motor

switching, capacitor switching, and load switching.
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2.1.9 Discussion

Table 2-2 shows a comparison between the proposed dynamic estimator IDM and OUF

or OUV IDM:s.
Table 2-2
Comparison between Dynamic Estimator IDM and OUF/OUV IDMs
Dynamic Estimator IDM OUF and OUV IDMs
Type O.f data Instantaneous values. RMS values.
required
Amplitude, frequency and
hase of and .
Dat ired P . Vl(tt) . Amplitude and/or
ata require inverter current (i, (t)) _ frequency of v, (t).
Also, knowledge of load or its
estimate.
Close to one line at f =60
NDZ 0 Refer to [15], [29],
Hz for all values of Q;, . [30], [32], [37].
s dles | SO e
Detection time (39.5 - 65.2ms) is achieved . y ggering
; limits (>100ms) [3], [6],
for all simulated cases. [32]
More data, smaller NDZ and | Less data, larger NDZ and
Tradeoff L o
smaller detection time. larger detection time.

As seen from Table 2-2, the additional requirement in terms of highly sampled data paid
its price and resulted in reducing both NDZ and required detection time significantly. Also, the
proposed technique showed robust behavior against different power system disturbances. In
section 2.1.8.5, the PLL dynamics during fault is not considered. In practice, the tracking
performance of PLL during disturbances could significantly degrade the performance of the

proposed dynamic estimator. The tracking performance of PLL depends on proper design of Pl

controller gains (k,,, and ki ) [48]. According to [48], even when PLL controller gains are

properly designed, the PLL output can tolerate small amplitude frequency variations. Also, there
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is a lack of analytical proof of robustness and convergence for the RLS estimator. The way we
propose to avoid utilizing PLL output and not to go through all design requirements of PLL
parameters is to parameterize grid current frequency as well. Hence, the theory of non-linear
estimators and observers come into place. In the next section, a robust non-linear observer is
proposed as an alternative of the RLS algorithm to estimate both the amplitude and frequency of

grid current.

2.2 Non-Linear Observer for Grid Current Amplitude and Frequency

2.2.1 Introduction

In the last decade, a lot of work has been conducted to improve observers’ algorithms
performance and robustness in order to meet new requirements of developing high technologies
and new practical applications. One of the common problems in this field is parameter
identification of distorted sinusoidal signals. Most of the power system applications depend on
sinusoidal signals and this is why sinusoidal observation has a great attention from people who
works in power system and communication. Many techniques with local convergence property
have been employed for the purpose of estimating sinusoidal amplitude such as Least Square
(LS) [49], and extended Kalman filter [50]. These statistical methods can be effective but no
prove of global convergence can be provided. Also, LS is very sensitive to frequency deviation
[49], [51]. Recently, globally convergent frequency estimation techniques such as adaptive notch
filter [52]-[54], adaptive identifier [55], and adaptive observer [51], [56]-[59] have stimulated
further research in control and power system applications. The problem of simultaneous
reconstruction of amplitude and frequency of a sinusoid were not clearly addressed except at

[51], [59] and [60]. Many of these techniques have been adapted to power system applications as
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seen in [50] and [54] where modifications have been applied to the original design in order to
enhance robust performance.

Two non-linear adaptive observers are presented in [59] to estimate amplitude and
frequency of a pure sinusoidal signal for arbitrary phase values. Results in [59] showed global
convergence of those two estimators where they allow simultaneous online reconstruction of
amplitude and frequency of a pure sinusoidal signal at low percentage error. The observers
presented in [59] assumed pure sinusoidal signal where no clue was provided on the robust
performance of those observers under different types of disturbances.

This section aims to propose a new observer based on observers presented in [59] for the
purpose of detecting islanding condition at PCC. The design procedure is extended from
estimating amplitude and frequency of an ideal sinusoidal waveform to those of a noisy
sinusoidal waveform with piecewise-constant amplitude. The main contribution of the section is
to provide the robust observer design with detailed analytical derivations and proofs of
robustness and convergence. The proposed observer provides better performance for the purpose
of detecting islanding condition for inverter based Distributed Generation (DG). The IDA with
sliding window presented in subsection 2.1.5 will be used in conjunction with the proposed non-
linear observer to provide more reliable islanding detection at PCC and to distinguish between
islanding and other operating condition for the DG inverter.

This section is organized as follows. Subsection 2.2.2 presents the formulation for the
problem to be studied. The proposed non-linear observer is introduced in subsection 2.2.3.
Comparison to other observers in literature is presented in subsection 2.2.4. The algorithm to

detect islanding condition is illustrated in subsection 2.2.5. The performance of the proposed
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non-linear observer is tested through simulation in subsection 2.2.6. Finally, discussions are

presented in subsection 2.2.7.

2.2.2 Problem Formulation

The same system defined in subsection 2.1.2 will be used here. Figure 2-22 shows the
generic model for transient islanding study. This circuit is the same as the anti-islanding testing

diagram defined in the standards of UL 1741 and IEEE 929-2000 [3], [4].

v (1) S i)

e
IIoad (t)

by ()4 Z,(s) 00 Vs()

V

Figure 2-22: A generic model for the transient islanding study.

Applying Kirchhoff Current Law (KCL) to the circuit shown in Figure 2-22 yields

(1) =140 -1 (t

s( ) Ioadg ) mv( ) (233)

= A sin(at + g )u(z —t) + (1),

where u(..) is a step function, z > 0 is the unknown instant at which islanding condition would

occur (otherwise 7=o0) and o(t) is a bounded disturbance that may include measurement

noises, grid transient and its harmonics.
When islanding occurs (if 7 is finite), the transition caused by switching action will force

the amplitude of grid current (A,) to experience the transient behavior from its prior-switch

steady state value to zero. Therefore, it is important to detect this transition by employing an
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observer that can real-time estimate the signal amplitude under disturbances. Such observer-
based technique will have a superior advantage over regular Islanding Detection Methods
(IDMs) which are based on RMS values, and this is because considering dynamic behavior of the

system will allow faster detection with negligible NDZ as seen in section 2.1.

Let us assume that load current (i,.,,) and DG inverter current (i, ) are available

Inv

measurements at PCC. Then, the objective of this problem is to use available disturbed
instantaneous measurements to provide online estimation of grid amplitude (AS) whose value is

expected to settle down to zero within a small period of time At after islanding occurs. From an
application point of view, the main requirements of the observer design are to ensure robustness
(against disturbances) and to minimize At such that islanding is detected within less than 2
seconds of occurrence [3]. The maximum two seconds detection time was proposed for
techniques that are based on RMS measurements and no standards are available for techniques
that employ instantaneous measurement. Hence, the total time required for islanding

confirmation using proposed observer is within 67ms which corresponds to four cycles in 60 Hz.

2.2.3 Design Procedure

Technically, the main purpose of this section is to design robust observers that estimate
amplitude and frequency of a noisy sinusoidal signal. While the proposed results are based on the
ideal designs in [59], the main contribution is to make the observer robust against the effects of
lumped disturbance &(t) on the estimates. Let us begin with the following measurement of a
sinusoidal signal:

y(t) = Asin(at +¢)+ 5(t), (2.34)
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where A is the amplitude in per unit that may have piecewise-constant changes, « is the

frequency in rad/sec., ¢ is the phase and o(t) is a bounded disturbance.

In power systems, the second derivative of lumped disturbance &(t) might go unbounded
due to disturbance behavior. Hence, following similar design procedure as in [59], where the
second derivative of y? is taken to derive state equation, will lead to losing the boundedness
property for observer error due to the term &. Therefore, a pre-filtering stage is proposed to

avoid this problem such that the filtered version of state error produced by & is bounded

provided that both &(t) and y(t) are bounded. By ignoring non-persistent initial conditions, one

can define the following states

{771 =LY (H(s)L(y?/2)
n, =L (sL(n,))

where L(.) is the Laplace operator, L™(.) is the inverse Laplace operator and H(s) is the

transfer function of the pre-filter. Then, the following state equation can be obtained:

=1,
, 2.35
{772 :HTﬂF —Up ( )

where 6, =A’0’, 6,=0", 0=[6, 6], Br,=—4n, Be=[L B,]. v=y5+5*/2,
U = ‘l(szH(s) L(u)).

The pre-filtering stage is designed such that sH(s) has a relative order greater than or
equal zero, i.e. the signal 7, is observable. Therefore, a second order Low Pass Filter (LPF) will

be used. The applied LPF has the following form

B,

H(s) = ,
Q B,s* +B,s+B,

B, =1.
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The LPF coefficients ( B, and B, ) will be designed according to the following equations:
B,=w’, B, =2¢,m,,
where @, is the cutoff frequency of the LPF in rad/sec. and ¢ is the damping factor.
Since the frequency in power systems is a bounded parameter, the projection scheme in

[61] will be utilized on éz in conjunction with the sigma-modification scheme [61] on él and éz

which will reduce transient rippling and enhance robust performance. Define a new estimation

parameter vector as

¢=0-aN :[él @J eR?,
where 0, . <6,<0, . of | @, <Py
N=[0 1, a= Oy +Bomin )2 and Bprme = Opre —Borin )/2.

Then, the proposed fifth-order robust observer for the islanding detection problem can be

represented as follows:

=1,
n, =—Byn, —Bin, + B, yz/z 236
ﬁzz_ae”+(¢T+aNT)IBF , (2.30)
o=-Tppe,~cp-k,[m  +e Mo
N 2 — 2
where m, :(max{” P2 | P2 max }_1], M =diag(01), e, =7, —7,, T=diag(y,,7,) and
(D2max

a,7;,K,, 0 >0 are design constants. The last term in (2.36) which contains e,f is used to enhance

the robustness of frequency estimation [62].
The overall system in (2.36) contains two linear differential equations coming from the

pre-filtering stage and three non-linear differential equations representing the proposed robust
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adaptive observer. Figure 2-23 shows a diagram of the proposed overall system to detect

islanding condition.

Proposed fifth-
order observer

2 ! n2 ! !
Yy > sH(s) | > Proposed observer | 5 55,
2 § —»  (Lasttwoeqn.in ——»
} o pee (2.36))
I ! S !
. Relation | As(t) PCC-level L (t)
¢ " in (2.37) ¥ algorithm (2.40)-(2.42) g

Figure 2-23: Diagram of the overall system to detect islanding using non-linear observer.

This technique is more suitable for power systems application in which dc components
are to be neglected or filtered out. Also, a pre-filtering stage might be necessary when current
measurements are used instead of voltage ones since the later is already filtered out by the load
components. The proof of the following lemma can be found in Appendix B.

Lemma 1: The proposed robust observer in (2.36) will provide uniformly bounded state
error (17, —n,)and estimation parameter error (@—¢) for all uniformly bounded disturbance
o(t).

The estimated values of grid current amplitude and frequency can be calculated as follow
. _ A 0, (t
f(t):i,/(oz (t)+a, A= AL (2.37)
2r @, (t)+a
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2.2.4 Comparison to Other Observers

For an ideal sinusoidal waveform (that is, in equation (2.33), =00 and o(t)= 0),
nonlinear observer designs have been studied to estimate amplitude A, and frequency « for

arbitrary phase shift ¢, . In particular, the following third-order observer is proposed in [59]:

{i—-a@-x)+év3 238

0 =-TB(X-x)
where S = [1 —2y2]T and X is the estimate of state variable yy . In parallel, the following fifth-
order observer is also presented in [59]. This observer introduces a filtered version (¢ ) of signal
S(t) in the estimation:

§r=—A"(¢, +2y%)

2, =—A+a'A)e, +2,+0"¢

. : , 2.39
i, =—ale, +1'0"¢ (2.39)

0=-Tce,
where Z, and 2, are estimates of state variables y® and yy, respectively, e, = (2, —2,),
¢=[ ¢,]',and A’ >0 is the filter design constant.

The observer defined in (2.36) reduces to the observer in (2.38) when k,,o,B, and B,
are zeros. The main difference between the proposed observer in (2.36) and the observer in
(2.39), other than the second-order pre-filtering stage, is that a filtered version of the signal y? is

used in (2.36) to drive the negative definite error into steady state. Also, two states are estimated
for the observer in (2.39) in comparison to one state only for (2.36).
In comparison to adaptive observers presented in [51] and [60] where amplitude

estimation depends on estimated frequency and estimated first derivative of signal (i.e. two stage
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estimation process), the use of square signal in proposed observer provided a clear linearly

parameterized form to estimate both frequency and amplitude simultaneously.

2.2.5 Islanding Detection Algorithm

The robust PCC level algorithm presented in subsection 2.1.5 will be used to detect
islanding. The algorithm employs a sliding rectangular window to test convergence. Let us
define the following

A ()= max | A (t=7)|- min |A -7,
<7'<Ty <7'<Ty

A )= max [A (t—-7")],

0<7'<Ty

(2.40)

where T, is the designed time length for the window. A triggering memory variable £ is used
to prevent false islanding detection under ambiguous cases. The variable  is set to 1 if and
only if the following condition is true:

(Ar <28) N (A 2 6) (2.41)

where ¢ is half the window width. Then, the following logical output (L,) can be used to

distinguish islanding condition from other conditions:

v (A <28) (A <) N ==1)

0

1o (Aw <26) (A 2 €)
1

2

L, (t) = (2.42)

(A <26) (A <&)N(u==0)
v (A, 22¢)

where the outcomes of L, can be interpreted as follows:

0 Islanding is detected
L, =41 Normal operation
2 Oscillation or transition
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As mentioned in subsection 2.1.5, this algorithm distinguishes islanding from other
transition cases, prevents fault islanding detection, improves islanding confirmation decision,
and enhances robustness of employed observer data. The value of ¢ should be chosen according
to the maximum possible oscillation in per-unit amplitude during the steady state operation. The
NDZ for the PCC level algorithm, as seen in subsection 2.1.6, is proportional to the test region
parameter . The estimated NDZ is close to one line for a small value of ¢ where points at this
line represent cases of perfect match between load demands and inverter outputs. This islanding
detection technique provides smaller NDZ and faster detection time but requires more data

compared to other existing islanding detection techniques.

2.2.6 Results

The same assumptions in subsection 2.1.2 are used in the MATLAB/Simulink model.
Since current measurements will be utilized, the third and fifth assumptions in subsection 2.1.2
are conditions under which the MATLAB model is designed and the technique presented in this
work can be generalized for other types of load and inverter controller as long as current
measurements are available and currents maintain sinusoidal shape. The MATLAB/Simulink
model consists of a 1kW inverter based DG connected to an RLC load and a grid as illustrated in
Figure 2-22. The performance of the proposed observer during islanding transient was studied
for three loading conditions. The three loading conditions are:

1. RLC load that approximately resonates at 60 Hz with Q,= 2.5 and absorbs

approximately 1kW.

2. RLC load that approximately resonates at 59.6 Hz with Q,= 2.5 and absorbs
approximately 1kW.
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3. RLC load that approximately resonates at 60 Hz with Q,= 2.5 and absorbs

approximately 0.95kW.
The loads chosen represent cases where other IDMs might fail to detect an islanding

situation. Table 2-3 shows some of the parameters used for simulation.

Table 2-3
Simulation Parameters for Non-Linear Observer IDM

Parameters Value
V. 120V
fy 60 Hz
f i 59.3 Hz
f e 60.5 Hz
o, 240m rad/s
Sy 0.707
&g 0.001 pu
T, 35 ms
a 10°
V1 10°
V2 10*

K, 0.01
o 0.1

2.2.6.1 Detectability and Convergence under Load Cases

At t =2 seconds, the grid switch was opened to examine the proposed observer response
during islanding. Figure 2-24 shows responses of grid current estimated amplitude (AS) in per-
unit and PCC algorithm output ( L, ) during islanding transition for different load cases. As seen

in Figure 2-24, case 1 is theoretically undetectable by the proposed observer but practically

inconsequential due to the perfect match in power, voltage and frequency between load and
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inverter where the amplitude of current injected by the grid is zero. Cases 2 and 3 are detectable
by the proposed observer where the estimated amplitude response settles down to zero within
almost 20ms. The required time to confirm islanding conditions for cases 2 and 3 are 50.5 and
49.2ms, respectively. The observer responses during islanding can be modified by manipulating

their parameters but that will degrade the convergence time At as will be shown in the next

subsection.
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Figure 2-24: Responses of estimated amplitude (solid) and algorithm output (dashed) during
islanding for different load cases: (a) Case 1. (b) Case 2. (c) Case 3.
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2.2.6.2 Parameter Effect during Islanding Condition

The signals produced from case 2 loading condition will be used to study the effect of
different parameter changes on proposed observer. Figure 2-25 shows the effect of « and y,
parameters on estimated amplitude and PCC algorithm output responses for proposed observer
during islanding transition. From Figure 2-25, both « and p, parameters affect both
convergence speed and rippling of estimated amplitude when islanding occurs. Therefore, those
two parameters should be optimized to obtain faster convergence to zero when islanding occurs
in order to provide faster islanding detection. Also, other parameters such as k, and y, should
be designed properly where limitations are imposed on observed frequency and that led to faster
amplitude convergence and also minimizing steady-state rippling of amplitude. Moreover, k, and
v, parameters will help in reducing the test region parameter & which will reduce the NDZ of

the proposed PCC level algorithm. It was noticed through simulation that steady-state rippling in

amplitude response depends on frequency error where it increases/decreases as frequency error

increases/decreases. Furthermore, proper design for pre-filtering parameters (., and &) is

necessary to allow y? frequency component to pass through with minimum attenuation. The &

parameter helps in attenuating both amplitude and frequency transition but it increases steady-

state parameter error.

2.2.6.3 Robustness against Harmonics and Noise

The same y(t) produced from case 2 loading condition will be used to study and

compare robust performances of proposed observer and observers introduced in [59] against

noise or harmonic distortion. For harmonic distortion, third and fifth order harmonics are added
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Figure 2-25: Effect of different « (upper) and y, (lower) values on AS (left) and L, (right)
responses during islanding.

to Yy where the Total Harmonic Distortion (THD) level is 5% and the third harmonic is assumed
to have twice the amplitude of the fifth harmonic. A normally distributed white noise is used for
the second scenario with a Signal-to-Noise Ratio (SNR) of 30dB. Both distortions are added at t
= 2 seconds. The responses of AS and L, for third and fifth order observers presented in (2.38)

and (2.39) are compared to proposed observer under harmonics and noise distortions as shown in
Figure 2-26. The fifth-order observer parameters are set as follows:
M=o, o=(@-1)/aw,
Simulation results in Figure 2-26 show that the proposed observer robust performance is

superior against harmonics and noise compared to observers in [59]. This is mainly due to the
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introduced second-order pre-filtering stage. The fifth-order observer shows better performance

than third-order observer as a result of the first-order LPF applied to £ only. For £=0.001 p.u.,
the proposed observer maintains similar algorithm output (L = 1) for distortions up to THD=

8% or SNR=25dB.
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Figure 2-26: Comparison responses of AS (left) and L, (right) under harmonics (upper) and
noise (lower) distortions.

2.2.6.4 |EEE 34-Bus Network

The standard IEEE 34-bus distribution network, which is shown in Figure 2-18, will be
used to test the effectiveness and performance of the proposed observer scheme. The model is

simulated in DigSilent. The detail of the parameters used in this network can be found in [47].
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For illustrative purposes, two cases will be studied. The first case is an islanding situation at t=
2sec. which takes place at Bus (C) in Figure 2-18. The second case is a three-phase short circuit

fault that takes place at point (A) at t= 2sec. and clears out within 0.03sec. Figure 2-27 shows
comparison responses of AS and L, for both study cases.

It can be noticed from Figure 2-27 that the proposed observer significantly reduced
rippling during both islanding and fault transition. Results in Figure 2-27 imply that the proposed

observer is more robust against fault disturbances than observers proposed in [59].
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Figure 2-27: Responses during islanding and three phase short circuit fault: (a) AS and (b) L,
during islanding. (c) AS and (d) L, during fault.
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2.2.7 Discussion

Detailed analytical derivation and proof of robustness and convergence have been
presented for the proposed fifth-order robust non-linear observer that estimates both amplitude
and frequency of a noisy sinusoidal signal. The observer was designed to ensure robustness and
to provide better performance for the islanding detection problem. Analytical and simulation
results show that the performance of proposed observer is superior in comparison to observers
presented in [59]. The time required to detect islanding condition is within four nominal cycles
for all implemented cases. The proposed observer showed robust performances against noise,

harmonics and disturbances. To compare with previous section results, the case presented in
subsection 2.2.6.3 will be used. The responses of AS and L, for the dynamic estimator

presented in section 2.1 are compared to the proposed non-linear observer under THD= 8% and
SNR =25dB as shown in Figure 2-28.

In Figure 2-28 (b), the PCC algorithm output for observer went through a transition state
as a result of observer pre-filtering response behavior. The forgetting factor, introduced in the
RLS algorithm in (2.21), plays a major role in enhancing the robust performance of dynamic
estimator. It can be seen from Figure 2-28 that the proposed non-linear observer shows better
robust performance against harmonics and noise in comparison to the dynamic estimator
presented in section 2.1. Also, a solid theoretical proof of robustness and convergence for
proposed observer can be obtained through Lyapunov function analysis as can be seen in
Appendix B where no similar results can be found for dynamic estimator. The problem of
improving both performance and islanding detection capability for single and multi-DG systems

will be studied in the next chapter.
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(left) and L, (right) under THD= 8% (upper) and SNR= 25dB (lower).
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CHAPTER 3: TECHNIQUES TO IMPROVE MULTI-DGS ISLANDING
DETECTION CAPABILITY

Two main techniques to improve both the performance and islanding detection capability
for single- and multi-DG systems are presented in this chapter. The first technique, in section
3.1, is the use of scheduled perturbation where two IDMs can be used consecutively to enhance
single- and multi-DGs overall IDMs performance. Section 3.2 illustrates the development of a

new active IDM that is based on transient stiffness measurement for the multi-DG system.

3.1 Scheduled Perturbation to Reduce NDZ for Low Gain SFS Method

3.1.1 Introduction

Typically, the performance of IDMs is evaluated based on the Non-Detection Zone
(NDZ) concept. NDZ is a region in appropriately defined load space in which the IDM under test
fails to detect islanding condition in a timely manner [29]. RLC load resonant frequency—quality

factor ( f, —Q, ) space has been proven to be more representative for AFD and SFS NDZs [30].
In [38], small-signal stability analysis is used to determine critical Q, value (Q;) where any
operating point with smaller Q, than Q; is destabilized by SFS during islanding operation.

However, this technique is time consuming and an analytical expression for Q; is required.

Moreover, the impact of SFS on system stability has been studied in [63] and results showed that
high SFS gain ( K) might destabilize grid-connected DG system when grid is weak or DG size is
large. Hence, it is important to develop a technique that reduces the dependency on gain K to
eliminate NDZ. Recently, few studies have considered the problem of applying active IDMs for

multi-DG system [63]-[70]. For two DGs case, it has been shown in [67] that the use of AFD in
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one DG will degrade the SFS or SMS performance for the other DG and the NDZ will increase
significantly compared to single DG case.

The objective of this section is to propose a scheduled perturbation IDM (SIDM) where
the overall NDZ of this technique is represented by the intersection area between two NDZs of
two different IDMs. Two interesting cases are considered in this section. The first case is to
apply scheduling between SFS and OUF (SFS/OUF) IDMs. The second case is to use two SFS
(SFS/SFS) with alternating sign of initial chopping fraction. The provided concept could be

expanded to other combination of IDMs. The initial chopping fraction (cf ) in SFS plays a major
role in eliminating NDZ for this technique. Hence, this technique will reduce the dependency on
K to eliminate NDZ where zero NDZ, up to certain Q, value, can be obtained through proper

design of cf at K= 0. Also, analytical expressions will be provided to find critical Q, values

for both scheduled perturbation and conventional IDMs.
The rest of this section is organized as follows. Subsection 3.1.2 presents the DG

interface model under study. The design concept is introduced in subsection 3.1.3. Effect of
scheduled perturbation IDM on critical quality factor and resonant frequency values (Q; and f_

) is studied in subsection 3.1.4. The theoretical reduction in NDZ size obtained from utilizing
scheduled perturbation is analyzed in subsection 3.1.5. The performance and synchronization
requirements for proposed technique are tested through simulation for single and two DGs

systems in subsection 3.1.6. At last, discussions are presented in subsection 3.1.7.
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3.1.2 System Under Study

A single-line diagram of a general N-DG system is shown in Figure 3-1 where N is the

number of connected DGs. The detail of this model can be found in [38]. In Figure 3-1, L, and
R, corresponds to the inductance and resistance of the utility line, respectively. Utility or grid

voltage is EZ0 and the voltage at the point of common coupling (PCC) is V2§ . For the i DG,

the output power is P' — jQ' and the output current is m.1.£5 + 6, where | is the load current
magnitude, m, is the fraction of load power supplied by the i" DG and 6, is the positive

feedback signal for the i DG unit. The negative sign in the reactive power indicates that Q' is

the reactive power absorbed by the i"" DG. The inductance of inverter filter is represented by L

and is assumed to be the same for all DGs. AP+ JAQ is the power imbalance between the

parallel RLC load and the total power output supplied by all DGs. A circuit breaker (CB) is used
to simulate an islanding situation by disconnecting the grid. In this model, an average model for
three-phase inverter is employed where the pulse width-modulated (PWM) signal generator, the
dc source, and the switching power electronics devices, such as insulated gate bipolar transistors
(IGBTSs), are replaced by a three-phase controlled voltage source [13], [38], [63]. A three-phase
PLL is used to measure the frequency of PCC voltage. The interface control used for each
inverter is a constant current controller. Details of DG controller, scheduled IDM and PLL
blocks are shown in Figure 3-2.

The constant current controller implemented for DG system is shown in Figure 3-2 (a).

i, and i, are the d- and g-axis DG output current references, respectively. A phase angle

gref

*

transformation is applied to obtain new current references iy, and i, . The angles 6’ or 0"
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Figure 3-1: Single-line schematic diagram of multi-DG system.
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Figure 3-2: Block diagrams of controller and islanding detection circuits of DG system.
(a) Constant current controller. (b) Scheduled SFS/OUF IDM. (c) Scheduled SFS/SFS IDM.
(d) Three-phase PLL.

71



used in transformation are the outputs of scheduled SFS/OUF and SFS/SFS IDMs introduced in
Figure 3-2 (b) and Figure 3-2 (c), respectively. In Figure 3-2 (b), the regular SFS output is
applied to a multi-input single-output switch, which is driven by a scheduled signal J, to obtain
6'. The difference between block (b) and (c) in Figure 3-2 is that zero is used for the other input
to the multi-input single output switch for case (b) while an SFS output with negative chopping
fraction is used for case (c). The input frequency to both Scheduled IDMs (SIDMs) is measured

by a three-phase PLL presented in Figure 3-2 (d). Then, the new references are subtracted from

measured output currents (i; and i) and applied to proportional-integral (PI) controllers with

gains k,; and k;

respectively. The d- and g-axis outputs of PI controller are u, and u,,
respectively. Adding v, —i o L, termto u, and v, +i,e L, term to u, is known as cross-

coupling which is used to match control design equation such that the dq currents are decoupled
from each other in terms of control equations, and also to substitute for voltage drop caused by

DG inductance filter (L, ). Finally, a dg-abc transformation is applied to construct three-phase

voltage signals (v, ,v,, and v, ) which will be used to drive controlled voltage sources as seen

in Figure 3-1.

3.1.3 Design Concept
For conventional SFS, the positive feedback signal for the i™ DG is defined as
7w
) :E(cfi + K, (f, - f,)), (3.1)

where i=12,...,N, cf; is the initial chopping fraction, K; is the positive feedback gain, f_ is

the measured frequency of PCC voltage in Hz, and f is the grid base frequency in Hz.
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The design objective behind switching perturbation is to obtain an overall NDZ as the
intersection area between two different IDMs. Two interesting cases are considered in this work.
The first case is to apply scheduling between SFS and OUF (SFS/OUF) IDMs. The second case

is to use two SFS (SFS/SFS) with alternating sign of initial chopping fractions.

3.1.3.1 Scheduled SFS/OUF IDM

Let us assume that J, is a periodic scheduled signal with period T, that will be used to re-

define the positive feedback signal for the i DG as follows:

0, 0<t<dT.
o/(t)=1 " ' 3.2
'© {0, d,T, <t<T, (3.2)

where d; is the duty cycle for the periodic perturbation signal J;. For simplicity, let us assume
that similar design parameters (cf ,K, d, and T ) will be used for all DGs and hence 8/ =6". In

case of a multi-DG system (N >2), synchronization of scheduled perturbation signals is
required. The synchronization can be achieved through either one of these two methods. The first
method is to provide a local timer to each DG system where all timers have to be set in advance
to provide the required perturbation signal (J ). The synchronicity requirement is quite flexible
as will be seen later where a loss of synchronism study will be conducted in subsection 3.1.5.2.
Also, the scheduled signal parameters (d and T) will be chosen in a way to simplify
implementation. The other method is to achieve synchronization through limited communication

where d; information are exchanged among DGs. This method is more expensive but might be

more feasible if some type of communication already exist among DGs [46].
For conventional SFS, the phase criterion to obtain NDZ for a single DG system is given

as follows [30]:
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tan(0)

f

f24f

0 p

f,—f,%=0, (3.3)

where f_ are substituted by upper ( f,, ) and lower ( f... ) threshold values of OUF to determine
upper and lower bounding functions of NDZ, respectively. Figure 3-3 shows NDZs of OUF and
conventional SFS with c¢f = 0.1 and K = 0.05. The OUF technique can be considered as a special
case of regular SFS with cf =K =0. The NDZ for OUF technique is represented by areas A and
B. On the other hand, areas A and C are the corresponding NDZ for conventional SFS IDM. The

SFS critical point, under which any point to the left of this point is unstable, is indicated by point

E with corresponding coordinate values of Q; and f. .

61 :
----- Over/Under Frequency
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58 -
10 10 10
Quality Factor, Qf

Figure 3-3: NDZ for OUF (dashed) compared to regular SFS (solid) at cf =0.1 and K = 0.05.

Let us assume that both d and T are properly designed such that enough time is
provided for both SFS and OUF output frequency to converge to steady-state value such that

points lying in Areas B and C are considered detectable. Then, area A which corresponds to the
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intersection between the two NDZs can be obtained by employing the scheduled perturbation
algorithm in (3.2). Hence, the critical point E will be shifted to point E' which will lead into

significant reduction in NDZ size through eliminating area C from the NDZ of conventional SFS
IDM. The coordinates of point E' are Q; and f,  where Q; has a higher value than Q; . The

change in NDZ will be studied further in subsections 3.1.4 and 3.1.5.

3.1.3.2 Scheduled SFS/SFS IDM

Similarly, the periodic scheduled signal J; is used to re-define the positive feedback

signal for the i DG as follows:

+ <d.T
o1(t) = 6’,_ , 0<t<dT, (3.4)
6, dT <t<T,

V4

where 6° = 2(c:fi +K,(f,—f,))and 6; =%(—cfi K (f, - f,)).

For simplicity, let us assume that similar design parameters (cf ,K, d, and T) will be
used for all DGs and hence 6"=6". Figure 3-4 shows NDZs of two SFS, one at cf =-0.05 and
K = 0.05 and the other one is at cf = 0.05 and K= 0.05. The NDZ for SFS at positive cf is
represented by areas A and C while areas A and B are the corresponding NDZ for SFS at the
negative cf value. The SFS critical point is indicated by point E for positive cf or point E' for
negative cf with corresponding coordinate values of Q; and f, for each.

Assuming that both d and T are properly designed to provide enough time for both
SFSs output frequency to converge to steady-state value such that points lying in Areas B and C
are considered detectable. Then, area A which corresponds to the intersection between the two

NDZs can be obtained by employing the scheduled perturbation algorithm in (3.4). Hence, the
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critical point E or E' will be shifted to point E' which will lead into significant reduction in

NDZ size through eliminating areas C and B from conventional SFS at positive and negative cf
values, respectively. The coordinates of point E" are Q; and fo** where Q[ is always greater

than or equal to Q; as will be seen in subsection 3.1.4.
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Figure 3-4: NDZ for SFS at c¢f =—0.05 and K = 0.05 (dashed) and SFS at ¢f = 0.1 and
K = 0.05 (solid).

3.1.4 Scheduled Perturbation Effect on Q; and f,

For conventional SFS, the equivalent angle for N-DGs can be found as:

0, =tan| 2L | (3.5)



where 6,, reduces down to @ if similar design parameters (i.e. cf and K) are used for all N-

DGs. Let us assume that upper and lower frequency thresholds are f,,, and f ., respectively.

min !

Then, the coordinates of critical points for conventional IDMs can be approximated by

~ fg (tan(0| fo=fmax ) B tan(0| fo=fmin ))
- 2(fmax_fmin)

*

2 3.6
fe tan(é@ . ) 2Q; (3.6)
f, = =1+ | — | |,
2Q, tan(d)| o)
where the upper NDZ bounding line is used to calculate the corresponding f, . The lower
bounding line of NDZ can be used alternatively to calculate f, where similar results will be
obtained. The result of Q; in (3.6) was obtained by equating the two NDZ lines equations

obtained from phase criteria where RLC load current phase (¢, ) behavior was approximated by
Taylor series expansion around f = f_ as follows:

tan(p ) = o, +a (f, - 1), (3.7)
where

o, =Qf(fg/f0 o fo/fg)l
a, =Q,W/f,—f,/f})~2Q,/f,.

3.1.4.1 Scheduled SFS/OUF IDM

In a similar way used to obtain (3.6), the formula for Q; and f.", resulting from

scheduled SFS/OUF IDM, can be calculated. Assuming that both d and T are designed
properly, the coordinates of E' in Figure 3-3 can be calculated by equating the two NDZs

intersected lines equations where the following results are obtained:
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f,(max(tan(é|, , ).0)-min(tan(g, , ),0))
Q 21 -

IR

max fmin)

., maxtan(6] . 0) 20" : (38)
o = = -1+ |1+ ! )
2Q; max(tan( )| . ),0)

_h
¥
1

In Figure 3-5, the values of both Q; and Q; and their corresponding resonant

frequencies ( f, and f_ ) for scheduled SFS/OUF IDM are shown with respect to c¢f changes
for different K values. For each value of K, scheduled SFS/OUF technique produces similar

Q; values as conventional SFS from cf equal zero up to certain critical cf values (cf, or cf )
after which the value of Q7 increases linearly as a function of cf and no significant change is

noticed for Q; . In other words, there is a specific interval in cf values at which no significant
improvement can be achieved from the use of properly designed scheduled SFS/OUF technique,

and this interval depends on the gain (K) value. On the other hand, the value of f_~

decreases/increases linearly as cf value is increased/decreased until it reaches f . or f

min max

where it stays constant afterwards while fo* keeps changing linearly. Hence, proper design for
scheduled SFS/OUF technique requires that critical cf values are completely known.

The critical cf values can be approximated through studying the behavior of Q; . By

using Taylor series expansion on tan(é) , the design condition for linearly increased Q7 is:

of >K(f, — fu) or of <—K(fo —f,). (3.9)

min

The interval defined in (3.9) is symmetric around zero if the threshold area of OUF is

symmetric around f, which is not typically the case for 60 Hz. Therefore, the critical cf values

depend on both the SFS gain and frequency threshold values compared to nominal.
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Figure 3-5: Effect of c¢f on (a) Q] (solid) and Q" (dashed) (b) f, (solid) and f,” (dashed) at
different K’s for scheduled SFS/OUF IDM.

3.1.4.2 Scheduled SFS/SFS IDM

Similarly, the formula for Q" and f_ achieved through scheduled SFS/SFS IDM can

be obtained. Assuming that both d and T are designed properly, the coordinates of E" in Figure
3-4 can be calculated as follows:

~ fg(max(tan(e+
Qf =

fp:fmax),tan(&“fp:fmax )) — min(tan(@ fp:fmin),tan(e‘ — ))j
2(fmax - fmin) ’
f e Max(tan(0” L ), tan(6~ L )
fo = pi:ix L -1+ 1
2Q;

2
2Q,

— ), tan(6~

max(tan(6”

)

fp: max

(3.10)
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In Figure 3-6, the values of both Q; and Q; and their corresponding resonant
frequencies ( fo* and fo**) for scheduled SFS/SFS IDM are shown with respect to cf changes
for different K values. For each value of K, Q; of scheduled SFS/SFS technique increases
linearly as a function of cf while no significant change is noticed for Q; . In other words, the
use of cf for scheduled SFS/SFS technique always improves critical Q, values and hence NDZ

is reduced. On the other hand, the value of fo** decreases exponentially as cf value is increased
where the value of K determines the convergence speed and higher K value corresponds to

slower convergence. As cf is increased to infinity, ., converges to the middle point of OUF (

f..a ) Which can be obtained as follows:

f o+ f_
fmid _max min
2
60.5 .
. 5 i
* Lz 'i
< f_ 60 ‘ -
X e A
(04 * o [ —
-%.2 -0.1 0 0.1 0.2
cf cf
(@) (b)

Figure 3-6: Effect of c¢f on (a) Q; (solid) and Q" (dashed) (b) f, (solid) and f,” (dashed) at
different K’s for scheduled SFS/SFS IDM.
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In this case, the design condition defined in (3.9) for linearly increased Q; collapses to

the following interval:

cf >0 or cf <O. (3.11)

Also, by comparing Figure 3-5 to Figure 3-6, it can be noticed that the slope of Q; is
twice higher for scheduled SFS/SFS compared to SFS/OUF IDM. Therefore, the Q; value,
obtained at certain cf and K values for scheduled SFS/SFS IDM, is at least twice the Q; value

obtained at similar c¢f and K values for scheduled SFS/OUF IDM. The Q| value for scheduled

SFS/SFS is exactly twice the value obtained from scheduled SFS/OUF for cases with K= 0.

Hence, the requirement on cf to achieve a certain Q; value for scheduled SFS/OUF IDM is at

least twice as much as the requirement on cf to achieve similar Q; for scheduled SFS/SFS

IDM.

3.1.5 Improvement in NDZ

In order to quantify NDZ improvement, the size of NDZ is considered. The middle point

Riemann sum can be used to calculate the NDZ size and is given by [67]:

s- 3 [0 10000 Yiogo, 41)- g, (), @12

jeNDZ 2

where u and | are the upper and lower bounding function of NDZ, respectively. The log of Q,
is used to emphasize on NDZ size for small Q, values which are of more interest for protection

engineers to eliminate. The relative change of NDZ size can be calculated as follows:

S. -8,
AS = JS x100% |, (3.13)

k
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where S, is the NDZ size of scheduled IDM and S, is the NDZ size for conventional IDM.

3.1.5.1 Scheduled SFS/OUF IDM

Let us assume that the considered NDZ area for simulation is from Q, equal 0.1 to 100
with a step of 0.1. Figure 3-7 shows the size of NDZs of scheduled SFS/OUF and conventional
SFS as a function of cf and the relative change of size at different K values. Similar
conclusions can be obtained from Figure 3-7 where no size reduction can be achieved if cf is

outside the interval defined in (3.9). Also, higher size reduction can be achieved at smaller K

where up to 82.5% reduction in NDZ size is acquired at cf =—0.2 and K=0.

02 01 0 01 02 02 01 0 01 02

Figure 3-7: Size of NDZ for single DG scheduled SFS/OUF (solid) compared to regular SFS
(dashed) for different K ’s.

3.1.5.2 Scheduled SFS/SFS IDM

Figure 3-8 shows the size of NDZs of scheduled SFS/SFS and conventional SFS as a

function of cf and the relative change of size at different K values. The size of NDZ for
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scheduled SFS/SFS is always smaller than regular SFS for non-zero cf . Also, higher reduction

can be achieved in comparison to scheduled SFS/OUF technique even at large K where a NDZ
reduction of 62.76% is achieved at cf = —0.2 and K= 0.1 in comparison to 35.32% for

scheduled SFS/OUF IDM.

Figure 3-8: Size of NDZ for single DG scheduled SFS/SFS (solid) compared to regular SFS
(dashed) for different K ’s.

3.1.6 Results

The system, shown in Figure 3-1, was modeled in MATLAB Simulink to verify
theoretical analysis provided in earlier subsections. For illustration purposes, the results for
single and multiple (N = 2) 10kW DGs are considered and the concept can be easily extended to
N-DG system. Unless mentioned otherwise, the model parameters in Table 3-1 are used for

simulation. The parallel RLC load parameters provided in Table 3-1 correspond to a 10kW load
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with f,=60Hz and Q, = 2.5. For all cases except subsection 3.1.6.3, the simulation is stopped if

islanding condition is confirmed where measured frequency exceeds threshold values for more
than six consecutive cycles [3]. The six cycle delay was proposed to avoid nuisance tripping due
to short-term disturbances. This stopping criterion assumes that NDZ bounding lines are part of

the NDZ where loading points lying on these lines are considered undetectable.

Table 3-1
Simulation Parameters for Scheduled Perturbation IDM
Parameters Value Parameters Value
V phase-to—ground 120V L 4.5837 mH
Vs 170 V C 1.5351 mF
Spase 10 kVA Kpi 0.5
f, 60 Hz K; 500
f oo 60.5 Hz kaLL 50
foin 59.3 Hz KipLL 500
R, 02Q K 0
L, 0.796 mH d 1s
L, 1mH T 2s
R 4.32 Q)

3.1.6.1 Effect of Duty Cycle (d)

Let us assume that d; = 2T, where T, =1/ f_ is the nominal frequency period and ; is

the number of cycles perturbed by the i DG. Standards such as IEEE929-2000 and IEEE1547
require islanding to be detected within less than 2 seconds of occurrence [3], [6]. Hence, the
perturbation signal period for all DGs is assumed to be fixed and equal 2 seconds (T = 2s) which

correspond to 120 cycles in 60Hz. For a single DG case with scheduled SFS/OUF IDM, cf =

0.06345 and K = 0 corresponds to Q; = 2.5 from Figure 3-5 where SFS technique reduces to
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AFD in cases with K= 0. This is a very interesting case to study since AFD always have NDZ

and is relatively large compared to regular SFS with K greater than zero. The reference values

used for constant current controller are i, = 1pu and i = 0. The circuit breaker (CB) is

qref —

opened at t = 0.5s to simulate islanding behavior. For simulation purposes, the perturbation

signal is triggered at t = 0.5s. Figure 3-9 (a) shows frequency responses for scheduled SFS/OUF

technique at f,=59.2Hz and Q, = 2.5 for different u values.
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Figure 3-9: Frequency responses for scheduled SFS/OUF IDM. (a) f,=59.2Hz, Q, = 2.5,
4 changes. (b) f,=59.3Hz, =60, Q, changes.

This loading point lies inside AFD NDZ and outside OUF NDZ and is considered to be

theoretically detectable by proposed method. It can be seen that the frequency started drifting

upward by cf and then converged to load resonant frequency (59.2Hz) when perturbation is set
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to zero for the rest of the cycle. Both cases (=20 and « = 60) detect islanding condition where
enough time is allowed for frequency to converge to resonant frequency and trigger islanding

condition. On the other hand, no sufficient time was allowed for = 100 to detect islanding
within 2 seconds due to large duty cycle. Hence, proper design of 4 is critically important to
achieve NDZ reduction as close to results introduced in Figure 3-7. The choice of « equal 60,

which corresponds to a duty cycle of 1 second, will be used for the rest of simulations since it
provides equivalent time for both SFS and OUF techniques to drift the frequency outside

threshold values. Figure 3-9 (b) shows frequency responses for scheduled SFS/OUF technique at

f,= 59.3Hz, = 60 and different Q, values. Cases with Q, < 2.5 are detected since they lie
outside NDZ of proposed technique. Case Q, = 2.5 corresponds to point E" in Figure 3-3 and is

undetectable since frequency converges to both upper and lower frequency threshold values

without exceeding them. It is noticed that as Q, value is increased, the ability of cf term to drift
frequency becomes less and less. Points with Q,> 2.5 are undetectable since they lie on the
lower bounding line of proposed NDZ. It is important to notice that the use of cf shifts the
critical point toward the upper/lower bound of OUF. Hence, the Q, loading value that can be
detected at f,= 60Hz is higher than Q" and can be obtained from (3.3) to be 6.025 for this case.

Figure 3-10 shows the simulated NDZs of proposed scheduled SFS/OUF technique at different

u values. The simulation steps have been selected as 0.05Hz for f, and 0.05 for log Q;, .

It can be seen from Figure 3-10 that small duty cycle (= 20) resulted in a NDZ with

slower drifting at low Q, values compared to theoretical NDZ for proposed technique.

Therefore, as duty cycle gets smaller than 20 nominal cycles, NDZ of proposed scheduled
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Figure 3-10: NDZ of scheduled SFS/OUF IDM for different duty cycle ( ) values.

SFS/OUF technique converges to OUF NDZ. In comparison, for a large duty cycle ( = 100),
NDZ converges to regular SFS NDZ as u increases further. The closest result to theoretical was
obtained for = 60, which corresponds to a duty cycle of half of T, and this result shows why
proper duty cycle design is critically important.

Similarly, for a single DG case with scheduled SFS/SFS IDM, cf = 0.03181 and K =0

correspond to Q; = 2.5 from Figure 3-6. It is noticed that the required cf value is almost half

the value used for scheduled SFS/OUF technique which is considered as an advantage for this

technique. Similarly, the reference values used for constant current controller are i, = 1pu and

iqer = 0. The circuit breaker (CB) is opened at t = 0.5s to simulate islanding behavior. Figure

3-11 (a) shows frequency responses for scheduled SFS/SFS technique at f,= 59.8Hz and Q, =

2.5 for different u values.
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Figure 3-11: Frequency responses for scheduled SFS/SFS IDM. (a) f,=59.8Hz, Q, = 2.5,
4 changes. (b) f,=59.9Hz, 1 =60, Q, changes.

It can be seen from Figure 3-11 that similar behavior is achieved although the tested

resonant frequency value has been shifted from lower bound of OUF to middle point of OUF as
seen in Figure 3-6. The loading point, f,=59.8Hz and Q, = 2.5, lies inside NDZ of SFS with
positive cf and outside NDZ of SFS with negative cf and is considered to be theoretically

detectable by the proposed scheduled SFS/SFS technique. It can be seen from Figure 3-11 (a)

that the frequency started drifting upward by cf in the first interval and then drifted downward

by —cf for the rest of cycle. Both cases (« =20 and = 60) detect islanding condition where

enough time is allowed for SFS with negative cf to drift the frequency below f . and trigger

islanding condition. In contrast, no sufficient time was allowed for x = 100 to detect islanding
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within 2 seconds due to large duty cycle. Hence, proper design of . for scheduled SFS/SFS

technique is also important to achieve NDZ reduction as close to results introduced in Figure 3-8.

The choice of x equal to 60 seems to be the optimal choice for this case as well and = 60 will
be used for the rest of simulations. If different positive and negative values of cf are used for
scheduled SFS/SFS technique, then the value of optimal . could be shifted toward allowing
more time to the interval with lower drifting power (i.e. lower cf value). Figure 3-11 (b) shows
frequency responses for scheduled SFS/SFS technique at f,=59.9Hz, x = 60 and different Q,
values. Similarly, cases with Q, < 2.5 are detected since they lie outside NDZ of scheduled
SFS/SFS technique. Case Q, = 2.5 corresponds to point E™ in Figure 3-4 and is undetectable
since frequency converges under the influence of positive and negative cf to both upper and
lower frequency threshold values, respectively, without exceeding them. It is noticed that as Q,
value is increased, the ability of cf term to drift frequency becomes less and less. Points with
Q> 2.5 are undetectable since they lie inside the NDZ of proposed scheduled SFS/SFS
technique. It is important to notice that the use of cf shifts the critical point toward the middle
point of OUF which happens to be at 59.9 Hz. Therefore, the Q, loading value that can be
detected at f,= 60Hz is slightly higher than Q7" for this case and can be obtained from (3.3) to

be equal to 3.013. This value is almost half the value obtained by SFS/OUF since SFS/SFS

technique uses a cf value equal to half the value required by SFS/OUF to obtain similar Q;

value. Figure 3-12 shows simulated NDZs of proposed scheduled SFS/SFS technique at different

4 values. The simulation steps have been also selected as 0.05Hz for f, and 0.05 for log Q;, .
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Figure 3-12: NDZ of scheduled SFS/SFS IDM for different duty cycle () values.

It can be seen from Figure 3-12 that small duty cycle (« = 20) resulted in a NDZ with
slower drifting at low Q, values compared to theoretical NDZ for proposed technique.

Therefore, as duty cycle gets smaller than 20 nominal cycles, NDZ of proposed scheduled
SFS/SFS technique converges to NDZ of SFS with negative cf . In comparison, for a large duty
cycle (= 100), NDZ converges to NDZ of SFS with positive cf as z increases further. The
closest result to theoretical was obtained for = 60. The small difference in NDZ lines between

theoretical and simulated one at x = 60 is caused by the resolution used for simulation.

3.1.6.2 Loss of Synchronism Study for 2-DG System

Let us assume that we have a 2-DG system (N = 2) where J, is the perturbation signal

applied to DG1 and J, is the perturbation signal applied to DG2. Assume that J, is delayed
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from J, by L,T, seconds where L, is the number of nominal cycles representing the delay.
Figure 3-13 shows the two perturbation signals J, and J,. Assume that similar design
parameters (K,d, and T) as in Table 3-1 are used for both DGs. Similar chopping fraction
values of 0.06345 are used for both DGs (i.e., cf, =cf, =0.06345). Also, the load is

equivalently shared by the two DGs such that i, =iy, =0.5pu and i = ige,

=0. Figure
3-14 shows the effect of selected number of delayed cycles (L, ) on simulated NDZ of scheduled
SFS/OUF technique.

For small L, values (L,< 20), there is no significant change on NDZ and therefore, the

synchronization requirement for multi-DGs scheduled SFS technique is flexible where a delay of

0.33s can be tolerated for T = 2s without significant degradation on NDZ for a two-DG system.
As L, is increased further, the Q; value started degrading significantly until no zero NDZ area
can be achieved and simulated NDZ converges to a typical 2-DGs NDZ for SFS at
cf, =cf, =0.06345 and K, =K, =0 where load is equivalently shared between the two DGs
(i.e., m =m, =0.5). The NDZ when J, and J, are totally out of synchronism (L, =60) can

detect a Q, value of approximately half the value detected by a single DG (Q; = 3 in this case)

at f,= 60Hz. Therefore, the performance for properly designed two DGs scheduled SFS/OUF

will degrade to conventional SFS if both DGs were completely out of synchronism. This result
shows the advantage of using simultaneous perturbation technique for a multi-DG system rather
than alternating one where the later will degrade to OUF NDZ in case of a complete loss of

synchronization as will be seen below.
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Figure 3-13: Delayed perturbation signals applied to DG1 and DG2.
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Figure 3-14: Effect of introduced delay parameter L, on NDZ of scheduled SFS/OUF IDM.

Similarly, for scheduled SFS/SFS technique, equivalent chopping fraction values of

0.03181 are set for both DGs (i.e., cf, =cf, =0.03181). The load is also assumed to be

equivalently shared by the two DGs such that i, =iy, =0.5pu and i, =i, =0. Figure

3-15 shows the effect of number of delayed cycles (L,) on simulated NDZ of scheduled

SFS/SFS technique.
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Figure 3-15: Effect of introduced delay parameter L, on NDZ of scheduled SFS/SFS IDM.

For small L, values (L,< 20), there is no significant change on NDZ and therefore, a
delay of 0.33s can be tolerated for a two-DG system without significant degradation on NDZ. As
L, is increased further, the Q; value started decreasing significantly on the same line of f_ =
59.9 Hz until simulated NDZ converges to NDZ of OUF when both DG1 and DG2 are
completely out of synchronism (L, =60). This result is considered as one of the major

disadvantages of this technique since scheduled SFS/OUF technique performs much better when
both DGs are completely out of synchronism as seen earlier in Figure 3-14.

For both techniques, it is important to note that for a multi-DG system, all cf;’s should be
designed to have the same sign for all DGs in order to avoid counter effect cancellation where
one DG tries to cancel out the perturbation introduced by the other DG [67]. Also, if different

design parameters (cf or K) are chosen for each DG, then the equivalent angle (6,,) presented
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in (3.5) does not reduce down to @ and the overall NDZ will be dependent on output ratios (m,)
of each DG in addition to SFS parameters [65]. Therefore, it is recommended for a multi-DG
system that all design parameters (cf ,K, d, and T ) are chosen to be the same for all DGs such
that the overall NDZ is insensitive of ratios between different m,’s. The proposed design

condition will make the N-DG system robust against disturbances where no degradation in
overall NDZ will be caused from losing one or two DGs outputs as long as the rest of DGs can
support the active power of the islanding load. However, there is a stability concern related to
total DGs-load share limit as seen in [63] and [66], and this issue will be studied in the next

subsection along with switching effect.

3.1.6.3 Sensitivity Parameters

In order to study the effect of switching on frequency response when grid is connected,

the infinity-norm of frequency error square is chosen to show these effects. Let us define
frequency error as f, = f —f  where the |.||, of its square corresponds to the maximum
square error value obtained by switching transition. || f. || versus total DGs-load power share (
m,) will be used to study the effect of different parameters on single and multiple (N=2) DGs
cases for scheduled SFS/OUF technique as shown in Figure 3-16. For a single DG case, m,
corresponds to M, . The simulation step for m, is chosen to be 0.05. The load power is assumed
to be fixed for the two-DG case where both DGs are assumed to supply similar power (i.e.
m, =m, =m,/2). The scheduled SFS/OUF parameters are set to cf, =cf, =0.06345 and
K, =K, =0 where cf, and K, are used for the single DG case. The distribution system line
impedance is an important factor that will significantly affect f,. Stronger grid can be
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Figure 3-16: || ||, Vs. m for single DG (solid) and two DGs (dashed) cases with scheduled
SFS/OUF technique. (a) Z,, changes. (b) X, /R, changes. (c) Q, changes.

represented either by lower impedance magnitude (Z ) or lower X, IR, ratio. The parameters

in Table 3-1 corresponds to Z_ = 0.36, X, IR,=15and Q, = 2.5. Parameters are changed one
at a time while others are kept constant and the corresponding values of R, and L, can be

calculated by:

Z Z (X, /R
R = g L, = (X /Ry) (3.14)

TR 2 i (X IR

As seen in Figure 3-16, || f2 ||

increases quadratically as m, increases where higher

norm value is obtained as Z, or X, IR, ratio increases which indicates weaker grid. Also,
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higher Q, value compresses frequency transition caused by switching and resulted in lower

norm values. The results for a two-DG case are slightly smaller than single DG and the

difference is negligible. Furthermore, other parameters could influence frequency error norm

such as PLL proportional gain (k. ) where || f? ||, decreases as k, is decreased. Another

parameter is load active power ( P, ) where higher P_ value corresponds to lower load resistance
(R) value which results in lower || f7 ||, . Figure 3-17 shows || f? ||, versus m for a single DG

case at different cf and K values. The RLC load was setto f,=60Hz and Q, = 1.
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Figure 3-17: || f2]. Vs. m for single DG scheduled SFS/OUF IDM at Q, = 1. (a) K=0.05,
cf changes. (b) cf =0.05, K changes.

Figure 3-17 (a) shows that as K is kept at 0.05 and cf increases, || f.” ||, increases quadratically

0

as m increases where higher norm value is obtained at higher cf . On the other hand, Figure

96



3-17 (b) shows that for high K values, there is an upper limit on m after which the system
become unstable while grid is connected. For K= 0.1 and 0.2 the system becomes unstable for

m higher than 1.65 and 0.8, respectively.

Similarly, for scheduled SFS/SFS technique, || f. || versus total DGs-load power share (
m,) will be used to study the effect of different parameters on single and multiple (N=2) DGs
cases as shown in Figure 3-18. The scheduled SFS/SFS parameters are set to cf, =cf, =0.03181

and K, =K, =0 where cf, and K, are used for the single DG case.
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Figure 3-18: || f ||, Vs. m for single DG (solid) and two DGs (dashed) cases with scheduled
SFS/SFS technique. (a) Z, changes. (b) X, /R, changes. (c) Q, changes.
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As seen in Figure 3-18, || f2 || increases quadratically as m, increases where higher

norm value is obtained as Z, or X, /Rg ratio increases which indicates weaker grid. Also,

higher Q, value resulted in lower norm values. Similarly, results for the two-DG case are

slightly smaller than the single DG case. It is noticed that results in Figure 3-18 are similar to the

results obtained in Figure 3-16 although the value of cf used in scheduled SFS/SFS technique is

almost half the value used for SFS/OUF. Therefore, one can conclude that similar || f? ||, values
are obtained for both techniques to achieve a certain Q; at K =0.
Figure 3-19 shows || f? ||, versus m for a single DG with scheduled SFS/SFS technique

at different cf and K values. The RLC load was setto f,=60Hz and Q, = 1.

©
>
I

Figure 3-19: || 2|, Vs. m for single DG scheduled SFS/SFS IDM at Q, = 1. (a) K =0.05,
cf changes. (b) cf =0.05, K changes.
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Figure 3-19 (a) shows that as K is kept at 0.05 and cf increases, || f.” ||, increases quadratically

0

as m increases where higher norm value is obtained at higher cf . The || f?||,, values obtained

for each cf value is almost four times the value obtained by scheduled SFS/OUF at similar cf

values. Similarly, Figure 3-19 (b) shows that for K= 0.1 and 0.2 the system becomes unstable

for m higher than 1.65 and 0.8, respectively.

3.1.7 Discussion

Results from Figure 3-17 and Figure 3-19 confirm the outcomes in [63] where high K

reduces the maximum allowable share of load power from DG (m) while cf has no impact on
maximum allowed m. Consequently, there is a tradeoff design problem when choosing

scheduled SFS parameters (cf and K) and the tradeoff is between maximum allowable || 2.,

and required DG-load power share (m). || f.” ||, is proportional to the value of cf which in turns

degrade DG power quality [45]. Therefore, the proposed scheduled techniques are very useful
for systems with high penetration of DGs since they reduce the requirements of K which will
lead to lower negative impact on system stability while grid is connected.

For design purposes, the || f2||, —K curve and the cf —K curve are proposed for both
techniques to meet a certain Q; value as seen in Figure 3-20 and Figure 3-21. Let us assume
that the load operating point of interest lies inside Q,> 1 region. Hence, the RLC load is set to
Q, = 1. The rest of parameters are as shown in Table 3-1.

For example, if Q7 =25 and | f2 ], < 0.02 are requirements to be met for scheduled

SFS/OUF technique, then the range of K can be found from Figure 3-20 (a) to be between
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Figure 3-20: (a) || f2 ||, —K curve (b) cf —K curve for scheduled SFS/OUF technique at
different Q7 ’sat Q, = 1.
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Figure 3-21: (a) || f2 ||, —K curve (b) cf —K curve for scheduled SFS/SFS technique at
different Q7 ’sat Q, = 1.

0.0375 and 0.053 which corresponds to cf values between 0.0449 and 0.0372, respectively. This

range is limited from the right, as shown in Figure 3-20 (b), by positive critical cf (cf,) value

defined in (3.9) after which no improvement will be obtained from using scheduled SFS/OUF in
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comparison to regular SFS technique. It is proposed that cf = 0.0449 and K= 0.0375 to be
chosen since stability degradation will be minimum in this case while other objectives are
achieved. Other combinations of cf and K in the linear range determined above could be
chosen depending on other introduced requirements you might have but the further you increase
K, the less improvement is obtained from using scheduled SFS/OUF in comparison to regular

SFS. On the other hand, if Q7 =2.5and || f2? |, < 0.02 are requirements to be met for scheduled

SFS/SFS technique, then the range of K can be found from Figure 3-21 (a) to be between

0.0149 and 0.053 which corresponds to cf values between 0.0229 and 0.00003, respectively.
This range is limited from the bottom, as shown in Figure 3-21 (b), by cf = 0 line at which no

improvement will be obtained from using scheduled SFS/SFS in comparison to regular SFS
technique. It can be noticed that a larger range of K values are obtained for scheduled SFS/SFS
technique in comparison to SFS/OUF while same requirements are met and this counts as an
advantage for scheduled SFS/SFS IDM where dependency on K can be reduced further to
eliminate NDZ. It is suggested that cf = 0.0229 and K = 0.0149 to be chosen for scheduled
SFS/SFS technique where the required K value is less than half the value required for scheduled
SFS/OUF.

It is important to note that proposed techniques were studied for DG systems with
constant current controller. In [40], it is shown that SFS is more effective for constant current-
controlled inverter in comparison to constant power-controlled inverter where the later controller
counter effect perturbation introduced by SFS. Also, the steady-state frequency after islanding (

f,,) for constant power controller is given by [38]:

f.2+ foi f.—f2=0, (3.15)
PQ,

101



where P and Q are the active and reactive powers injected by the DG system, respectively. The
scheduled perturbation technique relies on the drifting action introduced by cf to trigger the
OUF relay. It is clearly seen from (3.15) that the islanding frequency is independent of cf value

and hence the scheduled perturbation technique is not suitable for DG systems with constant
power controller. Also, the detection time for the scheduled perturbation technique is
inconsistent since it depends on the load operating point falling outside the NDZ of the switched
IDM in addition to the load characteristic. Moreover, for systems with a very large number of
DGs, implementing this technique will be too involved and it might be extremely difficult to
synchronize their performances. As a result, a new active IDM is proposed for multi-DG systems
where no communications are needed among different DGs. The proposed technique is shown to
be scalable and robust against different loading conditions, variation in grid stiffness level, and

different types of power system disturbances as will be seen in the next section.

3.2 Transient Stiffness-Measure for Islanding Detection of Multi-DG System

3.2.1 Introduction

Small-signal stability analysis has been used to study the effect of adding inverter-based
DGs on distribution networks stability in addition to the contribution of implemented control and
IDM schemes in single and multi-DG system stability [71]-[75]. In [75], a detailed small-signal
analysis is used to study the effect of different IDMs on the stability of single and multi-DG
systems under constant current and constant power controllers. Constant current/power
controllers are useful for DGs working in the grid-connected mode while stand alone or micro-
grid operation is considered as a major drawback for aforementioned control schemes. This is

mainly because both the constant current and constant power controllers do not provide
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appropriate Power Management Strategy (PMS) that is required to support both the voltage and
the frequency within the micro-grid. In [76]-[78], switching control strategies are proposed to
support the voltage of the micro-grid in the stand alone mode. The problem with these techniques
is that a large transient/oscillation is introduced as a result of switching between different modes
of control. The switching process between different control modes is typically triggered by an
IDM that detects an islanding condition, which mostly depends on the island voltage or
frequency drifting outside pre-specified thresholds. Hence, the recovery process of both the
frequency and voltage of the micro-grid becomes more difficult and introduces large transients.
Alternatively, droop controllers, which replicate the droop characteristic of synchronous
generators, are proposed for micro-grid power management strategies or power sharing
mechanism [71], [79]-[89]. In [81], an integral-derivative power terms are added to the
traditional droop controller in order to enhance the transient performance of droop controllers. In
[82] and [89], a virtual output impedance is used to improve the active and reactive power
decoupling performance. In [71], an active/reactive PMS is proposed, and it includes a frequency
restoration term, and frequency/voltage droop blocks in addition to the typical power regulator.
The detail of this strategy is shown in Appendix C.

The objective of this section is to propose a new active IDM for a multi-DG system such
that no communications are required among different DGs. The proposed technique is based on
the idea of transient stiffness measurement for the multi-DG system where a clear separation is
established between prior- and post-islanding stiffness measures. The idea was inspired from the
simple mass-spring-damper system and is expanded to be applied to the multi-DG system.
Small-signal models for both the single and multi-DG systems are developed and used for

simulations along with equivalent average Simulink models. The proposed technique is suitable
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for different types of DG controllers and is shown to be robust against different types of power
system disturbances.

The rest of this section is organized as follows. Subsection 3.2.2 presents the multi-DG
system under study. The design concept for the proposed multi-DG IDM is introduced in
subsection 3.2.3. The proposed IDM are tested for single and two-DG systems in subsection

3.2.4. Finally, discussions are presented in subsection 3.2.5.

3.2.2 System Under Study

A single-line diagram for the general N-DG system is shown in Figure 3-22 where N is
the number of connected DGs. The detail of this model can be found in Appendix C. In Figure

3-22, L, and R, corresponds to the inductance and resistance of the utility line, respectively.
The utility or grid voltage is v, and the voltage at the point of common coupling (PCC) is v,
. For the i"" DG, the output power is P' — jQ' and the output current is i.... The negative sign in
the reactive power indicates that Q' is the reactive power absorbed by the i DG. The inductance

of the i" inverter filter is represented by Lif . Py +JQy Iis the power imbalance between the

N . . .
parallel RLC load (P, + jQ,) and the total power output supplied by all DGs (Z P'—JQ"). The
i=1
current absorbed by the grid is i,,,.. For the parallel RLC load, ig,, » I e, @aNd g, are the
resistance, inductance, and capacitance currents, respectively. A circuit breaker (CB) is used to
simulate an islanding situation by disconnecting the grid. In this model, an average model for the

three-phase Voltage Source Inverter (VSI) is employed where the pulse width-modulated

(PWM) signal generator, the dc source, and the switching power electronics devices are replaced
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by a three-phase controlled voltage source [13], [38], [63]. A three-phase PLL is used to measure
the frequency of the PCC voltage. The interface control used for each DG includes a current
regulator in addition to the PMS introduced in [71]. The details for deriving small-signal models

for single and multi-DG systems can be found in Appendix C.
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Figure 3-22: Single-line schematic diagram of multi-DG system.

3.2.3 Design Concept

The idea behind the proposed technique is to introduce a measure for the transient
stiffness of the multi-DG system such that a clear separation is obtained for stiffness measures
prior- and post-islanding condition. First, the concept of system stiffness is introduced in

subsection 3.2.3.1. Then, the idea is expanded to the multi-DG system in subsection 3.2.3.2.

3.2.3.1 Introduction to Stiffness Measure

In order to understand the concept of system stiffness, the typical mass-spring-damper

system shown in Figure 3-23 is studied.
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Figure 3-23: Diagram of mass-spring-damper system.

In Figure 3-23, m is the body mass, k. is the spring constant, d is the damping

coefficient, and f(t) is the applied force. The spring constant K is also known as the stiffness
measure of the spring characteristics. By applying Newton’s second law on Figure 3-23, the
spring damper model can be represented by the following equation:
mX = -k, x—dx+ f (t), (3.16)
where x is the displacement. Let us define the following state:
z2=[z, z,|' =[x x[.

Then, (3.16) can be rewritten in the state space form as follows:

[0 1 0
z(t)_{_kslm _d/m}z(t)+{1/m}f(t). (3.17)

Assuming unity mass (m=1), the state-to-input transfer functions are obtained as
follows:

Z,(s) _X(s) 1 B 1
F(s) F(s) s?’+ds+k, s°+2w s+’

(3.18)

Z,(s) sX(s) _ S B S
F(s) F(s) s’+ds+k, s*+2w,s+a?’

(3.19)
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where s is the Laplace operator, w, =\/k—S is the radian resonance frequency, and ¢ = ij— is
S

the damping factor. The peak frequency, which is the frequency that corresponds to the

maximum magnitude of the frequency response, for (3.18) is given by:

o , ¢ >1/42
e 1-207 & <142

On the other hand, the peak frequency for (3.19) is @, . Then, the infinity-norm of (3.18) and

(3.20)

(3.19) can be obtained as follows:

1/k,, d >./2k
R R IR
F(s) g 4k, —d? W <2k,
1 £>142
oy
n @, - _—
24w, y1-¢* a
sX(9) _1_ 1
F) | d 2w,
X(s)

Let us define H(s) = = . Then, the stiffness measure K, is initially calculated from
S

(3.21) as follows:

2 2
- [sHE), ), 1 . [sHE), (3.22)
HO. ) 4shes)s LIHE),
The damping condition is then tested to reset k, to 1/[H(s)|, if d=>.2k; where

d =1/|sH(s)|, , and Kk, is calculated by (3.22).
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3.2.3.2 Stiffness Measure for the Multi-DG System

Now, let us look at the multi-DG system in Figure 3-22 for which a small-signal model is
derived in Appendix C. From the basic principle of power flow, the following transfer function is
considered:

A} (s)
AP/ (s)

[¢]

H. (s) : (3.23)

where o, =,/ w,, o, is the inverter terminal voltage angular frequency acquired by PLL, A
is the small-signal variable, and AP/' is the i DG variation in input active power. For a single
DG system, one can easily design for AP, such that the measured w, is used to identify H, .

Then, the stiffness of the single DG system can be approximated by (3.22) assuming that the

second order terms in the transfer function H_ are dominant. However, for a multi-DG system,
the problem becomes more complicated due to spectral overlapping in «, as a result of

disturbing each DG separately. Hence, the problem that should be addressed is how to design for
AP, such that an overall measure of stiffness can be obtained from measuring «, with no
communication needed among different DGs. The proposed idea in this work relies on the

concept of dispersed frequencies in the Discrete Fourier Transform (DFT) to define for an

overall stiffness measure for the multi-DG system.

The input disturbance AP,'[n] for the i DG is designed as follows:

AP/'[n] = ﬁicos(w,‘ (n-1T,), (3.24)

1=1

where N=12,---,N;, af =2A4", ' =[k + M (Nk, +i-D]f,, T

S

=1/ f,: is the data sampling

interval, A is the disturbance amplitude, k, =01---,M, -1, k,=01---,M, -1, M, is the
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f, +f
number of consecutive frequencies disturbed by the i DG, M, :floo{g) f, is the

1 'step
maximum frequency injected by the input, and M =M,M,. The distribution for the DFT of
input frequency components for each DG is shown in Figure 3-24. It can be seen from Figure
3-24 that the first M, frequency components are injected by DG1, the second M, frequency

components are injected by DG2, and so on up to the N" DG. The disturbed bands for each DG

are separated by f_, in order to avoid overlapping between different DGs’ spectral components.

Then, the sequence is repeated M, times to cover the whole region between 0 and f, .

DG1 . DGN
. My fregs. ! | ' Seq. repeated
‘component | | . My times
1 1 1 1 >
0 (Ml'l)fstep f

Figure 3-24: Distribution of frequency components for disturbed inputs.

The design parameters in (3.24) are f,, f f., N;, A, and M,. The relation between

step ?
some of those design parameters and design conditions can be obtained from DFT properties,
practical considerations, and the uniform band-pass sampling theorem [90]. According to [90],
the minimum sampling frequency to avoid aliasing for a single band-pass signal, with a center

frequency located at 0.5f,, is the Nyquist sampling rate. Hence, f, should be chosen to be

u'?

greater than or equal to 2f,. For convenience, f, is chosen to be 7.68 kHz which corresponds to

128 samples/cycle at 60 Hz. Let us assume that the time interval for collecting data (T ) is fixed
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to 0.1s. Then, N; is equal to f.T = 768 points. By fixing the value of T, the minimum

frequency resolution of input DFT is also fixed to 1/T = 10 Hz. Thus, f__ is setto 10 Hz. In

step

addition, let us assume that the frequency region of interest for calculating the infinity norm is

[f,, f.] where f, is setto 60 Hz and f, is equal to 0.5 kHz. Then, f, is chosen to be equal to

5f.= 2.5 kHz to allow for more frequency components to be considered into the DFT and hence

a higher accuracy is obtained for H . The choice of f, and f, values are based on the physical

knowledge of the system and is verified by simulation. The choice of M, value is critically
important for multi-DG system and hence it will be studied further in subsection 3.2.4.2. The
disturbance amplitude is set to one (A=1).

For design purposes, the protection engineer needs to know the total number of DGs (N)
within the micro-grid of interest and hence an index should be assigned to each DG. Also,
similar design parameters for (3.24) are used for each DG system. Then, the following procedure

can be used to estimate an overall stiffness measure for a multi-DG system with N DGs:

1) The disturbance input AP/'[n], defined in (3.24), is injected by the i™ DG where
n=12,---,N;,and i=12,---,N.

2) Forthei" DG, measure w,[n] where n=12,--+,N;.

3) w,[n] is normalized by @, and then the dc component is removed by subtracting one to
obtain Aw;[n].

4) Apply Discrete Fourier Transform (DFT) on Aw,[n] to get AW, (jo,) where

k=12,---,N; . The DFT is defined as follows:
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: 1 & -2 (na)(c-1)
AW, (joo,) = N—ZAa);, [nle ™ , (3.25)
T n=1

where @, =§—”(k—1)fs and f, :%e[o, f_fIN,].

.
5) The estimated overall frequency-response over the region of interest is given by the
following equation:

(o) =S AW, (j). (3.26

where o, =2, and f, e[f,, f.].
6) The estimated stiffness for the overall multi-DG system in dB is calculated as follows:
max o, (jo,)

S, (dB) = 20log G- , 3.27
°| maH, (o) o0

In practice, an additional low-pass filtering stage could be applied to @, [n] at step 3 of
the aforementioned procedure to remove high-frequency harmonics and noise. Then, the filter
response should be accounted for in (3.26) to calculate the right H . The previous process is

repeated every T second. Then, the proposed stiffness-measure IDM is defined as follows:

{§w <S.,, Islanding is detected (3.28)

S,>S.,, Normaloperation
where S, is the stiffness threshold value in dB that separates islanding from non-islanding
conditions. S;, is designed such that the proposed IDM is robust against different loading
conditions, variation in grid stiffness level, number of connected DGs, and different types of
power system disturbances. S;,, is set equal to 59 dB. The theoretical stiffness-measure for the

N-DG system is defined as follows:
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max o[, (jo)

l N welwy,w, ]
S, (dB)=— > 20log S , (3.29)
N; v rpax]H,'o(Ja))‘
where @, =2f, and o, = 2f_.
3.2.4 Results

The proposed stiffness-measure IDM in subsection 3.2.3.2 is verified using an average
model implemented in MATLAB Simulink. The detail of the model can be found in Appendix
C. For illustration purposes, the results for single and two-DG systems are considered and the
concept can be easily extended to the general N-DG system. Unless mentioned otherwise, the
single and multi-DG model parameters, introduced in Table C-1 and Table C-2 in Appendix C,
respectively, are used for simulation. The three-phase base power is 10kVVA. The parallel RLC

load parameters provided in Table C-1 correspond to a 10kW load with f,=60Hz and Q, = 2.5.

3.2.4.1 Sensitivity Study for a Single DG System with Parallel RLC Load

The purpose of this study is to understand the effect of important parameters on the
stiffness measure for a single DG system. The small-signal model for a single DG system,

developed in Appendix C, is used for sensitivity analysis. The stiffness measure obtained from
an ideal H is compared with the estimated one obtained from H . Five factors are investigated

in this section and they are: the load parameters, the distribution line impedance, the SFS
parameters, the maximum levels of power, and the proportional gains of different Pl controllers.
The range of variation for each parameter is chosen such that the stability of the single DG

system is maintained before and after islanding condition.
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e Load Parameters
The RLC load parameters include load power level (P, ), load quality factor (Q, ), and
load resonant frequency ( f,). These parameters are changed one at a time while others are kept

constant and the corresponding values of the three-phase RLC load are calculated as follows:

W QR

—_w_c = , 3.30
P, 27 f,QP." " 2zfV,’ (3.30)

where V,, = \/§Vr is the line-to-line RMS grid voltage. Figure 3-25, Figure 3-26, and Figure 3-27

show both the actual (S, ) and estimated (§w) stiffness measure before and after islanding for
different P, Q,,and f, values, respectively.

It can be seen from Figure 3-25 that as P, increases, the stiffness measure before

islanding decreases while it increases after islanding. As the value of P, increases, the reactive
power of both the capacitance and inductance increases accordingly to maintain a constant load
Q, value. The stiffness measure before islanding depends on the exchange of power between the
load and the grid as well as the reactive power exchange between the capacitive and inductive
parts of the load. When P, increases, the grid will respond by injecting more active power and

hence a higher stiffness measure should be obtained. However, the exchange of higher reactive
power within the load will have a higher negative impact on the stiffness and hence the overall
stiffness of the system will decrease. On the other hand, the stiffness measure after islanding
depends on both the interaction between the PMS and the load, and the characteristics of the

parallel RLC load. Therefore, as the value of P, increases after islanding, the DG will respond

by injecting higher active power and hence the overall stiffness will increase. The stiffness gab,

between §w values for prior- and post-islanding condition, changes from 6.94 to 3.74 dB as P,
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Figure 3-25: S (solid) and §w (dashed) before (blue) and after (red) islanding for different P,
values.
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Figure 3-26: S, (solid) and §w (dashed) before (blue) and after (red) islanding for different Q,
values.
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Figure 3-27: S (solid) and §w (dashed) before (blue) and after (red) islanding for different f,
values.

is increased from 0.5 to 2 pu, respectively. From Figure 3-25, a threshold value of 59 dB

provides a clear separation between prior- and post-islanding regions and hence the value of S,

is set to 59 dB. The 59 dB threshold provides appropriate classification of islanding condition for

P values up to 3 puat Q,=25and f,= 60 Hz. The difference between estimated and actual

stiffness is a result of the 10Hz resolution used for calculating || I:Iw |, where a Maximum

o0

Absolute Error (MAE) of 0.33 dB is obtained for this case. Figure 3-26 shows that as the load

Q, increases, the stiffness measure before islanding decreases while it decreases after islanding.
As the load Q, value increase, the load capacitive and inductive parts exchange higher reactive

power and hence lower S, value is obtained before islanding. For the parallel RLC load, a
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higher Q, value corresponds to lower bandwidth or lower damping ratio. The increase in
stiffness measure after islanding, for high Q, value, is a result of a higher resonance frequency

for H_, and hence lower ||H ||, value is obtained. At Q, values equal to 0.5 and 5, the

o0

stiffness gab is 14.22 and 3.11 dB, respectively. The MAE for this case is 0.36 dB and the 59 dB
threshold provides appropriate classification of islanding condition for Q, values up to 8.5 at P,
=1puand f,=60 Hz. Figure 3-27 shows that for f, values below 60Hz (capacitive load), a
lower S, is obtained while f, values above 60Hz (inductive load) resulted into a higher S,
value. In the capacitive load case, the grid responds by absorbing a higher reactive power and
hence the value of S, decreases as the load becomes more capacitive. On the other hand, the
grid injects more reactive power as the load becomes more inductive and the value of S,
increases accordingly. The change of S, values, within the tested range of f_, is slight and a

larger range of f, could result into unstable operating point after islanding due to the inability of

PMS to support the micro-grid frequency. The MAE obtained for this case is 0.24 dB.
e Distribution Line Impedance

The distribution system line impedance is an important factor that will significantly affect
S,, Value. Stronger grid can be represented either by lower grid impedance magnitude (Z) or
lower X, /R, ratio. The parameters in Table C-1 corresponds to Z =0.2Q, and X ,/R;=15.

Parameters are changed one at a time while others are kept constant and the corresponding

values of R, and L, can be calculated by:

Z Z (X.IR
R, = g L = o (X /Ry) (3.31)

©ex IR 2 i (X IR
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Figure 3-28 shows the effect of X, /Rg ratio and Z_ value on both the actual and

estimated stiffness measure before and after islanding.
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Figure 3-28: S (solid) and §w (dashed) before (blue) and after (red) islanding. (a) Z,=0.2,
X, IR, changes. (b) X,/R,=15, Z  changes.

Results in Figure 3-28 show that a weaker grid, which corresponds to higher X /R,
ratio or higher Z ; value, resulted in a lower stiffness measure and hence reducing the separation

gab between prior- and post-islanding stiffness measures. The gab shrinks from 9.43 to 3.93 dB

as X, /R, ratio changes from 0.3 to 5, respectively. Also, as Z , value changes from 0.05 to 0.4

Q, the corresponding gab changes from 9.8 to 3.07 dB. The MAE from Figure 3-28 (a) is 0.27

dB while MAE of 0.15 dB is obtained from Figure 3-28 (b). The 59 dB threshold provides

appropriate classification of islanding condition for Z  values up to 0.54 Q at X4 /Rg =15o0r
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any practical range of X, /Rg ratio at Z,= 0.2 Q. Hence, the proposed technique provides
robust performance for a very wide range of Z values and X, IR, ratio.

e The SFS Parameters

In [63], it is shown that the SFS gain (K, ) has significant impact on the stability of a

single DG system. Since the proposed IDM is an active technique, the existence of other active

IDMs such as SFS could degrade the performance of the proposed technique. Figure 3-29 shows
the effect of cf, and K, on the stiffness measure before and after islanding. It is shown that cf
has negligible effect on the stiffness measure and hence a constant S, is obtained. On the other
hand, the SFS gain has a negative impact on the system stability and hence a lower S value is

obtained when the grid is connected to the DG system. The stiffness gab reduces from 5.01 to

3.78 dB as the value of K, changes from 0 to 0.02, respectively.
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Figure 3-29: S (solid) and §w (dashed) before (blue) and after (red) islanding. (a) K, =0, cf,
changes. (b) cf,=0, K, changes.
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e Maximum Levels of Power

The maximum levels of allowed power in the DG system are used for calculating droop

gains (1/K, and 1/K ) in the utilized PMS. Hence, the effect of using different droop gains is
studied accordingly. Figure 3-30 shows the effect of different P, and Q,, Vvalues on the

stiffness measure before and after islanding condition.
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Figure 3-30: S, (solid) and §w (dashed) before (blue) and after (red) islanding. (a) Q,., = 0.2,
P.x changes. (b) P, =12, Q,, changes.

Figure 3-30 shows that as the per-unit value of P, or Q.. isincreased, the value of S

decreases accordingly. The increase in maximum level of power results into lower droop slope or

higher droop gains. Hence, a larger weight is applied to the frequency/voltage error which

negatively affects the stiffness measure and a smaller S_ value is obtained. The gab shrinks
from 5.14 to 4 dB as P, changes from 1 to 1.5 pu, respectively. Also, as the value of Q,,
changes from 0.1 to 0.7 pu, the corresponding gab changes from 5.28 to 3.37 dB, respectively.
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The MAE obtained from Figure 3-30 (a) and (b) are 0.31 dB and 0.21 dB, respectively. A large
value of droop gains could significantly degrade the system stability after islanding and the
system could become unstable. Therefore, the droop gains should be designed carefully such that
high system stiffness is maintained.
e Proportional Gains

There are four types of different Pl controllers in the single DG system derived in
Appendix C. The controllers are constant current controller, constant power controller, PLL
controller, and frequency restoration controller. The PLL and frequency restoration controllers
affect frequency directly and hence are expected to have significant influence on the stiffness
measure. Figure 3-31 and Figure 3-32 show the effect of different proportional gains on the

stiffness measure.
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Figure 3-31: S, (solid) and §w (dashed) before (blue) and after (red) islanding. (a) k,,= 0.5,
K, changes. (b) k,;=0.5, k,, changes.
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Figure 3-32: S, (solid) and S:w (dashed) before (blue) and after (red) islanding. (a) kppLL: 50,
Koes changes. (b) K gs=0.5, K, changes.

Results in Figure 3-31 show that as k, or k,; value increases, the value of S, before

pi
islanding increases since a higher proportional gain will result into a higher infinity-norm value

for sH_ . On the other side, the increase in kpp value after islanding resulted into a slightly lower

S, value due to the small decrease in the resonance frequency of H_, while the increase in kpi

w!

value has a negligible effect on S, value after islanding. The slight decrease in S, was
undetected by §w due to the 10Hz frequency resolution used. Figure 3-32 shows that as K 5 or

kaLL value increases, the value of S, decreases accordingly. This is a result of the larger weight
applied to the frequency error which negatively affect the stiffness measure obtained from
frequency variation. The MAE for all these cases is 0.38 dB. For design purposes, the values of
kpRS and kaLL should be chosen carefully such that a sufficient gab in stiffness is maintained. A

Kors = 0.5 and k5| =50 is chosen and will be used for the rest of simulations.
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3.2.4.2 Effect of Load Share Ratio on Stiffness for Multi-DG System

First of all, the input design parameter M, presented in (3.24), should be optimized for

the multi-DG system. As mentioned in subsection 3.2.3.2, M, corresponds to the number of
consecutive frequencies disturbed by the i"" DG. The Mean Squared Error (MSE) of stiffness

measure is used for optimization and the load Q, value is changed from 1 to 5 at a step of 0.2.

The MSE is defined as follows:

MSE:Nii(éw(j)—sw(j))z, (3.32)
Q 1

where N, is the number of different Q, values used for calculating the MSE. For the two-DG

system, the parameters given by Table C-2 in Appendix C are used. Similar parameters are used

for the 3-DG and 4-DG systems with k> =5 and k; =1. Also, the load is assumed to be equally

shared by all DGs and hence P!' is set equal to 1/N per-unit where N is the number of
connected DGs, and i is the DG index. The maximum power is normalized by the number of
DGs to avoid system instability and hence P! =1.2/N and Q/. =0.2/N in per-unit system.
Figure 3-33 shows the effect of different M, values on the MSE for different number of
connected DGs. It can be seen from Figure 3-33 that a minimum MSE is obtained for all
simulated cases at M, =1 and hence M, is set equal to 1 for the rest of simulations. At M, =1,

the Maximum Absolute Error (MAE) is 0.67, 1.02, and 1.37 dB for 2-DG, 3-DG, and 4-DG
systems, respectively.

For the two-DG system, let us define the load share ratio to be m'=P/?/P/* where

P/* +P/?= 1 pu. The maximum powers for the two-DG system are set as follows: P/ = 0.6,
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Figure 3-33: MSE versus M, for different number of connected DGs.

P2 =107 Q. =01, and Q2 = 0.2 pu. The rest of parameters are similar to Table C-2
introduced in Appendix C and the proportional gains of constant power controllers are initially
set to k;p:kfm: 0.5. Two cases are considered for simulation. For the first case, the Power
Management Strategy (PMS), described in section C.2 in Appendix C, are employed for both
DGs. On the other hand, the PMS is implemented for DG1 only while DG2 employs a constant
power controller in the second case. Figure 3-34 and Figure 3-35 show the effect of m’ on SA[,,
for a two-DG system with different parameters for cases 1 and 2, respectively.

In Figure 3-34 (a), it can be seen that no significant change in S value is noticed as m’

changes for a two-DG system with slightly different droop gains. The gab is reduced from 9.92

!

to 3.26 dB for Q, values of 1 and 5, respectively. Also, Figure 3-34 (b) shows that as m
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Figure 3-34: §m versus m’ for a 2-DG system before (solid) and after (dashed) islanding with
PMS employed at both DGs. (a) k7,= 0.5, Q, changes. (b) Q,=2.5, k;, changes.
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Figure 3-35: §m versus m' for a 2-DG system before (solid) and after (dashed) islanding with
PMS employed at DG1 only. (a) kZ,=0.5, Q, changes. (b) Q,=2.5, k;, changes.
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increases, the value of S_ before islanding decreases more for higher kz, value while S,
converges to the case kf,p: 0.5 after islanding. On the other hand, results from Figure 3-35 (a)
show that as the value of m’ increases, the value of S, decreases and a lower/higher value of
§w is obtained for larger Q, value during before/after islanding condition. At m'= 1, the
stiffness gab is 9.07, 5.49, and 3.51 dB for Q, value 1, 2.5 and 5, respectively, while at m'= 4,
the gab is 9.86, 3.97, and 3.34 dB for Q, value 1, 2.5 and 5, respectively. Figure 3-35 (b) shows
that as the value of m' increases, the value of S, decreases where a higher S_ value is obtained

for larger k,fp value. Hence, the PMS provides a higher §w value and the use of different control

schemes can significantly degrade the system overall stiffness when DGs with lower stiffness
provides higher power ratio. However, the 59 dB threshold maintains a robust islanding

detection performance for all simulated cases.

3.2.4.3 Robustness against Other Power System Disturbances

In this subsection, the performance of the proposed IDM during different types of power
system disturbances is verified. In addition to islanding condition, the proposed IDM is validated
during load variation, capacitance switching, and three-phase-to-ground fault. An average
Simulink model of a two-DG system, shown in Figure 3-22, is used for simulation. The
switching load and capacitance are connected in parallel to the RLC load. The parameters used

for the two-DG average model are given by Table C-2 presented in Appendix C. The RLC load

power is assumed to be equally shared by both DGs (i.e., P* =P/?= 0.5 pu). The three-phase

base power is 10kVA and the line-to-line RMS base voltage is 208V. The following cases are

simulated:
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1. A micro-grid formation or islanding condition is simulated by disconnecting the circuit
breaker (CB) at t = 0.5s.

2. A three-phase-to-ground fault taking place at PCC at t = 0.5s and clears out within 0.05s.

3. An additional load, with apparent power equal to 1.0 + j 1.0 per-unit, is connected in
parallel to the RLC load and is switched on at t = 0.5s and off at t = 1s.

4. A capacitance, with reactive power equal to 1 per-unit, is connected in parallel to the

RLC load and is switched on at t = 0.5s and off at t = 1s.

The overall stiffness of the two-DG system is estimated every 0.1s. Figure 3-36 and
Figure 3-37 show the frequency response and estimated stiffness during different types of power
system disturbances, respectively.

Results from Figure 3-37 shows that the stiffness measure changes from 60.93 to 56.79
dB with an overshoot of -0.83 dB during islanding condition. For the three-phase short circuit
fault, S, slightly changes to 61.44 dB and then oscillates until it settles back to 60.93 dB at t =

0.8s. For the load and capacitance switching cases, the stiffness measure increases/decreases

when additional load/capacitance is switched on, respectively. The value of §w is increased to
61.96 dB when the additional load is switched on, while S, value decreases to 60.47 dB with a

large overshoot of 1.94 dB when the capacitance is switched on. The initial value of éw IS

recovered within 0.2s after the additional load/capacitance is switched off. Therefore, the
proposed IDM distinguishes islanding condition from other types of power system disturbances

and hence is proven to be robust against different power system disturbances.

126



f (Hz)

Figure 3-36: Frequency response during different types of power system disturbances.
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3.2.5 Discussion
From subsection 3.2.4.3, it is important to notice that the amount of power level of the
switched capacitance (Qc,) could significantly degrade the stiffness measure. Also, different
values of clearing time (t, ) for the three-phase-to-ground fault could result into significant drop
in §w value since the system stiffness will be corrupted by the ground fault. Figure 3-38 shows
the effect of different Q,, and t, values on S . The value of Q,, is in per-unit system and the

load Q, value isset to 1.
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Figure 3-38: Effect of different Q.,, and t, valueson S, . (a) Q,, changes. (b) t, changes.

It can be seen from Figure 3-38 that as Q.,, increases, the value of S_ decreases and a
S;y value of 59 dB could successfully distinguish islanding condition from capacitance
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switching with Q, up to 2 pu. However, a large overshoot is noticed for the case Q.= 2 pu

where S, changes from 65.21 to 60.88 dB with an overshoot value of 58.89 dB. This value
could trigger false islanding condition when we use the condition presented in (3.28). This issue
could be resolved by adding a delay to the condition presented in (3.28) where a delay of single
measurement cycle (T = 0.1s) could significantly improve the robust performance of the
proposed IDM. Hence, the proposed IDM can distinguish islanding from short circuit faults with
t, up to 0.19s. From a protection point of view, protection devices in the DG system are
supposed to disconnect or isolate the DG from the rest of the grid when persistent fault is
detected. In case islanding operation is not permitted, the proposed IDM will disconnect the DG
system for short circuit faults with t, greater or equal to 0.2s. In case micro-grid operation is
permitted and the IDM is required to distinguish islanding condition from persistent faults, the

proposed technique could be used in conjunction with other protection schemes such as

Over/Under Frequency Protection (OUF). Another way is to modify the proposed IDM in (3.28)

as follows:
S, >Snu Normal operation
Spu, < § <S.,, Islanding is detected (3.33)
§ < Si0s Persistent Fault

where S;,; and S;,, are distinct threshold values that should be designed properly. From

previous results, S;,,=59 dB and S;,,,= 53 dB seems to provide good robust performance for

single and multi-DG systems.
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CHAPTER 4: CONCLUSION

Recently, a lot of work has been conducted to improve efficiency, reliability, safety and
sustainability of distribution network. The tremendous increase in the number of integrated
Distributed Generations (DGs) has stimulated further research toward upgrading existing grid
into the concept of smart grid where information exchange are smartly utilized to improve
interaction between consumers and producers as well as enhancing autonomous robust operation
and protection behavior. Islanding detection and anti-islanding algorithms have been of great
interest to protection engineers in order to improve reliability and safety of grid-connected DGs.
In this thesis, a distributed two-level Islanding Detection Algorithm (IDA) is proposed as well as
other active techniques to improve islanding detection capability for single and multi-DG
systems. Those results were presented in Chapters 2 and 3.

In the first section in Chapter 2, a new Islanding Detection Method (IDM) is developed,
and it involves two dynamic estimators based on the system dynamics during islanding
occurrence. The dynamic estimators estimate both amplitudes and phase angles of the current
injected by the grid at Point of Common Coupling (PCC) in addition to the DG’s local bus
voltage. Analytical and simulation results show superior performance for the PCC algorithm,

especially for high Q, values due to the increase in grid current amplitude. In addition, the NDZ

of the proposed PCC algorithm is very small and it can be approximated by a single line at 60 Hz

for all values of Q, . The time required to detect islanding condition is less than four cycles for

all the simulated cases. Moreover, a distributed multi-DG algorithm is proposed for generalized
multi-DG structure. The distributed algorithm has the ability to detect islanding both locally and

at PCC level. To sum up, the proposed scheme is robust, local and asynchronous, the PCC and
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the DGs are the nodes in the meshed communication network to share local information,
communication is reduced to be the minimum (in both frequency and bandwidth), and the
islanding condition can be distinguished from other types of power system disturbances.
However, the performance of the dynamic estimator during frequency variation relies on the
tracking capability of PLL which is very limited. Also, there is a lack of analytical proof of
robustness and convergence for the RLS estimator. A robust non-linear observer is proposed to
address those issues.

The second section of Chapter 2 presented detailed analytical derivation and proof of
robustness and convergence for proposed fifth-order robust non-linear observer that estimates
amplitude and frequency of a noisy sinusoidal signal. The observer was designed to ensure
robustness and to provide better performance for the islanding detection problem. The time
required to detect islanding condition at PCC is within four cycles for all implemented cases. The
proposed observer showed robust performances against noise, harmonics and disturbances.
Analytical and simulation results show that the performance of proposed observer is superior in
comparison to observers presented in [59]. Also, the proposed non-linear observer is shown to
provide better robust performance against harmonics and noise in comparison to the dynamic
estimator presented in section 2.1.

In the first section of Chapter 3, a scheduled perturbation IDM is developed to reduce

dependency on SFS gain K to eliminate NDZ. The initial chopping fraction (cf ) is increased

alternatively to eliminate NDZ, and the highest reduction from regular IDM NDZ is obtained for
AFD or SFS with zero gain. The scheduled perturbation technique depends on the idea of
combining the advantage of two different IDMs where the overall NDZ is the intersection area

between two different NDZs. Two interesting cases are studied extensively. The first case is to
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apply scheduling between SFS and OUF (SFS/OUF) IDMs. The second case is to use two SFS
(SFS/SFS) with alternating sign of initial chopping fraction. An analytical formula for critical

Q, value is introduced for both regular and scheduled perturbation IDMs. For a single DG

system, simulation results show that proper design of scheduled signal duty cycle is the key to
yield the proposed theoretical NDZ reduction for both cases. On the other hand, it is shown that
synchronization is critical for multi-DG systems and that a maximum delay of 0.33s can be

tolerated for a two-DG system. The || f* |, —K and cf —K curves are presented for choosing
the parameters toward achieving a certain critical value of Q, while ensuring that the square

error in norm is under a certain bound. The proposed scheduling technique should be useful
especially for systems with high DG penetration due to negative impact of SFS gain on stability.
However, the proposed scheduled perturbation is limited to DG systems with constant current
controllers. Also, for systems with large number of DGs, it might be extremely difficult to
synchronize different DGs performances. Hence, a new active technique is proposed for large
multi-DG systems.

In the second section of Chapter 3, a new active IDM is proposed for single and multi-
DG systems. The proposed technique depends on estimating an overall transient stiffness-
measure for the multi-DG system, which is defined in terms of the transfer function infinity-
norm. For multi-DG systems, each DG is required to perturb at distinct frequencies from other
DGs to avoid spectrum overlapping and hence no communications are needed among the
different DGs. The estimated stiffness value is then used to determine the status of the grid
where a clear separation between prior- and post-islanding stiffness is obtained. Results show
that the proposed technique is scalable and robust against different loading conditions, variation

in grid stiffness level, number of connected DGs, and different types of DG controllers.
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Furthermore, the proposed technique can distinguish islanding condition from other types of
power system disturbances such as three-phase-to-ground fault, capacitance switching, and load
variations.

Overall, this thesis investigates the problem of islanding detection where new techniques
for detecting islanding condition have been proposed. The concepts of limited-communication,
synchronization, and distributed behavior have been utilized in the proposed techniques to
enhance the robust and autonomous behavior of multi-DG systems and hence contribute to the
future concept of smart grid. The proposed IDMs in this thesis are summarized as follows:

e A dynamic estimator based on RLS algorithm is presented to estimate the amplitudes and
phase angles of both the DG bus voltage and the grid current. It is shown that the
proposed technique will provide distributed, robust and fast islanding detection capability
with negligible NDZ for single and multi-DG systems.

e A robust non-linear observer is presented as an alternative to the RLS algorithm. The
proposed observer estimates both the amplitude and frequency of the grid current. Results
show that the proposed observer is more robust against noise and harmonics and hence
improve the islanding detection capability for the PCC level algorithm.

e To reduce the NDZ for low-gain SFS technique, a scheduled perturbation IDM is
proposed. This technique reduces the stability impact of K and hence allowing higher
penetration level of DGs into the distribution netwok.

e A transient stiffness-measure for the multi-DG system is developed to detect islanding
condition. The proposed technique doesn’t require any type of communication among
different DGs. It is also shown that the proposed technique is scalable, and robust against

different loading conditions and control schemes.
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CHAPTER 5: FUTURE WORK AND RECOMMENDATIONS

In this chapter, the limitations of this thesis and obstacles encountered are presented in

section 5.1. Additional work and some new directions for future research are given in section

5.2.

5.1 Obstacles and Limitations

Some of the difficulties and obtstacles encountered during this thesis are as follows:

The current regulations and protection devices set by power companies do not provide a
suitable environment to test some of these newly developed IDMs. New standards and
regulations shall be imposed by power companies in order to regulate the amount of
perturbation that can be injected by DGs for the purpose of detecting an islanding
condition. This will regulate the behavior of newly integrated DGs and hence provide a
more flexible environment to experiementaly validate new active IDMs.

Typically, protection engineers try to avoid the use of communication for DGs integraded
at distribution level of power networks. This old strategy should be changed to address
newly developed safety and reliability considerations as a result of the tremendous
increase in the penetration level of DGs in distribution networks. The use of local, low-
bandwidth, low-frequency meshed communication networks will enhance reliability and
safety of integrated DGs as well as provide autonomous and smart interaction behavior
between the DGs and the traditional grid. New standards and regulations should be

developed to regulate these limited-communication schemes.
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The limitations of this thesis are as follows:

The specifications of the communication network required for the distributed two-level
algorithm proposed in Chapter 2 have not been systematically derived. However, the
requirements are expected to be more flexible than the typical meshed communication
network used for cooperative control schemes as seen in [46]. This is due to the
simplicity of the exchanged information where the only information exchanged is the
detection of transition and/or islanding cases between DGs and PCC. The requirement of
the communication system in terms of design is that DG should be able to identify the
source of the originated signal (whether it is PCC or other DGs). This can be easily done
through appending a simple source designation to communication signals. Hence, the
required communication system is not complicated and a secure low-frequency low-
bandwidth communication topology is sufficient to achieve distributed islanding
detection capability for the multi-DG system.

Only three types of control schemes for DG systems are considered in this thesis and they
are: constant current controller, constant power controller, and a simple PMS proposed in
[71]. DG units with other advanced control schemes are not investigated. Also, an
average model for the inverter is used where the PWM signal generator, the dc source,
and the switching power electronic devices are replaced by a controlled voltage or current
source. Hence, the effects of inverter switching are not considered. Also, the interactions
between the proposed techniques in Chapter 3 with the dc side control (for example, the
photovoltaic controller) or the storage system control are not considered.

The analyses and simulations carried out in this thesis assume balanced three-phase DG

systems. Unbalanced loads and unbalanced faults are not considered.
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In the multi-DG system derived in Appendix C, the DGs are assumed to be connected to
the same bus. Also, the models in Appendix C are derived for RLC loads only and no

dynamic loads are included.

5.2 Incremental Work and New Directions for Future Research

In continuation of this work, the following topics are suggested:

The robust non-linear observer presented in Chapter 2 is used to estimate the amplitude
and frequency of grid current only. The proposed observer can be used for estimating
amplitude and frequency of DG voltage as well and hence can be used to enhance the
robust performance of the DG local algorithm. One of the issues encountered in the DG
voltage estimation is the high oscillation in amplitude as a result of using high-gain
observer. One way to addresss this problem is to use variable gains that depend on the
error where smaller gains are used when the error exceeds a certain threshold.

For the proposed active techniques in Chapter 3, a parallel RLC load has been used to
validate the performance of the proposed techniques. In recent studies such as [34] and
[35], it is shown that constant RLC load do not necessarily constitute the worst loading
condition for islanding studies and the load’s frequency dependence could significantly
influence the performance of SFS IDM. Hence, the performance of proposed techniques
in Chapter 3 with frequency and voltage dependent loads can be studied in future work.
Results from this thesis show that the scheduled perturbation technique is not suitable for
DG systems with constant power controller. This is mainly due to the counter effect
action between the controller and IDM. Few ideas can be investigated to address this

problem. One is to reallocate the phase angle transformation block shown in Figure 3-2
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(a) such that the aforementioned negative interference is reduced. Another way is to
explore the applicability of this technique on IDMs that perturb voltage such as SVS.

e The effect of scheduled perturbation on small-signal stability for single and multi-DGs
cases can be studied. An average small-signal stability model can be developed in a
similar way as illustrated in Appendix C. The only difference is that an averaging
technique should be applied to both switching models such that an average model with
duty cycle variable is obtained. Also, conditions can be imposed on the switching system
to ensure stable operation where Eigen-value analysis should be conducted for the
switched system.

Also, some new directions that might be considered for future research are as follows:

e An adaptive cooperative technique can be developed for systems with large number of
DGs where each DG implements a different IDM. The idea behind this technique is to
modify the amount of perturbation injected by each DG such that the overall islanding
detection capability and power quality are optimized. Taylor series expansion can be used
to synchronize between different IDMs perturbation variables. This technique will
require limited information exchange among DGs and is expected to be adaptive, scalable
and robust with respect to different load share ratios.

e Since the objective of active IDMs contradict with the objective of DG controllers, the
concept of game theory could be used to study these interactions for the multi-DG
system. There are many interesting scenarios that can be studied. For example, what will
happen to the multi-DG islanding detection capability if one of the DGs is selfish and

was trying to maximize its own power output without injecting any perturbation?
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Typically, IDMs are evaluated according to their NDZ. There are other factors that
should be considered in the evaluation process such as detection time, price, degradation
to DG output power, stability impact, and robust performance against other disturbances.
A universal tool should be developed to include all these factors where a grade should be
assigned to the IDM under study for each of these factors. This will provide an easy and
systematic procedure for protection engineers to follow and hence the right IDM can be

chosen.
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APPENDIX A:
DERIVATION OF LINEARLY PARAMETERIZED REALIZABLE
MODEL IN LAPLACE DOMAIN
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From the physical knowledge of the system and by using Kirchhoff Current Law (KCL)
and Kirchhoff Voltage Law (KVL) in Figure 2-1, the following differential equations are

obtained

{wa)=—awa)+bﬁxn+mma)—nan AL

i (t)=dv,(t)

where a=i , bzl and d =l.
RC C

According to the second assumption in subsection 2.1.2, the estimated form of the grid

current in the steady state is given by

i,(t) = A sin(@,t +¢,)

= A, cos(p,)sin(a,t) + A sin(e,) cos(w,t) (A2)

Taking the Laplace transformation of (A.1) yields
sV, —v,(0)=-aV, +b[l,+1,,—1,] (A.3)
sl, —i, (0)=dV, (A.4)

where s denotes the Laplace variable, V;, I, I and I, are the Laplace transform of v, i, i,

s

and 1.

inv?

respectively. By substituting (A.4) and the Laplace transformation of (A.2) into (A.3)

and conveniently rearranging terms, one can obtain the following

bs . bs .
V,=—— A_cos L{sin(w 1) )+ ———— A_sIn L{cos(wt
= rasrbd (p.)Lsin(a,) S rassbd >N (cos(w,1)) A5
bs ) b ) '
+ _— v,(0)——— i, (0
s?+as+bd ™ s?+as+hd :(0) s?+as-+hd L)

where L(..) denotes the Laplace operator. The last two terms in (A.5) denotes signals that do not

persist beyond initial transient and hence can be excluded from further analysis for simplicity.

The compact representation of the Linearly Parameterized (LP) realizable model is obtained by
y=WT6 (A.6)
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where y represent a combination of measured signals, W is a realizable regression vector and &

is an unknown parameter vector. By comparing (A.5) and (A.6), one can define

bs
:V . .
Y= s?+as+bd ™
= {—S L(sin(a) t)) __ b L(cos(a) t))}T
s’ +as+hd P s’ +as+hd P

0 =[A cos(p,) A sin(e,)]

In case the value of b is small, it might be useful to multiply the regression vector (W)

and the combined measured signal (y) by a constant (£, >1) in order to keep it above the noise
level and to maintain the persistent excitation characteristic of W . However, in case that the
signal y contains measurement noise, a large value of A, will scale the noise and that will
degrade the estimator performance. Therefore, the value of S, has to be chosen carefully such

that it amplifies the vector W as required. Then, the estimated values of grid current amplitude

(in per-unit) and phase (in degree) can be calculated as follows:

A= 067467 o ="2atan2(,.6)
T

I base

where |, is the single-phase base current.

141



APPENDIX B:
PROOF OF OBSERVER’S ERROR BOUNDNESS
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e Proof of Lemma 1
Let us define the following error signals:
el] = ﬁZ _772
€p=0—p= [e91 eez] =10,-6, ¢,—o,

Then, proposed observer equations in (2.36) can be rewritten as follows:

. T

€ =—ae +¢€ +0v

n n 4 ﬁF F (Bl)
e, =-Tp.e, —op—k,[e +miIM¢p

The Lyapunov function can be defined as:
V= %(es + eHTF’leg)
Its time derivative is:
V =-ae’+uv.e, —oe, T, —k,[eZ +m’]e, T 'Me, ©2)
—oe, Tp—k,[e2+m’]e, T Mg '

The upper bound of the filtered disturbance term o, can be found by defining the

following state matrix:

0 1
=TAT * =
AC L Bo - Bj

where T is the modal transformation matrix of A., [e”*'|<ce™, c aTINT™ I,

c, =—max{Re A1(A.)} and A(A.) is the eigenvectors of matrix A..

Since o(t) is a bounded disturbance, one can obtain the following upper bounds for

sufficiently large t:

|60)I<6, VKD, |vp <D,

where 0 =5(A, +512), b =B,o(l+cc,/c,), and c, = B2 +B2.
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Then, equation (B.2) can be bounded as follows:

Y 2 — -1 2 -1 2 2 2
V<-ae’ +0; |e,7 |—oy, €, —7, (a+ka[e,7+ma])eg2

. . , , B (B.3)
rortlen 161+, (o + kel + M1)€, | P
According to (B.3), V is negative definite outside the following compact set
2 2
. 2 O 2 G+ka[e77+ma] 2
) [en €1 8| 1 @B+ —8y" + ; €y
Q= — 2 12 2 2 2 (B'4)
0 db, _0+ka[e,7 +ma](ﬁszax <0
a 71 V2

It follows from theorem 2.15 and lemma 2.19 (pp.65-72) in [91] that e, , €, and e,, are

uniformly bounded for all uniformly bounded disturbance d(t). Figure B-1 shows the boundary

of the compact set Q@ where parameters in Table 2-3 are used at A,= 0.05 p.u., =1 p.u. and

& = 0.001. The robust stability region is given by the complement of the region defined in (B.4)
and is denoted by Q°. This region is the outside region of the boundary contour in Figure B-1.
Hence, equations (B.3) and (B.4) prove the robustness for the proposed observer in the existence
of a bounded disturbance o(t). Also, it can be seen in Figure B-1 that the projection of

frequency estimate and the o -modification schemes enhance the robustness for the proposed

observer.
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APPENDIX C:
DERIVATION OF SMALL-SIGNAL MODEL FOR SINGLE AND MULTI-
DG SYSTEMS
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This appendix presents the detailed derivation of the small-signal models for single and
multi-DG systems. The DG constant current controller and the SFS IDM are introduced in
section C.1. Section C.2 presents the micro-grid power management strategy used to support
micro-grid frequency and voltage. The rest of the network is modeled in section C.3. The small-
signal models for single- and multi-DG systems with parallel RLC load are derived in sections
C.4 and C.5, respectively. Finally, the single and multi-DG models are validated through

simulation in section C.6.

C.1 Modeling of DG Constant Current Controller and SFS

Figure C-1 shows the details of the current controller, the SFS IDM, and the three-phase
PLL blocks used in each DG’s control scheme. The current controller block is shown in Figure
C-1 (). iy and i

arer are the d- and g-axis DG output current references, respectively. A phase

*

angle transformation is applied to obtain new current references i, and i The angle 6,

gref *
used in transformation is the output of the SFS IDM introduced in Figure C-1 (b). The input

frequency to the SFS IDM (w, ) is measured by a three-phase PLL presented in Figure C-1 (c).
Then, the new references are subtracted from measured output currents (i, and i,) and applied

to proportional-integral (P1) controllers with gains k; and k;, respectively. The d- and g-axis

i 1
outputs of the current PI controller are u, and u,, respectively. Adding v, —i e L, termto u,

and v, +iye,L; termto u, is known as cross-coupling which is used to match control design

equation such that the dq currents are decoupled from each other in terms of control equations,

and also to substitute for voltage drop caused by DG inductance filter (L, ). Finally, a dg-abc
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transformation is applied to construct three-phase voltage signals (v,,V,, and v, ) which will

be used to drive controlled voltage sources as seen in Figure 3-22.

Phase Angle
Transformation Vg

Idref 4 . + Vi
) dref ko +51 | Ud 7\ Vi >
+ N s| + N dg
Va — w cosf. —sind, | i iqow,L 17 Vib
v IPLL-22] sps] o { U I

Ve —> Qp sing;,  cosé,
laret ] Ua P\Vig | fabe | Vie,
+’_<; s | o+

|qref

Wy
Va —» 4?%
Va %abc v Koo 4 kipLL @p J‘
b ppLL s |+

d
Ve —> kq 0p

sind,, cosd,

()

sin,cos

Figure C-1: Block diagrams of controller and islanding detection circuits of single DG system.
(a) Constant current controller. (b) SFS IDM. (c) Three-phase PLL.

The abc-dq transformation is known as the park transformation [92]. Park transformation
is used to convert three-phase AC quantities into two DC quantities to simplify calculations and
control design. The relation between abc frame and dq frame is shown in Figure C-2 [75]. The
transformation between abc and dqg frames is given as follows:

Vo | 2 cos(@,) cos(@, —2x/3) cos(0, +2x/3) Ya
v, |~ 3| -sin(8,) —sin(0, -27/3) —sin(0, +27/3)| ® |
\Y)

q
c

(C.1)
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A cos(@,) —sin(8,) y
v, |=|cos(@, —2x/3) -sin(@, —27/3) [V“] (C.2)
v, cos(0, +2x/3) —sin(@, +2x/3) |- °

where @, is the phase angle of inverter terminal voltage acquired by PLL, v,,v,,Vv, are the

three-phase inverter terminal voltages, and v, v, are the inverter terminal voltages on dqg frame.

C\ A

\

\

\

\

\ N
/ >3
/

b ,
K

Figure C-2: abc frame and dqg frame.

Let us assume that the three-phase inverter terminal voltage is given as follows:

v, =V cos(at + 9,)
v, =V cos(at —27/3+6,) (C.3)
v, =V cos(at + 27 /3 + 5,)

where V is the voltage amplitude, and  is the voltage angular frequency in rad/sec. The initial
phase angle &, is a constant that can be determined by the steady-state operation point of the
power system. The inverter voltage angle @ in (C.3) can also be expressed as (C.4) if it is
assumed that the frequency change is reflected by the change in the voltage phase angle:

0=awt+s (C.4)
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Then, the dqg inverter terminal voltage in (C.1) becomes

vy =V cos(0—-6,)=Vcos(6-5,)

. . (C.5)
V, =Vsin(@-6,)=Vsin(6-45,)
where &, is the measured voltage phase angle and it is defined as follows:
S,=0,—a,t (C.6)

It can be seen from (C.5) that v, converges to zero when PLL tracks the inverter voltage

angle and hence is used as an error signal that is fed into a PI controller as seen in Figure C-1 (c).

Then, the tracked voltage frequency by PLL is given as follows:

ki
@, = (Kyp + ';LL W, + o, (C.7)
where s is the Laplace variable and 6 is the integration of the frequency defined in (C.7). The

PLL model can be expressed by the following equations:
a')p = kaLLVq + kiPLLVq
O, =@, — @

(C.8)

The tracked voltage frequency , is used as an input to the SFS IDM block to obtain the
transformation angle &, as seen in Figure C-1 (b). The SFS model is represented by the

following equation:
T
0, = E(cfo +K, (0, —o,)) (C.9)

where cf is the initial chopping fraction and K is the SFS gain. It is worth mentioning that the

SFS gain defined in (C.9) is different from the one used in section 3.1 and the relation between

the two gains is as follows:



As seen in Figure C-1, the SFS output &, is used in a phase angle transformation to
obtain new dq current references. The transformation is defined as follows:
Fm} ={C(_)s(¢9f) —sin(é, )}{idm] (©.10)
Fgres sin(@;)  cos(6;) | iy
The new references (i, and i;‘ref) are then used in the current controller loop. Thus, the
phase angle of the reference current is changed by 8, while its amplitude remains unchanged.

For the inverter current control loop, let us define the following states:

g = larer — g

A (C.11)
qu = Iqref - Iq
Then, the inverter current control can be described by the following:
Vy =U, —o, L i, +V
td d p f-q d (C12)
Vig =Uq + @, Ly +V,
where
u :ki(i*re I )+k||u
¢ e ‘ (C.13)
uq = kpi(lqref I )+ ku uq
The inverter filter circuit equation can be written as follows:
L.i, =V, -V, +o L,i
fid td d p—f'q (Cl4)

Ly =V =V, —@, Ly
By substituting (C.12) and (C.13) into (C.14), the following differential equation can be

obtained:

(kp|(|dref i )+k” Ud)

(C.15)

CI

1
L,
1

L_(kpl(lqref i )+ ku uq)
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Typically, it is more convenient to perform all calculations in per-unit. Hence, a per-unit

system has been adopted according to the following definitions:

RI _ Rx L! _ a)g LX CI _ 1
- ' X ' X ’
Zbase Zbase a)gcxzbase
r_ Vx H Ix P! _ PX ro__ QX
Vx - ' Ix - vix T ' Qx - ’
Vbase I base Sbase Sbase
0)’ _ a)x | _ E Sbase Z _ Vbase
X v "hase 3 V ' base ™ | ’
a)g base base

where S

base

(C.16)

is the three-phase system base power, and V, ., is the peak value of the system rated

voltage. Using the transformation of variables defined in (C.16), equations (C.10), (C.11), and

(C.15) can be rewritten as follows:

itli:ef = COS(Gf )ic’jref _Sin(gf )i(’ﬂ’ef
.,*

’
Iqref

= Sin(ef )itliref + COS(l9f )iqref

-" _ -’* =y
g = larer — g
-" _ -,* =y
qu - Iqref - Iq

i @ Hd o1 oy
Iy = _/g(kpi (Igrer —1g) + kiilud)
L
=y a) -yx -y -y
Iy = L_?(kpi(lqref - Iq) + kiiluq)
f

C.2 Modeling of Micro-grid Power Management Strateqy

(C.17)

(C.18)

(C.19)

The constant current controller shown in Figure C-1 is typically used for grid-connected

inverters. Stand-alone or micro-grid operation is a drawback for the constant current controller

due to its inability to provide power management behavior such that both the voltage and the

frequency are supported within the micro-grid. In [71], an active/reactive power management

strategy is proposed. The proposed strategy includes a frequency-restoration term, and
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frequency/voltage droop blocks in addition to the typical power regulator as shown in Figure

C-3.

Frequency
Restoration P

lgref
——>

|qref
E—

Voltage Droop
(b)

Figure C-3: Block diagrams of micro-grid power management controller. (a) Active power
controller. (b) Reactive power controller.

In Figure C-3, the frequency error is applied to a PI controller, with gains k .. and Ky,

pRS

to obtain Py . Py, isadded to P, to obtain the real power reference of the power regulator block

(P« ) where P, is generated by the frequency droop control. On the other hand, Q,, is

ref
generated by the voltage droop control as shown in Figure C-3 (b). Then, the generated power

references (P, and Q,. ) are subtracted from the measured power (P and Q) and fed into a Pl

ref

controller (with gains k_, and k; ) to generate i, and i respectively, which are used as

qref ?
inputs to the constant current controller shown in Figure C-1 (a). Figure C-4 shows the typical

frequency and voltage droop characteristics [74].
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(b)

Figure C-4: Frequency and voltage droop characteristics. (a) @—P curve. (b) V —Q curve.

The frequency and voltage droop slopes can be calculated as follows:

1- o, V! V!
Kw - a)mln , KV — max min , (C.20)
P/~ P ~Qr

! !
where V. and V.

are the maximum and minimum permissible voltage in per-unit system,

respectively, a,, =2, /o, is the normalized minimum frequency allowed for the DG, and

P, is the initial active power assigned to the DG in per-unit system. P, and Q.. are the
maximum active and reactive power of the DG in per-unit system, respectively. In Figure C-3,
the per-unit RMS voltage, active, and reactive power are calculated as follows:
Vi =V v,
P’ =vgiy +Vgig (C.21)
Q' = Vg —Vgig
It is important to mention that the calculated Q' in (C.21) is the reactive power absorbed by the

DG and hence the minus sign, in Figure C-3 (b), is used to generate Q, . As a result, Q, is the

ref
initial reactive power injected by the DG at nominal voltage in per-unit system. Then, let us

define the following states:
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5 =P’ —PpP'
Po =t 7" (C.22)
qiq = Qref _Q

The power management controller can be represented by the following equations:

_ k
P = 1 (a)g—a)p)+P0'—k'i5p+p—RS(a)g—a)p)
“ “ “ (C.23)

(Vr’ms _Vr:ef ) - Q(;

, 1
Qref == K\,
iéref = kpp(Pr,ef - P’) + kip pl’d

., , , , (C.24)
Iqref = kpp (Qref _Q ) + kipqiq

where V'

ref

: . . 1
is set to a value of 1 in the per-unit system and Q, = K—(\/r’ef -V..).

\Y

C.3 Modeling of Parallel RLC Load and Grid Representation

The DG control and power management strategy are modeled in sections C.1 and C.2.
Figure C-5 shows the three-phase grid-connected inverter-based DG system with parallel RLC

load [75]. In Figure C-5, R, and L, corresponds to the resistance and inductance of distribution

line, respectively. The DG system is connected to the traditional grid through a three-phase

circuit breaker indicated by CB. The power injected by the DG is P—jQ, P_+ jQ, is the
power absorbed by the parallel RLC load, and P, + jQ, is the power absorbed by the

distribution system. The three-phase DG output current is i, 1,,1i., and the DG terminal voltage

c!

iS V,,V,,V,. The parallel RLC load has the following three-phase branch currents: ig,, g, 15 (
R, branch), i,,1,,,1, (L, branch), and i.,,ic,,ic. (C, branch). i, iy, Iy iS the three-phase
current flown into the distribution network, and v, Vv, V.. is the three-phase voltage of the

distribution network supply.
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DG Terminal

P+ iQ
Vsa Lg Rg cB I Na N‘ § Va ! a /YI:/LK\; Vta
PRV <
/YVY\_/\/\/\/_E < w' |
v, Lg R, ©CB iy v | i, Lt Vi,
/YVY\_/\/\/\/_E < W
System Bus P — JQ Controlled

Voltage Source

IRabc .
i P+ JQL

RLC Load RL

Figure C-5: Schematic diagram of single DG system with RLC load.

The RLC load and distribution network can be represented by the following equations:

. R
iNa = _L_giNa +Li(va _Vsa)
[¢] [¢]
. R, 1
Inp :_L_gle+L_g(Vb_Vsb) (C.25)
R
Ine __L_giNc+ (Vc Vsc)
g g
1
ILa =L_Va
L
. 1
I :L—vb (C.26)
L
1
Ic _L_Vc
L
Va = iiCa
CL
. 1.
A C—ICb (C.27)
L
v, _iiCc
CL



where

lca :_Va/RL I —Ia Tl
icp =—Vy /R =iy =iy +i (C.28)
Iec :_VC/RL e =\ Tl

By applying the dq transformation defined in (C.1) to (C.25)-(C.28) and substituting

(C.28) into (C.27), the following differential equations are obtained:

R, 1
Ing =_L_|Nd T @l +L_(Vd —Vgy)
g g
- ; (C.29)
i-Nq =__giNq _a)piNd +_(Vq _Vsq)
l-g L-g

i, = @i+ V,
L1 (C.30)
iLq :—a)piLd +L—LV

q

. 1 . ) )
vy =— Vy +@,V, +—(iy — g —Tyq)

R.C C
Ll - 1L (C.31)
V= R V, —@,Vy +C_(iq —liq —iyg)
L~L L

Let us assume that the system bus in Figure C-5 is an infinite bus. Then, the voltage of
the distribution network supply is given by:

Ve, = Ecos(a,t)
Vg, = Ecos(w,t —27/3) (C.32)
Ve, = Ecos(a,t +27/3)

where E is set to be equal to V, The dg voltage of the distribution network supply is

base*

calculated as follows:

vy =EC0so,

, (C.33)
Vg, =—EsIng,
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Then, (C.33) is substituted into (C.29) and the transformation of variable defined in
(C.16) is applied to equations (C.29)-(C.31). Hence, (C.29)-(C.31) are rewritten as follows:

!

o R

g = —— Ty + @i + Ly (vd —E'coss,)
9 9
o R’ (C.34)
g = Ig_' il — @, +—(v +E'sing))
g 9
i — il + 2y
Ld — ““p'Lq L, d
L
(C.35)
S H 9 .\,
I, =~y +—V,
L
,C/
vy =— = Vg + @,V + @ Cl(1§ =iy i)
b (C.36)
., 0CL ,
Vg =— v —o,Vy +o,C/ (i =i, —iy,)

L

where E' is equal to 1 in the per-unit system.

C.4 Small-signal Model of Single DG with RLC Load

By applying the perturbation and linearization technique, the small-signal model of the
single DG system is described by the following equations:

PA®, =Kyp PAVG +Kip AVg

(C.37)
PAS, = Aw,
T

A6, =7 K Ao, (C.38)

Ai’; = C0S(6; o) Algrer —SiN(Oy o)Al —il0AD
dref f0/) 2 dre fo)Rlgrer — f (C.39)

A qref _Sln(efO)Aldref +COS(0f0)AIqref +|d0A0

Aily = Al — Al

PAIL, dref d (C.40)

PAi,, = Al — Al

qref
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pAiy = (km (Aigry —Aiy) + kiiAil:d)

g
'
Lf

pAi; = 7 ( (AIL, — ALY + kA )

!

i Vv
AV/ —Vf“’ AV} + Vf‘o AV,

rms0 rms0

! ! ! ! 1!
AP" =g Avy +VgoAiy +igoAvy + VoAl
! ! ! ! ! 1! ! ! 1!
AQ" =l AVy + VoAl —igo AV, — VoAl

pApm - AF)r:ef AP'

pAq:q = A(Qref - AQ’

AP

@ a)g a)g C()g

AQ:ef = _KiAvr’ms - AQ’

0
v

Ait;ref (A ref AP') + kipApi’d
qref k pp (AQref AQl) + kipAqi,q

!

=y a)gRg H Y Y 0)g ’ [
PAlyy =— L Al +a)p0A|Nq +|Nqua)p +F(Avd + E’sin 50A5p)

g g
1A
PAIL =299 A o Ail —il Ao, + S (AV + E’C0S S,AS, )
Ng L, Ng p0O—"Nd NdO0 p L, q 0 p
g g
A = o Al il Ao+ 8 AY
p Ld — YpoPlLg Lgo p L’ d
L
Al = Al —il A + LAV
PAly = —@pAl g — g0 a)p+F q
L
[
AV, = @5C0 AV’ AV +V! A C! (A" — A
PAVy; =——7 g T WAV, +V A®, + @, (Al — Al —
L
!
AV =P A o AV -V Aw + o C!(Ai! - Ail, —Ail)
P q R’ q po—"d do p gL q Lq Ng
L
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K. k
= L ———Aw, + AP} - A5 - Aw,
K

(C.41)

(C.42)

(C.43)

(C.44)

(C.45)

(C.46)

(C.47)

(C.48)



where p is the derivative operator, and variables with subscript o are the steady-state values.

After rearrangement and substitution, the small-signal model becomes:

PAVy =—a, AV, +a;p0Avc" +ay Al —a, Al —a, Al +V;OAa); (C.49)
pAva = —a)pOAv('j —aMAv('1 + a113Ai[] —amAi,’Vq —amAi’Lq —v(',OAa);)
pAId as 1AVd + aa 2AV as,sAié + a3,4Aic’4 + a‘3,9Ail:d + a3,llApi,d _a3,12Aqi,q
) - a3,13A5p - a3,14Aa)p + l:?3,1Apo' + b_s,zAQc’n ) (C 50)
PAi; =a,,Avy +a,,Av, —a, ,Aly —a, 3Al; +a,4Al +8,,,AP; +85,,A;,
—8,,A0, +3,,,A0, + b, ,AP, —b, , AQ,
PAI, = a5,AV, —ag Ay, to, Aqu +a 13A§ + |Nq0Aa) (C51)
pAqu = aslevq —a)poAi{qd —a515A|Nq +84,3A0, — NdOAa)p
PAI[, =a,,AV, +a)poAi,'_q +i,’_qua)p (C52)
PAI[, =2, AV, — @, Al —i[ Aw,
pAiud —a,, 1AVd + ag 2AV ag,sAié + a9,4Aic,1 + a9,11Api'd - a9,12Aqi'q
—85,3A0, —84,,A0, + by, AP, + by ,AQ;] (C53)
pA'Lq = alo,lAVé + alo,zAV:q - 3‘9,4A|é - ag,sAlc; + a9,12Api,d + ag,llAqi,q
- alO,lSAgp +ay1,A0, + b9,2APo, - bQ,IAQc’)
PAP; =—i},AV] — qOAV' — VAl —V;IOAi[q —a,1,,A0, —a,,,A®, + AP/ (C.54)
pAqICl a,,, AV +a122Av +vq0A|d v;OAi; —AQ]
PAG, = A, ) ) (C.55)
pAa)p = _a14,1AVd a14 zAV + 314 4A| 14 4A|Nq _al4,4A|Lq - a14,l4Aa)p
where
o =PC 0 e a =%k (cos, k. il —sing, k. (il +— Va0 )
1,1 R|’_ ' 1,3 gL 3,1 L,f pi fo™pp'do fo™pp\iq0 Vr’msoK\, '
. - V(,JO
as,z , ( Cosgfokpp q0 —sin efOkpp(IdO _V' K ))’
f rms0 " v
(0] B ,
8,5 :L—f’kpi(cosemk vdo +5sin Hfokpp 20 +1), a,, = ( cosefokpp qo TSN Gfokppvdo),
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’
f f f

’

f

()] .,
a3,14 :_gkpi(ElqOKf +C080f0kpp(kpRS _1/Ka))/a)g)1

., V)
a,, = —=k,;(=sin@; kis, —cos O ok (igy + —2—)),
rmsOKv
foo
a,, = Kpi(=sin@ ok jigo +€08 O K, (i5o ———--)), 415 = k iSIN O oK, Kigs »
Y VrmsOK Y Lf
a4,14 L/ pl(2 IdOI‘< —sin gfokpp(kpRS _]/Km)/a)g)!
a) a)QRQ,J a)g [P wg ’ a)g
a5, = y Qg5 =— a513:_,ESm501 a613:_;EC0550’ Q=7
[ T T 2o Y
L L
ag, ——ka&', Qom = 4m> 1=12,3411121314, m=1,21314,
g pi g pi
kiRS 1 1 = VdO Y Véo
Q113 = v Q114 :_(k RS __)1 A1 = lgo 5 v Qo0 = lgo — )
a)g a)g P Ka) ‘ VrmsO K VrmsO K
@, C, . ,
a141 - kaLLa)pO’ a142 - kaLL T kiPLL’ a14,4 = kaLngCL’ a14,14 = kaLLVdO’
i’ Yo, K K, by, =sing, k
bsylzL—,kpicosefOkpp, by, = ¥ iSin@ ok, by, =cosb ok, by, =sindk,,
f f
Then, the complete small-signal model can be represented as follows:
pAX = AAX +BAU,
where
AX=[AV, AV AL AL AL, Al AL, Al Al AL APl AQl  AS,

Au=[AP, AQ!T,

A: Al AZ ’
A, A,

161

_ Doy _ Do coso, k _ Pk sing, k =Lk coso, k. k
T NNie as,ll—L_, pi COS U ip? a3,12—L_, piSIn foMNip s a3,13—L_, pi COS Uy pp MRS !
f



—ad; @y a3
—@, —a, 0
A1= _aS,l a3,2 _as,s
a4,1 a4,2 _a3,4
ag, 0 0
0 as, 0
-a,, 0 0 0 O
0O -a, 0 0 O
ST
3,9 3,12
0 0 0 0 0
0 0 0 0 O
a, 0 0
0 a;, 0
8, 89, 83
o
lio IqO —Vago
P A1z Vc'10
0 0 0
—a4 — A, 0
[0 @, 00 0
~w, 0 00 0
0 0 0 0 a, -
0 0 0 0 a,
A, = '
4 0 0 0 0 O
0 0 0 0 O
0 0 0 0 O
| 0 -a,, 00 O
5_[0 0 by by, 0000
10 0 b, -b,; 00 0O
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0 -ag, ]
a3 0 — a3
as, 0 0
-a,, O 0 |
0 a5 Wy
0 -wo, —as
0 0 Vao
0 0 —Vyo
—831, —a33 a314
A311 — Q13 Q414 ’
0 A543 il!\lqo
0 A543 o
0 O 0 |
0 O 0
3, 0 0
-84, O 0
Ve 0 0 |
vi, 0 O
0 O 0
8144 0 - Q144
0 0 il
0 0 —1] 40
Qg1 ~8g13 894
Ag11 — Q013 Q1014
0 —8413 T84 ’
0 0 0
0 0 1
0 0 - a14,14_
by, b, 1 0 0O
by, —by, 0 -1 0 0
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The steady-state values of the state variables in the model are calculated as follows:

T i ' ' ' r 2 r 2
1o —cho, Vao =V, Vg0 =0, Vi =4/Vao +Vgo
— P! _ P! Qr _ 1 (VI _V/ )
a)pO - a)g’ ref0 — "o ref0 — rms0 max /1
K
v
' ' , ' C.57
T Prefo o Qrefo TR a’quo YR —a)ngO ( )
do — y ! qo0 - y ! Ldo — ! LqgO0 - y !
Vo Vo a)pOLL a)pOLL
’ ’ ’ '
i’ =i _VdO -’ a)POVCIO i’ =i _VCIO L _a)pode
Nd0 — 'do ’ LdO y ! NdO — q0 ’ Lqg0 ’
R. «CL R{ 0,C|

The values of V; and &, in (C.57) are obtained by solving the steady-state power flow

equation of the equivalent circuit shown in Figure C-6.

E'/0 PCC
L’ R’ V£, .
— T WA < P~ JQuo

i
) Y

Figure C-6: Equivalent steady-state circuit of single DG system with RLC load.

The power flow equation is given as follows:

(C.58)

. V£S,~E'Z0 V28,

Pr:afo - JQ;efO =VZ5O[ (0 T + ' 0} !
Ry + JL; zZ
where superscript ~ designates conjugate in phasor expression, and

;o RILC,
" LIC{+IRIL - JRIC]
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A single DG system with constant power controller is considered as a special case

scenario of the model defined by (C.56) where k s =kgs =0 and K, =K, =—-oo. The steady-

state values in the constant power controller case is similar to (C.57) except that Q/,, =—Q..

o

When islanding condition takes place, the new state space equation is similar to (C.56) except

that Aiy, and Aiy, states are removed.

C.5 Small-signal Model of Multi-DG with RLC Load

The model derived in section C.4 can be generalized to a multi-DG system. To simplify

the model, the PLL controller gains, used at each DG system, are assumed to be the same (i.e.,
Ko =Kpp @nd kip =k, for i=12,---,N). Hence, the total number of state variables in the
overall system is reduced to 6N +8. Accordingly, the small-signal model of the multi-DG
system is described as follows:

PA®, =Kyp PAVG +Kip AVg

(C.59)
PAS, = Aw,
T
AB, =5Kf1Acop (C.60)
Aily - =C0S0  Ai, . —sind  Ai! . —i' A®
:1 f - fo -,d f fo :1 f -?0 f (C6l)
Al =SINO (Al +COSO (Al +14,A0
PAI/, = Aily . — Al
D (C.62)
PAI;, = Al — Al
PAI, = w, LK (Al —AlY) + K, Al
d g—f ( p dref d d) (C63)

P>

PAIL = o, L7 (K i (AL, —AL) +K, AL )
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i =1, i =1, '
Avrms :VrmsodeAVd +VrmsOVq0AVq

AP =i, 1AV + VAl + it 1AV, + VoAl (C.64)
AQ" =17 1Av, + VAl =i 1AV, — Vi Al

pPApjy = AP/, — AP’ (C.65)
pAq:q = A(?:fef _AQ’
AP/ =K o "Aw, + AP] — Ko 1, Ad ) — K o5 100, A, (C.66)
AQ:'ef = _K;llAVr,ms - AQ:J
Ai;iref = k pp (APr’ef - AP’) + kipAp;d (C 67)
Ai:}ref = k pp (AQ:'ef - AQ’) + kipAq;q
PAIl, = —@, LI'R] Aily + @Al +ilA, + o, LAV, + E'sin6,A5,) .
PAIl, = —@, LIR! Al — @Al —ilgAe, + o, LI (AV, + E'c0s5,A5,) '
PAIy = @A, +il oAw, + o, LAV, €59
PAIl, = —w Ay —ilgAw, + @ LAV,
PAV), = —a)gC'LR'L_lAVé + @AV +VAo, + 0 Cl (Aly —Alf, —Aiy) (©.70)
PAV, = -0, C{RI AV, — oAV —ViAwm, +o,Cl (Ai] - Ail, —Ail,) '
where 1=[1 --- 1]’ e ®™* is the unity vector that consists of N elements of one, and the

small-signal variables highlighted in bold are vectors where each vector is composed of N

elements. For example, the current controller reference vectors have the following definitions:

= =7l =12 =rN
AIdref =[A|dref AIdref Aldref]T’
Al =[aid, A, AT
Additionally, the diagonal matrices iy,, it,, €080, Sin@ o, ki, Ky, Ko, Koy Koesy Kigs s

K, K, K

@

,» and L' have the following definitions: i}, =diagf{ij,}, i}, =diag{i;},

cos@ , = diag{cos 6 ,}, sin@ , = diag{sind},}, k,; =diag{k;}, k, =diag{k!},
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k,, =diag{k,,}, ki, =diag{ki,}, Kes =diag{k,es}, ki =diagfkin}, K, =diag{K{},
K, =diag{K'}, K, =diag{K}, and L, =diag{L\} with i=12,...,N. After rearrangement
and substitution, the multi-DG small-signal model becomes:

pAvd =—a,,AVy + @, AV, +a,,17 Ay —a, ;AL —a, Al +VioAw),

, T ., ., , , (C.71)
pAv @,0AVy =3, AV +, .1 Al —a, jAl, —a, Al — Vi A,
pAId - a‘3 1Avd +a3 ZAV a3,3Ai;1 +a3,4Ai:q +a3,9Ai[Jd +a3,11Ap;d _a3,12Aq;q
—8,3,5A0, —3,,Aw, + b3, AP +b, ,AQ] (C72)
- a4 1AVd +a4 2AV as 4A|:1 _a3 3A|;| +3-3,9A|Lq +a3,12Ap;d +a3,llAq;q
—a,,5A0, +a,,,Am, +b;,AP; —b;,AQ]
PAiLy =85, AV — a5 Al + @Al +85,5A0, +i Ao, ©.73)
PAIy, = a5,AV, — @ Al — 85 5AlL, +84,3A0, — iAo,
PAIy =a,,Avy + @, All, +i[ A, (C.74)
PAI[, = a,,AV, — @, Ay —i[4,A®, '
pAIud - a9 1AVd +ag 2AV a9,3Ai:j +a9,4Ai:q +ag,11Ap;d _ag,leq;q
—84,3A0, —3y,,A0, + bg%AP; + bgleQ; (C.75)
uq - a‘lO 1Avd +a‘10 ZAV a9 4A|d _a9 BAIq +a9,12Apid +a9,llAqéq
1013A5 +8,0,,A0, +b9 AP — b9,lAQ;
PAP}y = —iyo1Avy — i 1AV, — Vi lATy — Vi lAl —a),,A0, —a,,,,Aw, + AP (C.76)
PAQ, = a,,,AV; +a122Av +VgolAiy — Vi lAI, — AQ; '
PAS, =Aw, ©77)
pAw - a141AVd a14 zAV + a1441T A' a14,4Air,\1q - a-14,4Ai|’_q _a14,l4Aa)p

where

a, =a)gC’LR’L‘1, a;=0,Cl, a;, =, L'k (cosf)fokpp ol—sin® ok (i}, + KV VD),
a3,2 :ng';lk ( Cosefokpp qu Slnefokpp(ldo r’mslovc’m)l)

-1 —1 .
a,5 =0 Lk ;(cos0 k vy, +5in0 kv, +1), a;, =@, LK ;(—c0s0 K vi, +8in0 k vi),
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-1 -1 —1 - —1
859 =0 LKy, a5, =0y Lk ;€080 K, a;,, =0 LTk ;sin0 K, a5, =Lk ;€050 K K1,
a,.,=o, Lk (Zi' K. 1+c0s0, k. (K. .. —K)lab)
314 7 Pg = f i 2 qo'™ f f0™ pp\™ pRs o A

a,, =a)gL';lkpi(—sintok iyo1—cos0 ok (i, +KV/VE D),

pp do rms0
-1 H Y Y “N\ysr-1,,1 -1 H
a,, = aogLf kpi(—smefokpplqoljtcos.efokpp(ldO -K, Vrmsovqo)l), a,,5=L" kpismefokppkiRS 1,

- ﬂ--! H - -
A4 = a)gl—flk pi(EIdOK f 1_S|n0f0k pp(k PRS — le)la)gl)’

a5, =w,L;", ags =R, 85,5 =w,L"E'sinS,, a,, = o, L;'E'c0s Sy, a;, = o L7,
Ay = a)gflk;L'f Az Aoy = wg’lk;L'fam, 1=12,3,41112,1314, m=1,21314,
Q113 = a)g;lkiRS 1, QAi1s = wg;l (k pRS K;}l)li Ay = _(i;m + K;lVr'm_leVéO)l, QApp = (i;io - Kglvr'rr:slovao)la

_ _ rpr-1 _ i _ '
Ay = kaLLa)pO’ Ay, = kaLLa)gCLRL —Kip, Q44 = kaLLa)gCU Ap14 = kaLLVdO'

by, = o L'k 050k ., b, = L7k sin k., by, =cos8 k., by, =sindk

pp’ pp’ pp’ pp’

And
| is the NxN identity matrix, 0=[0 --- O] e ™" is a zero vector that consists of N
elements of zeros, and 0,, =00" is a zero matrix that consists of N x N elements of zeros.

Then, the complete multi-DG small-signal model can be represented as follows:

pPAX = AAX + BAU, (C.78)
where
Aig Al Apjy  Agg A5, Aa)p]T,

Ax=[Av, AV AT AT A, Al Al AT

Au=[AP AQI T,

A= Al Az em(amsy(sms)’
A3 A4
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C.6 Validation of Single and Multi-DGs Models

The average model for single and multi-DG system are set up in MATLAB/Simulink.
Results from the small-signal models are compared with the average Simulink model to verify

their accuracy. Table C-1 shows the parameters used for the single DG model. The parameters

provided in Table C-1 corresponds to P = 10 kW, Q,= 25, f ;=60 Hz, Z,= 0.2 Q, and

Table C-1
Simulation Parameters for Single-DG Small-Signal Model

Parameters Value Parameters Value
E 170V Ko 0.5
Vi 170 V K. 50
Spase 10 kVA Kop 0.5
f, 60 Hz Kip 50
R, 0.1109 Q K e 0.5
L, 0.4414 mH Kigs 5
L, 1mH KopL 50
R, 4320 KoLt 500
L, 4.5837 mH Vi 0.88 pu
C, 1.5351 mF V., 1.1lpu
cf, 0 Vit 1pu
K 0 P 1.2 pu
fin 59.3 Hz Qi 0.2 pu

For a single DG system, the initial active power P, is changed from 1 pu to
1+0.5c0s(2007t +10°) at t= 0.15s. The same input is applied to the single DG system after

islanding as well. Variations on @, and v, responses are shown in Figure C-7 for both the
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small-signal model and the Simulink average model before and after islanding. It can be seen

from Figure C-7 that the small-signal model provides a good estimation for the single DG system

under study.
0.03 0.1 -
——Small-Signal Model
-Simulink Average Model
2 2
. 0 =
3 3
-0.0 : : -0. : ; :
8.15 0.155 0.16 0.165 &.15 0.155 0.16 0.165
0.01
=
=
aC).
<
15 0.155 0.16 0.165 15 0.155 0.16 0.165
Time (s) Time (s)

Figure C-7: Validation of a single DG small-signal model. (left: before islanding, right: after
islanding).

In order to validate the multi-DG small-signal model presented in section C.5, a two-DG

system is considered. Table C-2 shows the parameters used for the two-DG model.
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Table C-2
Simulation Parameters for a Multi-DG Small-Signal Model

Parameters Value Parameters Value
E 170V KopLL 50
Vpase 170V Kioy 500
Space 10 kVA ki 0.5
f, 60 Hz ki 50
R, 0.1109 Q Koo K2, 0.5,2
L, 0.4414 mH Kiy 50
R, 432Q Kirs 0.5
L, 4.5837 mH Kine 5
C, 1.5351 mF Vi 0.88 pu
L, 1mH v/ 1.1 pu
cf, 0 Vi 1 pu
K| 0 P* ,P2 | 06,0.7pu
fl 59.3 Hz Q. ., QZ | 01,0.2pu
(i=1,2) (i=1,2)

The initial active power for DG1 (P') is changed from 05 pu to
0.5+0.5c0s(20074 +10°) at t= 0.15s. On the other hand, the initial active power for DG2 ( P/?)
is changed from 0.5 pu to 0.5+0.7cos(240xt +20°) at t= 0.15s. Similarly, the same procedure
is applied to the two-DG system after islanding. Variations on @, and v, responses for the two-

DG system are shown in Figure C-8. It can be seen from Figure C-8 that the derived multi-DG
small-signal model provides a good estimation for the two DG system under study. Hence, the
small-signal model for the two-DG system is validated and this result can be generalized to the

general N-DG system.
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Figure C-8: Validation of a two-DG small-signal model. (left: before islanding, right: after
islanding).
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