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ABSTRACT 

 

This dissertation addresses the problem of elevation of the T wave of an 

electrocardiogram (ECG) signal in the magnetic resonance imaging (MRI). In the MRI, 

due to the strong static magnetic field the interaction of the blood flow with this strong 

magnetic field induces a voltage in the body. This voltage appears as a superimposition at 

the locus of the T wave of the ECG signal. This looses important information required by 

the doctors to interpret the ST segment of the ECG and detect diseases such as 

myocardial infarction.  

 

This dissertation aims at finding a solution to the problem of elevation of the T wave of 

an ECG signal in the MRI. The first step is to simulate the entire situation and obtain the 

magnetic field dependent T wave elevation. This is achieved by building a model of the 

aorta and simulating the blood flow in it. This model is then subjected to a static 

magnetic field and the surface potential on the thorax is measured to observe the T wave 

elevation. The various parameters on which the T wave elevation is dependent are then 

analyzed. 

 

Different approaches are used to reduce this T wave elevation problem. The direct 

approach aims at computing the magnitude of T wave elevation using magneto-hydro-

dynamic equations. The indirect approach uses digital signal processing tools like the 

least mean square adaptive filter to remove the T wave elevation and obtain artifact free 

ECG signal in the MRI.  



 iv

 

Excellent results are obtained from the simulation model. The model perfectly simulates 

the ECG signal in the MRI at all the 12 leads of the ECG. These results are compared 

with ECG signals measured in the MRI. A simulation package is developed in MATLAB 

based on the simulation model. This package is a graphical user interface allowing the 

user to change the strength of magnetic field, the radius of the aorta and the orientation of 

the aorta with respect to the heart and observe the ECG signals with the elevation at the 

12 leads of the ECG.  

 

Also the artifacts introduced due to the magnetic field can be removed by the least mean 

square adaptive filter. The filter adapts the ECG signal in the MRI to the ECG signal of 

the patient outside the MRI. Before the adaptation, the heart rate of the ECG outside the 

MRI is matched to the ECG in the MRI by interpolation or decimation. The adaptive 

filter works excellently to remove the T wave artifacts. When the cardiac output of the 

patient changes, the simulation model is used along with the adaptive filter to obtain the 

artifact free ECG signal. 
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I dedicate this book to Lord Sri Krishna through my beloved grand-spiritual master 

His Divine Grace A.C. Bhaktivedanta Swami Prabhupada, the Founder-Acarya of the 

International Society for Krishna Consciousness. 

 

Srila Prabhupada is always absorbed in the perfect samadhi of Krishna consciousness. 

His mind and heart, his thoughts, words, and deeds 

Forever concentrated on one point — Serving the lotus feet of Radha-Govinda. 

He taught the world to enter Samadhi and taste the eternal bliss of the soul 

Surrendered to God in service by constantly chanting Hare Krishna. 

 

Srila Prabhupada gave the most authoritative and exact translation of the divine book 

– “Bhagavad Gita As It Is.” It is not a mere product of his scholarship but a deeply 

realized penetration into the very essence of life, the problems that haunt all men, and 

solutions with which to exorcise them. Its powerful message of hope and 

enlightenment lifts the reader above the petty and temporal. The wisdom of the Gita 

leads to dimensions beyond ordinary education and enables one to analyze and 

understand life in a revolutionary way.  

 

One of the seven hundred transcendental verses of the Bhagavad Gita: 
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yat karoñi yad açnäsi 

yaj juhoñi dadäsi yat 

yat tapasyasi kaunteya 

tat kuruñva mad-arpaëam 

TRANSLATION 

Whatever you do, whatever you eat, whatever you offer or give away, and whatever 

austerities you perform—do that, O son of Kunté, as an offering to Me. 

PURPORT 

Thus, it is the duty of everyone to mold his life in such a way that he will not forget 

Kåñëa in any circumstance. Everyone has to work for maintenance of his body and 

soul together, and Kåñëa recommends herein that one should work for Him. Everyone 

has to eat something to live; therefore he should accept the remnants of foodstuffs 

offered to Kåñëa. Any civilized man has to perform some religious ritualistic 

ceremonies; therefore Kåñëa recommends, "Do it for Me," and this is called arcana. 

Everyone has a tendency to give something in charity; Kåñëa says, "Give it to Me," and 

this means that all surplus money accumulated should be utilized in furthering the 

Kåñëa consciousness movement. Nowadays people are very much inclined to the 

meditational process, which is not practical in this age, but if anyone practices 

meditating on Kåñëa twenty-four hours a day by chanting the Hare Kåñëa mantra 

round his beads, he is surely the greatest meditator and the greatest yogé. 
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CHAPTER 1  
INTRODUCTION 

 

1.1 Problem Statement 

Magnetic Resonance Imaging (MRI) has over the years become an essential component 

of diagnostic medicine. With the use of high magnetic fields (1.5 T and above), the 

biological effects of static magnetic fields have become an important area of research. 

Also the high fields restrict the use of ferromagnetic devices in the MR rooms [1].  

 

Electrocardiography (ECG) is the most commonly used diagnostic tool in cardiology. It 

contributes significantly to the diagnosis and management of patients with cardiac 

disorders. Importantly, it is essential to the diagnosis of cardiac arrhythmias and the acute 

myocardial ischemic syndromes [2]. These two conditions account for the majority of 

cardiac fatalities. Hence ECG is appropriately used as a screening test in many 

circumstances. 

 

When a patient is inside the MRI bore, the body of the patient is subjected to magnetic 

fields. An instantaneous magnetic field strength dependent increase in the T wave of the 

ECG signal is observed. Figure 1 shows this elevation when the heart of a monkey was 

subjected to different magnetic fields [3]. Also the plots reveal the increase in T wave 

elevation with an increase in the magnetic field.  
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The superimposition of the induced signal distorts the ST segment of the ECG (refer 

figure 1), thus making it impossible for doctors to diagnose critical diseases such as 

myocardial infarction [2]. The measurements taken on the ST segment form a 

predominant factor in the interpretation phase of the ECG. ST segment is an indicator of 

the imbalance in the myocardial oxygen supply/demand ratio and becomes irregular in 

patients suffering from myocardial ischemia or myocardial infarction [2]. Another 

problem, though less significant, caused due to the elevation is the erroneous results 

produced by various QRS detectors. These detectors working on the concept of threshold 

selection see the elevated T wave as a QRS pulse and hence fail to identify the true QRS 

peaks. Hence with the increasing use of MRI for critically ill patients, the problem of 

elevation of the T wave of an ECG signal has become very significant. 

 

 

(Reproduced with kind permission of Springer Science and Business Media) 

Figure 1 Elevation of the T wave of ECG when subjected to different magnetic fields. 
 

ST segment 
elevation 
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The temporal sequence of this signal and its reversibility following the termination of the 

magnetic field exposure are consistent with the suggestion that it arises from a 

magnetically induced aortic blood flow potential superimposed on the native T wave [3]. 

There is also a suggestion of further superposition of a second induced flow potential that 

can be detected only at high fields and this is associated with the blood flow in the 

pulmonary artery [3]. But since the blood flow in the aorta is much larger than the 

pulmonary artery, the magneto-hydro-dynamic effect in the aorta is much more 

significant [3]. The magneto-hydrodynamic interaction of a stationary magnetic field 

with blood flow produces a reduction in flow velocity and a compensatory elevation in 

blood pressure to retain a constant volume flow rate.  

 

Hence, this dissertation aims at finding a solution to the above mentioned problem of 

elevation of the T wave of an ECG signal in the MRI. The first step is to simulate the 

entire situation and obtain the magnetic field dependent T wave elevation. This is 

achieved by building a model of the aorta and simulating the blood flow in it. This model 

is then subjected to a static magnetic field and the surface potential on the thorax is 

measured to observe the T wave elevation. The various parameters on which the T wave 

elevation is dependent are then analyzed. Different approaches are used to reduce this T 

wave elevation problem. The direct approach aims at computing the magnitude of T wave 

elevation using magneto-hydro-dynamic equations. The indirect approach uses digital 

signal processing tools like the least mean square adaptive filter to remove the T wave 

elevation and obtain artifact free ECG signal in the MRI.   
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The next sections in this chapter discuss the basics of electrocardiography (ECG), 

magnetic resonance imaging (MRI) and the basic equations governing the flow of electric 

charges in a magnetic field. 

 

 

Figure 2 Schematic representation of the effect of magnetic field on the ECG. 
 

1.2 The Electrocardiogram (ECG) signal 

1.2.1 Basic structure of the heart and its physiology 

The heart is the organ that supplies blood and oxygen to all parts of the human body. 

About the size of a clenched fist weighs about 10.5 ounces and is shaped like a cone [4]. 

The heart is located in the chest cavity just posterior to the breastbone, between the lungs 

and superior to the diaphragm. The heart is surrounded by a fluid filled sac called the 

pericardium.  

 

The heart consists of four chambers – the upper two atria and the lower two ventricles. In 

the lungs, venous blood received from the right side of the heart is oxygenated and then 

flows into the left atrium of the heart. From the left atrium, blood enters the much thicker 

left ventricle. The valve lying between the left atrium and the left ventricle, namely the 



 5

mitral valve opens when the pressure in the left ventricle is very low [4]. This low 

pressure is its relaxation phase called diastole. During ventricular contraction or systole, 

the valve closes and the increased pressure in the left ventricle prevents blood from 

reentering the atrium. The aortic valve located at the base of the aorta opens and blood is 

expelled into the aorta from where it travels throughout the circulation to reach all parts 

of the body. 

 

 

Figure 3 Structure of the heart and flow of blood in the atria and ventricles. 
 

The two main veins entering the right atrium are the superior and inferior vena cava, 

which drain deoxygenated blood from all parts of the body. Blood flowing into the right 

atrium then enters the right ventricle through the tricuspid valve. The contracting right 

ventricle forces the blood into the lungs through the pulmonary artery, where it is 

oxygenated to return to the left atrium to complete the circulation [4]. 
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1.2.2 Cardiac Electrophysiology 

The heart beats at a relatively constant rate and rhythm due to special properties of 

cardiac pacemaker cells [4,5]. These pacemakers depolarize at regular intervals without 

any external stimuli from neighboring cells. The certain cells that possess these properties 

include: Sinoatrial Node (SA), the Atrio-Ventricular Node (AV), the His Bundle, and 

Purkinje fibers. 

 

 

(Reproduced under the conditions specified by the Creative Commons Deed 

http://creativecommons.org/licenses/by-nd-nc/1.0/ ) 

Figure 4 The conduction system of the heart – SA node, AV node and Purkinje fibers. 
 

http://creativecommons.org/licenses/by-nd-nc/1.0/
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Pacemaker cells depolarize in rhythmic fashion. After depolarization, the cells begin to 

repolarize. Then inward sodium currents slowly begin flowing and the cells begin to 

depolarize again [5, 6]. Eventually the cells reach threshold, and an action potential fires, 

causing the atria or the ventricles to contract. Because of the regular inward currents, 

pacemaker cells maintain a resting potential of -50 to -60mV. This increased membrane 

potential deactivates fast Sodium channels. Pacemakers therefore rely on Calcium as the 

primary cat-ion which triggers action potentials [6].  

 

When the SA node depolarizes, the action potential spreads throughout the atria, rapidly 

causing atrial depolarization and contraction. The action potential rapidly enters the AV 

node where it is delayed for 120 to 200 msec [5]. The AV node conducts slowly because 

it depends on slow inward calcium currents to depolarize cells. The AV node also must 

conduct the action potential through thin fibers which slows conduction further. This 

delay is deliberate and allows the ventricles time to fill following atrial contraction [6].  

 

 

Figure 5 Action potential 
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The action potential spreads to the Bundle of His and then rapidly down the three bundle 

branches – right, left anterior and left posterior bundle [7]. These rapidly depolarize both 

ventricles. The left ventricle depolarizes slightly before the right. The cells repolarize 

following depolarization. Atrial depolarization is not seen in an ECG because the higher 

magnitude ventricular depolarization occurs simultaneously. Ventricular repolarization is 

seen as the T wave.  

 

 

Figure 6 Shape of the action potential at various points on the heart.  
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1.2.3 Segments of the ECG wave 

The process of recording the potential changes at the skin surface resulting from 

depolarization and repolarization of the heart muscle is called electrocardiography and 

the record is called an electrocardiogram (ECG or EKG) [8]. 

 

 

Figure 7 One complete ECG cycle - the P wave, QRS complex, ST segment and the T 
wave. 
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Table 1 The significance of each segment of the ECG [3]. 

ECG segment Sequence of Activation during the segment 

First half of P 

wave 

Sinus impulse activates the right atrium and 

reaches AV Node 

P Wave Left Atrium and AV Node activated 

PR Segment His Purkinje system is being activated 

Q Wave Interventricular septum activated (l to r) 

QRS complex 
Two ventricles activated from endocardium to 

epicardium. 

ST segment and 

T wave 
Repolarization of the ventricles. 

 

1.2.4 Orientation of the 12 Lead ECG 

The potential change on the surface of the skin is measured using 10 electrodes [7, 8]. 

The 12-lead ECG provides spatial information about the heart's electrical activity in 3 

approximately orthogonal directions: Right – Left; Superior – Inferior; Anterior – 

Posterior [8]. Each of the 12 leads represents a particular orientation in space. Figure 8 

shows the lead placement on the body. In the figure, RA refers to the right arm, LA refers 

to the left arm and LF refers to the left foot. 
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Figure 8 Lead placement on the body. 
 

For the 12 leads, the direction in which the potential is measured and the plane of 

measurement is: 

1. Bipolar limb leads (frontal plane):  

a. Lead I: RA (-) to LA (+) (Right Left, or lateral) 

b. Lead II: RA (-) to LF (+) (Superior Inferior) 

c. Lead III: LA (-) to LF (+) (Superior Inferior)  

2. Augmented unipolar limb leads (frontal plane):  

a. Lead aVR: RA (+) to [LA & LF] (-) (Rightward) 

b. Lead aVL: LA (+) to [RA & LF] (-) (Leftward) 

c. Lead aVF: LF (+) to [RA & LA] (-) (Inferior)  

3. Unipolar (+) chest leads (horizontal plane): 
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d. Leads V1, V2, V3: (Posterior Anterior) 

e. Leads V4, V5, V6:(Right Left, or lateral)  

Figure 9 shows the standard Einthoven's Triangle [9], which gives information about the 

vector for each ECG lead type. Each of the 6 frontal plane leads has a negative and 

positive orientation (as indicated by the '+' and '-' signs). Lead I (and to a lesser extent 

Leads aVR and aVL) are right - left in orientation. Also, Lead aVF (and to a lesser extent 

Leads II and III) are superior - inferior in orientation [8].  

 

 

(Reproduced under the conditions specified by the Creative Commons Deed 

http://creativecommons.org/licenses/by-nd-nc/1.0/ ) 

Figure 9 Einthoven’s triangle. 
 

1.3 Magnetic Resonance Imaging (MRI) 

1.3.1 Basics of MRI 

Magnetic resonance imaging (MRI) is an imaging technique used primarily in medical 

settings to produce high quality images of the inside of the human body [9, 10]. MRI is 

http://creativecommons.org/licenses/by-nd-nc/1.0/
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based on the principles of nuclear magnetic resonance (NMR), a spectroscopic technique 

used by scientists to obtain microscopic chemical and physical information about 

molecules. MRI started out as a tomographic imaging technique, that is it produced an 

image of the NMR signal in a thin slice through the human body. MRI has advanced 

beyond a tomographic imaging technique to a 3D volume imaging technique [10].  

 

1.3.2 The MRI system 

MR Scanner consists of three main hardware components [10]: 

 

MAGNET

GRADIENT COILS

MAGNET

GRADIENT COILS

RF COILS

RF COILS
PATIENT TABLE

COMPUTERMRI IMAGE 
OUTPUT

SHIELD

P A T I E N T

 
Figure 10 The MRI system. 

 

The main magnet produces a strong uniform magnetic field (Bo field). When placed in a 

magnetic field, the hydrogen atom has a strong tendency to line up with the direction of 

the magnetic field [11]. The magnetic field runs straight down the center of the tube in 

which we place a patient. The hydrogen protons in the patient’s body will line up in the 



 14

direction of either the uniform magnetic field Bo or in the opposite direction. The vast 

majority of these protons will cancel each other out - that is, for each one lined up toward 

the feet, one toward the head will cancel it out. Only a couple of protons out of every 

million are not canceled out. The sheer number of hydrogen atoms in the body gives what 

is needed to create desired images.  

 

The RF System consists of a transmitter coil for rotating magnetic field and a receiver 

that converts magnetic into electrical field [10]. The MRI machine applies an RF pulse at 

a frequency specific only to the hydrogen atom. The system directs the pulse toward the 

area of the body that is needed to be examined. The pulse causes the protons in that areas 

to absorb the energy, making them spin, or precess, in a different direction. This is the 

"resonance" part of MRI. The RF pulse forces the protons (only the one or two extra 

unmatched protons per million) to spin at a particular frequency, in a particular direction. 

The specific frequency of resonance is called the Larmour frequency (42.59 MHz/Tesla) 

and is calculated based on the particular tissue being imaged and the strength of the main 

magnetic field.  

 

The gradient system produces time varying magnetic fields. Three gradient magnets are 

arranged in such a manner inside the main magnet that when they are turned on and off 

very rapidly in a specific manner, they alter the main magnetic field on a very local level. 

This provides a means of modulating the Larmour frequency as a function of the spatial 

position in the MRI bore. A "slice" of any part of the body in any direction can be 

obtained giving a huge advantage over any other imaging modality. That also means that 
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the patient doesn’t need to move in the machine to get an image from a different direction 

-- the machine can manipulate everything with the gradient magnets and the gradient 

switching patterns.  

 

1.3.3 Gradient Echo and Spin Echo 

When the RF pulse is turned off, the hydrogen protons begin to slowly (relatively) return 

to their natural alignment within the magnetic field and release their excess stored energy 

[9]. When they do this, they give off a signal that a receiver coil picks up and sends to a 

computer system through an analog interface. The system receives mathematical data that 

is converted, through the use of a Fourier transform, into a picture that can be viewed on 

a film [9].  

 

1.3.4 Frequency Encoding - Imaging 

By manipulating the magnetic field through gradient coils, protons at different points in 

space have different resonant Larmour frequencies. This is called frequency encoding. 

Many commercial gradient systems are capable of producing gradients of 20 mT/m to 

100 mT/m [11]. Since precessing magnetization from the entire object induces signal 

changes in the receiver coil, the received signal now contains a spectrum of received 

signals. Frequency analysis (FFT) can then be used to discriminate between different 

spatial locations based on the spatial distribution of magnetic field strength. 
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1.3.5 Advantages over other imaging systems 

The MRI gives a very high precision of detail over many other systems. MRIs do not use 

ionizing radiation (is a comfort to many patients). MRI contrast materials have a very low 

incidence of side effects [9]. They have the ability to image in any plane unlike CT 

(computer tomography) which is limited to one plane, the axial plane. An MRI system 

can create axial images as well as images in the sagital plane and coronal or any degree in 

between, without the patient ever moving [9, 10]. The three gradient magnets discussed 

earlier allow the MRI system to choose exactly where in the body to acquire an image 

and how the slices are oriented. 

 

1.4 Flow of Electric Charges in Magnetic Field 

1.4.1 Lorentz Force and Hall Effect 

The T wave elevation of the ECG signal in the MRI is caused due to the interaction of the 

electric charges in the blood with the uniform static magnetic field of the MRI. This 

section discusses the interaction of the electric charges with a static magnetic field.  

 

A point charge q moving with a velocity v in a magnetic field B will experience a force 

called the Lorentz force [12], given by the following equation: 

BvqF ×⋅=  

(1) 
When applied to a fluid (with density ρ) that is charged with a charge density q` per unit 

volume the body force per unit mass becomes: 
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ρ/)( 'qBvF ⋅×=  

(2) 
Consider the flow of current in a conductor in the presence of a magnetic field. Due to the 

Lorentz force there is a tendency for the individual charges to move perpendicular to the 

direction of flow and perpendicular to the magnetic field. The maximum effect occurs 

when the magnetic field is perpendicular to the flow of charges. The charges accumulate 

on the conductor surfaces. This charge distribution gives rise to an electric field and 

hence a potential difference exists across the conductor. This voltage is called the Hall 

voltage [12] and is given by: 

BVd ⋅⋅=ψ  

(3) 
where d is the width of the channel, V is the velocity of blood flow and B is the external 

magnetic field applied. 

 

The Lorentz equation is derived considering a channel with rectangular cross-section and 

conducting walls. In the MRI, a voltage is induced due to the effect of the magnetic field 

on the blood flow in the aorta. The aorta wall has a circular cross-section and also the 

walls of the artery are non-conducting. The Hall voltage equation does not consider many 

important parameters like the Hartmann number, the aortic blood pressure, and the 

density, conductivity and viscosity of blood. To consider these important parameters, 

section 1.7 discusses the more exact - magneto hydro dynamic equations. 
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1.5 ECG Signal Distortions 

In the MRI, an increase in the T wave amplitude of the ECG signal is observed. This is 

related to the voltage induced due to the flow of blood in the aorta in the presence of the 

static magnetic field of the MRI. Blood contains charge carriers and the flow of charge 

carriers in the presence of a magnetic field induces a voltage, as discussed in the previous 

section. During every heart cycle, the heart pumps blood to the different parts of the body 

through the aorta. The blood flow in the aortic arch is perpendicular to the static magnetic 

field [13] and thus is the major factor responsible for the induced voltage that appears as 

an elevation of the T waves [3]. The induced voltage is directly proportional to the 

volume of blood in the aorta during each heart cycle [14]. The volume of blood flow in 

the aorta changes during every heart cycle depending on the activity of the patient. For 

example, a patient during exercise will have a higher volume of blood flow in the aorta as 

compared to a resting or sleeping condition. A higher volume of blood in the aorta 

implies a higher number of charge carriers and hence a higher induced voltage.  

 

To compute the magnitude of induced voltage, it is essential to determine the volume of 

blood in the aorta during every heart cycle. A term related to the amount of blood ejected 

from the ventricles is the ‘cardiac output.’ Cardiac output [15] is a measure of the 

pumping ability of the heart and is the amount of blood pumped from the heart in ml 

measured every minute.  

 

The aortic blood flow or cardiac output can be determined by measuring the pulse wave 

velocity (PWV) of the blood in the aorta [16, 17]. The motivation behind this research is 



 19

that the velocity profile of blood flow in the aorta is related to the pulse wave velocity. 

The velocity profile obtained can be directly used in the Lorentz’s equation to calculate 

the voltage induced by the magnetic fields in the ECG signal. Hence if a method of 

measuring the PWV of the patient in the MRI environment can be devised, then it can be 

used to provide a continuous measure of the cardiac output [16, 17]. Also when 

integrated over a single heart beat it can provide the stroke volume and when integrated 

over a minute it can provide the cardiac minute volume. This can be used to estimate the 

magnitude of an elevated T wave in the MRI.  

 

1.6 Approach to remove the T wave elevation 

The aim of this research is to remove the T wave elevation from the ECG signal so that 

artifact free ECG signal can be obtained in the MRI. Two different approaches are used 

to solve this problem. The first approach is the indirect method that uses linear adaptive 

filters to remove the T wave elevation. The second approach used magneto hydro 

dynamic equations to directly measure the magnitude of T wave elevation. Both these 

methods are briefly discussed below and are presented in great detail in the later chapters. 
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Figure 11 Block Diagram of the entire research 
 

The first approach is based on digital signal processing filters. This approach requires the 

ECG of the patient before he/she enters the MRI room in addition to the ECG in the MRI. 

The approach uses LMS adaptive filtering techniques to adapt the ECG in the MRI to the 

ECG signal obtained prior to entering the MRI. The specifications of the LMS filter and 

the results are discussed in the fourth chapter of this dissertation. 

 

The second approach is based on simulating the ECG signals in the MRI with elevated T 

waves. In this simulation, the induced voltage due to blood flow in the aorta is computed. 

A model of the aorta is developed and the blood flow in it is simulated. To simulate the 

blood flow, the cardiac output needs to be determined. It is difficult to directly measure 

the cardiac output of the patient in the MRI due to many reasons - the patient in the MRI 

is not easily accessible, it takes time to acquire a phase, encoded MRI image and a non-

invasive method of determining the cardiac output needs to be devised. Also for 

computing the induced voltage the cardiac output needs to be determined continuously. 
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The signal obtained from a pulse oximeter – photo-plethysmogram (PPG) signal is easily 

available even in the MRI and is a good starting point for determining the cardiac output 

in the aorta. This is obtained by using various algorithms that relate the PPG to the 

cardiac output. Once the cardiac output is obtained, magneto-hydro-dynamic equations 

are used to determine the induced voltage in the aorta. This induced voltage is then 

transferred to the thorax using transfer functions that considers the different 

conductivities of various tissues and organs between the heart and the thorax. This entire 

method will be discussed in more detail in the later chapters.  

 

The next sections discuss the basics of magneto-hydro-dynamic equations starting from 

Maxwell’s equations and Navier Stokes equations. Also the basics of pulse oximeters and 

a brief idea of how the signal obtained from pulse oximeters can be used to obtain cardiac 

output are discussed. 

 

1.7 Magneto fluid dynamics 

1.7.1 Introduction and history of Magneto fluid dynamics 

The flow of a conducting fluid through round pipes subjected to a magnetic field is 

analyzed in magneto-fluid-dynamics (MFD) [18]. MFD is the study of flow of 

electrically conducting fluids in electric and magnetic fields. It describes the effect of 

magnetic field on the flow and the effect of the flow on the magnetic field by combining 

electromagnetic and fluid dynamic theories. MFD deals with an electrically conducting 

fluid, whereas its subtopics, magneto-hydro-dynamics (MHD) and magneto-gas-
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dynamics (MGD), specifically deal with electrically conducting liquids and ionized gases 

respectively. 

 

The effect of magnetic field on the flow of fluid has been a topic of research for many 

decades. In 1937, Hartmann obtained the exact solution to the flow between two parallel, 

non-conducting walls with the magnetic field perpendicular to the flow [19, 20]. Only the 

transverse component of all physical quantities except pressure was considered. In 1953, 

Shercliff solved the corresponding more general problem of the flow in a rectangular duct 

[19, 21]. He considered both co-ordinates normal to the direction of fluid motion. The 

results of his exact solution show that for large Hartmann number, the velocity 

distribution consists of a uniform core in the center with boundary layers near the walls. 

After three years, he used this result to derive the exact solution for the flow in a circular 

pipe for large Hartmann number assuming walls of zero conductivity and subsequently 

for small conductivity [19, 22]. In 1962, Richard R Gold considered the problem of flow 

of an incompressible, viscous, electrically conducting fluid through a circular pipe in the 

presence of an applied uniform magnetic field. The solution is exact and is thus valid for 

all values of Hartmann number [19]. Excellent agreement exists between the theoretical 

results and the experimental values. Hence this solution is used to compute the voltage 

induced in the aorta due to the static magnetic field of the MRI. The details are provided 

in the following chapters.  

 

Before discussing the details of the MHD equations, the basic equations of 

electrodynamics and fluid dynamics are discussed in the next sections. 
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1.7.2 Governing equations of electrodynamics 

A particle charge q moving with a velocity v is subject to three electromagnetic forces, 

described by the equation [12]: 

BqvqEqEF is ×++=  

(4) 
where sE  is the electrostatic field, iE  is the electric field induced by changing magnetic 

field and B is the magnetic field.  

 

The three electromagnetic forces are: 

1. Electrostatic Force (Coulomb force): This arises due to mutual repulsion or 

attraction of electric charges. 

2. The force experienced by the charge in the presence of a time varying 

magnetic field. 

3. Lorentz force, which arises from the motion of the charge in a magnetic field. 

The Coulomb’s law (Es is irrotational) and Gauss’s law (divergence of Es is a fixed value) 

defines the following equations: 

o

e
sE

ε
ρ

=⋅∇  

(5) 
0=×∇ sE  

(6) 
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where eρ  is the total charge density and 0ε  is the permittivity of free space. The induced 

electric field has zero divergence and its curl is finite, defined by Faraday’s law: 

t
BE
∂
∂

−=×∇  

(7) 
The Ohm’s law remains the same when applied to a conducting fluid, only the electric 

field is measured in a frame moving with the local velocity of the conductor. 

)( BuEJ ×+= σ  

(8) 
where J is the current density, u is the local velocity of the conductor and σ is the 

electrical conductivity. 

 

The volumetric version of the Lorentz equation, when applied to a unit volume of a 

conductor [12] is: 

BJEF e ×+= ρ  

(9) 
where F is the force per unit volume acting on the conductor and eρ is the charge density 

within the conductor. 

 

The Ampere-Maxwell equation gives information about the magnetic field generated by a 

given distribution of current [12]: 

][
t
EJB o ∂
∂

+=×∇ εμ  

(10) 
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where μ is the permeability of free space. The last term in the above equation was 

introduced by Maxwell as a correction to Ampere’s law and is called displacement 

current.  

 

1.7.3 Maxwell’s equations for MHD 

For materials that are neither magnetic nor dielectric, the Maxwell’s equations are 

defined by the following four equations [18]: 

1. Gauss’s Law: 

o

eE
ε
ρ

=⋅∇  

(11) 
2. Solenoidal nature of B:  

0=⋅∇ B  

(12) 
3. Faraday’s law in differential form: 

t
BE
∂
∂

−=×∇  

(13) 
4. Ampere-Maxwell equation: 

][
t
EJB o ∂
∂

+=×∇ εμ  

(14) 
In addition to these four equations, we have the charge conservation equation (equation 

15) and the Lorentz force equation (equation 16) [18, 19]: 
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t
J e

∂
∂

−=⋅∇
ρ

 

(15) 
)( BuEqF ×+=  

(16) 

In MHD, the charge density eρ and the term 
t
e

∂
∂ρ

 are negligible. Also the displacement 

currents are negligible by comparison with the current density J and so the Ampere-

Maxwell equation reduces to the differential form of Ampere’s law. Hence the above 

Maxwell equations can be reduced to the following equations, used in MHD [18, 19]: 

JB μ=×∇  

(17) 
0=⋅∇ J  

(18) 

t
BE
∂
∂

−=×∇  

(19) 
0=⋅∇ B  

(20) 
)( BuEJ ×+= σ  

(21) 
BJF ×=  

(22) 
The above equations are the required basic equations of electromagnetism for MHD. 

 

1.7.4 Different categories of fluid flow 

Fluid mechanics and fluid flows are often divided into three broad sub-categories [23]: 
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1. A fluid may be treated as inviscid and the finite velocity must be taken into 

account. Viscosity and shear stresses are important close to solid surfaces and 

less important at a large distance from them. 

2. There is a sub-division between laminar (organized) and turbulent (chaotic) 

flow. Low speed or very viscous flows are stable to small perturbations. High 

speed or almost inviscid flows are unstable to the slightest perturbations and 

rapidly develop a chaotic component. So when the fluid flows in parallel 

layers with no disruption between the layers, the flow is said to be laminar and 

when the flow is characterized by semi-random, stochastic changes then the 

flow is said to be turbulent. 

3. The third sub-division is between irrotational (potential) and rotational flow. 

Turbulent flows and boundary layers are always rotational.  

Before describing the Navier-Stokes equations, a few common terms used in fluid 

dynamics are defined [23]. A fluid problem is compressible if the pressure variation in 

the flow is large enough to affect the density of the fluid. For incompressible flows, the 

partial differential equation is: 

0=⋅∇ u  

(23) 
where u is the fluid velocity. If the shear stress of a fluid is linearly proportional to the 

velocity gradient in a direction perpendicular to the plane of shear then the fluid is 

defined as a Newtonian fluid. The constant of proportionality is defined as viscosity. The 

equation describing the Newtonian fluid is: 

dx
dvμτ =  
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(24) 
whereτ is the shear stress exerted by the fluid, μ is the fluid viscosity and dxdv / is the 

velocity gradient perpendicular to the direction of shear. Regardless of the forces acting 

on the fluid, a Newtonian fluid always has a flow velocity. 

 

1.7.5 Governing equations of Fluid Dynamics - Navier-Stokes equations 

Navier-Stokes equations are a set of equations that describe the motion of fluid [18, 23, 

24]. These equations state that changes in momentum of fluid particles are the product of 

changes in pressure and dissipative viscous forces acting inside the fluid. The equations 

describe the changes in linear momentum of a small element of fluid as it progresses 

through a flow field. Let p be the pressure, ijτ  the viscous stresses acting on the fluid and 

ν  the kinematic viscosity. The net pressure force acting on the surface of a fluid element 

plus the net force arising from the viscous stress is equal to the mass of the element 

multiplied by its acceleration DtDu / (Newton’s second law). 

V
x

Vp
Dt
DuV

j

ij δ
τ

δρδ ][)()(
∂

∂
+∇−=  

(25) 
Considering the fluid to be incompressible and Newtonian, the above equation yields the 

conventional form of Navier-Stokes equation: 

up
Dt
Du 2)/( ∇⋅+−∇= νρ  

(26) 
The boundary condition on u is that u=0 on any stationary, solid surface. This is the ‘no-

slip’ condition. 
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1.7.6 Magneto Fluid Dynamics Parameters 

There are four dimensionless terms that are used frequently in MHD. These four terms 

are described below: 

1. Reynolds number [15, 23, 36]: Re is the ratio of inertial forces uu )( ∇⋅ to 

viscous forces u2∇⋅ν . This parameter is used for determining whether a flow 

will be laminar (low Re) or turbulent (high Re). In equation 27, l is a 

characteristic length scale of motion and u is the typical velocity. 

ν/Re ul=  

(27) 
2. Interaction parameter N [25, 36]: This parameter is relevant in situations 

where J is primarily driven by Ohm’s law. In such a case, N represents the 

ratio of Lorentz force to inertia. N is defined by the following equation, where 

τ is the magnetic damping time. 

τρσ ⋅=⋅⋅⋅= ululBN //2  

(28) 
3. Hartmann Number Ha [25, 36]: Ha is the ratio of magnetic force to the 

viscous force. (Ha)2 represents the ratio of the Lorentz force to viscous forces. 

Ha is defined by the equation: 

2/12/1 )/(Re)( ρνσBlNHa =⋅=  

(29) 
4. Magnetic Reynolds number [15, 23]: Rm is the ratio of fluid flux to the 

magnetic diffusivity. It is a measure of the effect of the flow on the magnetic 
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field. If it is very small compared with unity, the magnetic field is not 

distorted by the flow. If it is very large, the magnetic field moves with the 

flow and is called frozen-in. It is defined by the equation: 

luulRm ⋅⋅⋅== σμλ/  

(30) 
 

1.7.7 Incorporating Lorentz force into the Navier-Stokes - MHD equations 

The MHD equations for an incompressible fluid, assuming no displacement currents are 

presented below [23, 18]. The boundary conditions are the usual requirement that the 

velocity and the induced magnetic field are zero at the wall. Hence, only pressure will be 

a function of the direction of flow. 

v
H

pHHvv e
e

2
2

)
2

()()( ∇⋅++−∇=∇⋅−∇⋅ μ
μ

μρ  

(31) 
0)( 2 =∇+××∇⋅⋅ HHve σμ  

(32) 
0=⋅∇ v  

(33) 
0=⋅∇ H  

(34) 
These equations will be used later to compute the voltage induced in the aorta due to flow 

of blood in it, in the presence of the static magnetic field. 
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1.8 Pulse Oximeters 

The induced voltage in the MRI is due to the flow of blood (electrical charges) in the 

aorta in the presence of the static magnetic field of the MRI. This induced voltage is 

proportional to the volume of blood flow in the aorta. To determine the induced voltage it 

is essential to know the blood volume pulse in the aorta. One method to determine this is 

to use the waveform, photo-plethysmogram, obtained from the pulse oximeter in addition 

to the blood oxygen saturation digital readout [26, 27]. MRI compatible pulse oximeters 

are readily available in the market (INVIVO Research 4500 pulse oximeters [28]). This 

section describes the basics of a pulse oximeter. 

 

Pulse oximeters have become an essential monitoring tool in the practice of emergency 

medicine. The degree of accuracy and the ease of operation have led to the widespread 

use of these devices for monitoring patients in intensive care unit (ICU). These devices 

measure the arterial oxygen saturation of hemoglobin. They are based on spectral 

analysis and use the following two physical principles: 

1. A pulsatile signal is generated by arterial blood which is relatively 

independent of non-pulsatile arterial, venous and capillary blood and also the 

other tissues. 

2. Oxy-hemoglobin and reduced hemoglobin have different absorption spectra. 

 

The pulse oximeters use two light emitting diodes (LEDs) that emit light at 660 nm (red) 

and 940 nm (infrared) wavelengths. Oxy-hemoglobin and hemoglobin have different 

absorption spectra at these particular wavelengths. Oxy-hemoglobin absorbs less light 
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than hemoglobin (roughly ten times) in the red region and the reverse occurs in the 

infrared region. The concentration of an absorbing substance in solution can be 

determined from the intensity of light transmitted through that solution. The pulse 

oximeter probe emits light through a vascular bed, either the digits or ear lobe. A photo-

diode detector at the other end measures the intensity of transmitted light at each 

wavelength. The ratio of the red signal to the infrared signal measured is related to the 

ratio of reduced hemoglobin to oxygen hemoglobin, which is then converted to oxygen 

saturation [26, 27].  

 

Absorbance of light by other tissue and blood components provides a hindrance to 

measure the oxygen saturation. To solve this problem, the pulse oximeter measures the 

light at the rate of several hundred times per second and hence distinguishes the variable, 

pulsatile component of arterial blood from the static component of the signal. The static 

component is cancelled. The pulsatile component is used to measure the oxygen 

saturation. When the arterial blood oxygen saturation is 90% or above, oximeters have a 

mean difference of less than 2% and standard deviation of less than 3% [27]. If the 

oxygen saturation level falls to 80% or below, the accuracy of pulse oximeters 

deteriorates [26]. Overall the performance of a finger probe for oximetry is higher than 

that of other probes like an ear probe. 

 

In addition to the digital readout of oxygen saturation, pulse oximeters display a 

plethysmographic waveform. The change in the morphology of this waveform is difficult 

to interpret. Although they resemble the pressure waveforms recorded from arteries, they 
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represent changes in the blood volume in the tissue bed. In a research paper published in 

the British Journal of Anaesthesia [29], the intravascular volume was changed by 

removal of 10% of estimated blood volume and was then followed by an equal volume 

replacement by Haemaccel. Changes in the plethysmographic waveform correlated 

perfectly with the changes in the blood volume [30]. A detailed description is provided in 

the later chapters.  

 

1.9 Contributions 

The aim of this research is to find a solution to obtain an artifact free ECG signal in the 

MRI. More specifically, this research aims to remove the T wave elevation introduced in 

the ECG signal due to the interaction of blood flow in the aorta with the static magnetic 

field of the MRI. The simulation model developed confirms that the blood flow in the 

aorta is the most significant factor responsible for the induced voltage. To date, this was 

shown clinically and has not been completely modeled.  

 

The model computes the magnitude of induced voltage by considering various 

parameters such as the radius of the aorta, magnetic field strength, blood pressure and the 

orientation of the aorta with respect to the heart. The model is implemented as a 

simulation package that uses a graphical user interface (GUI), allowing the user to alter 

the parameters for each patient and finally see the artifact free ECG signal. Also another 

important contribution is a method developed to determine the cardiac output of the 

patient from the pulse oximeter waveform – photoplethysmogram (PPG).  
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The solution to this problem obtained by using the least mean square adaptive filter is 

extremely good. In addition to just using the adaptive filters, appropriate changes in 

cardiac output are also included in the correction model. This can be directly 

implemented in the ECG monitors. This will enable doctors to interpret the important ST 

segment of the ECG signal even when the patient is in the MRI. All the results are 

presented in detail in the later chapters. 

 

1.10 Overview of Dissertation 

In this chapter, the problem statement, the approach to solve the problem and the goal of 

the research are discussed. Also this chapter covers the basics of electrocardiography, 

magnetic resonance imaging, the interaction of electric charges with a static magnetic 

field, the magneto hydro dynamic equations and a brief description of the working of 

pulse oximeter and its importance in the research. 

 

The next chapter, chapter two, reviews the literature related to this research. The chapter 

presents a brief description of the research work in this field and how this previous work 

will be used to solve the T wave elevation problem. The chapter deals with the electrical 

conductance properties of blood, the modeling of blood flow in the aorta and the 

available methods to determine the blood flow in the aorta or cardiac output. Different 

papers are reviewed that relate the blood flow in the aorta with the pulse oximeter output 

waveform. Another important topic in this chapter is the effect of magnetic field on blood 
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flow and the various experiments performed on animals to observe this T wave elevation 

problem. The last section discusses different simulation models of the heart that are used 

as a reference to develop the simulation package in this dissertation. 

 

Chapter three is divided into two main sections – the first section explains the details of 

how the simulation package is developed. The model of the aorta developed and the 

various parameters considered are discussed in detail. The various methods leading to the 

computation of the induced voltage are presented step by step. The second section 

explains the linear adaptive filter and other digital signal processing techniques 

implemented to remove the T wave elevation artifact.   

 

Chapter four consists of the results of the entire research. The linear adaptive filters’ 

outputs and the output screen shots of the simulation package are presented. The 

performance of the adaptive filter and parameters available to the user in the GUI 

simulation package are discussed. The final chapter discusses the conclusions and the 

future work of this research. This chapter is followed by the appendix and the references. 
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CHAPTER 2  
LITERATURE REVIEW 

 

This chapter discusses the previous research work that is related to solving the T wave 

elevation problem. The importance of these papers and how these papers will be used in 

our research work is presented.  

 

As discussed in the previous chapter the induced voltage is caused due to blood flow in 

the aorta in the presence of a magnetic field. Blood is a charge carrying fluid and the first 

section of this chapter discusses the basic properties of blood and the electrical 

conductivity of blood. As the research deals with the blood flow in the aorta, the next 

section discusses the nature of blood flow in the aorta and the various theories developed 

to model the blood flow in arteries.  

 

An important parameter proportional to the magnitude of induced voltage is the cardiac 

output or the volume of blood in the aorta. Hence, the third section in this chapter 

discusses the available methods to determine the cardiac output. Different papers are 

reviewed that relate the blood flow in the aorta with various physiological parameters in 

the body. These papers are used to derive a relation between the cardiac output and the 

pulse oximeter waveform. 

 

The next section discusses how the magnetic field affects the velocity, pressure and blood 

flow pattern in the arteries. Various experiments on animals have been performed to 
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analyze this and this topic is the next section in this chapter. The last section in this 

chapter discusses different heart simulation models. These simulation models are studied 

to be an aid in developing a simulation model for this research.  

 

2.1 Blood and Blood Vessels 

The average adult has about five liters of blood flowing through blood vessels, delivering 

essential elements, and removing harmful wastes [30]. Blood transports oxygen from the 

lungs to body tissue and carbon dioxide from body tissue to the lungs. Blood contains red 

blood cells (RBC) and white blood cells (WBC). These cells are responsible for 

nourishing and cleansing the body. Approximately 55 percent of blood is plasma [24, 30]. 

The liquid plasma carries the solid cells and the platelets, which help blood clot. 

 

2.1.1 Properties of blood vessels 

The quantities of interest for the blood vessels are average density, dimensions and elastic 

properties of the wall material. The density of blood vessels is considered the same as 

soft tissue and it varies between 1.0 and 1.2 [30]. Blood vessels are composed of four 

types of tissues – endothelial lining, elastin, collagen fibres and smooth muscle [24, 31]. 

Elastic deformations take place at substantially constant volume so that Poisson’s ratio is 

close to 0.5. The primary function of the muscles is to provide active tension by 

contraction under physiological control and thereby changing the diameter of the blood 

vessel. Each of the tissues has a different elastic modulus and the effective elastic 
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modulus increases with blood pressure. Increase of stiffness of the arterial wall is 

accompanied by increase in the pulse-wave velocity. The typical data for human aorta 

[24] is given in table 2. 

 

Table 2 Typical data for human aorta 
 

Vessel Diameter (mm) Wall Thickness (mm) Length (cm)

Ascending Aorta 32 1.6 4 

Thoracic Aorta 20 1.2 16 

Abdominal Aorta 19 0.9 16 

 

2.1.2 Properties of blood 

Blood consists of a suspension of a variety of cells in an aqueous solution. The whole 

blood density is between 1.05 and 1.06 g/cm3 [30]. The majority of the cells are red blood 

cells (about 5 million per mm3), which are responsible for the fluid dynamic behavior of 

blood. The viscosity of blood is several times that of water [30, 31]. In general, for 

arteries and veins, blood does not behave like a Newtonian fluid because of the 

suspended particles and also its viscosity depends on the conditions under which 

measurements are carried out [31]. 

 

In any flow analysis, it is essential to use a viscosity appropriate to that particular flow 

situation. The effects of shear stress and axial accumulation of cells on wave transmission 

and flow are small under the conditions found in the large arteries. Hence, in most large 
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arteries, blood can be considered to behave in a Newtonian fashion, and the viscosity can 

be taken to be as a constant, 4 centipoises [31]. 

 

2.1.3 Electrical conductance properties of blood in motion 

Sigman et al. (1937) found a maximum change of 10% in conductivity of blood with a 

linear velocity increase from 0 to 40 cm sec [33, 32]. Moskalenko et al. (1959) found the 

change in conductivity of blood due to motion to be in the range of 2-5% of the initial 

magnitude. In their experiments the sharpest electrical conductivity change occurred in 

the range of flow between 0 and 15 cm/sec. An increase in velocity of blood flow above 

20 cm/sec did not cause a noticeable change in resistance [32]. 

 

Moskalenko et al. (1959) [34, 32] explained the increase in electrical conductivity of 

moving blood by assuming that the erythrocytes carry an electric charge on their surface 

and that their directed motion caused a convection current between the electrodes as a 

result of the change in surface area of the cells relative to the electrodes. 

 

F.M. Liebman et. al. (1961) [35, 32] showed that in rigid tubes the electrical conductance 

of blood varies with the blood velocity within certain limits. The change in conductance 

was independent of any increase in the blood volume but was related to the diameter of 

the tube and the velocity of the flow. The conductance changes in blood with velocity 

occur in such a way that the impedance pulse is synchronous with the velocity pulse. The 

change in the conductivity of blood due to velocity is brought about by the axial 
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accumulation of cells and the orientation of cells in relation to the vorticity (amount of 

circulation or rotation of the fluid) lines. The conductance change due to axial 

accumulation is shown to be of a much smaller magnitude than predicted theoretically. 

The larger the diameter of the tube the greater was the percentage change in conductance 

at any specific velocity [32]. 

 

2.1.4 Blood flow in the aorta 

Normal arterial flow is laminar with secondary flows generated at curves and branches 

[31]. Arteries adapt and change with the varying flow and pressure conditions of blood 

flow. Heart pumps blood through a sophisticated network of branching tubes starting 

with the aorta. As the heart muscle contracts periodically, blood is pumped from the left 

ventricle into the aorta through the aortic valve [31]. The aorta, being elastic, expands 

when it receives blood at a rate faster than the rate at which it sends blood into the 

peripheral organs. Expanding an elastic vessel causes an increase of the circumferential 

strain and stress in the vessel wall. As a result, the blood pressure increases. The valve is 

closed; blood continues to flow from the aorta into the periphery. By this mechanism the 

blood flow in the aorta does not have a large swing of pressure as it has in the left 

ventricle. 

 

The heart ejects and fills with blood in alternating cycles called systole and diastole, 

creating pulsatile conditions in all arteries. Blood is pumped out of the heart during 

systole and the heart rests during diastole. Pressure and flow have characteristic pulsatile 
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shapes that vary in different parts of the arterial system as shown in Figure 12 [31]. In the 

aorta, the velocity and pressure waveforms are shown in the ascending, descending and 

the abdominal aorta. The aorta provides a reservoir of high pressure during systole and 

diastole. Hence, the pressure waveform in the ascending aorta has the maximum value 

and decreases as blood flows to the different parts of the body. During diastole, when no 

blood is pumped out of the heart, the flow is zero or even reversed in some arteries but 

due to the pulsatile nature of blood flow the pressure does not go to zero. 

 

 

Figure 12 Pressure and velocity pulse waveforms in the aorta and arterial branches of a 
dog 
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2.1.5 Modeling blood flow in arteries 

Any analysis of blood flow requires that the physical properties of blood and the blood 

vessels be known or assumed [15, 36]. Often adequate data is not available. In this 

section, some of the most common theories modeling blood flow in arteries are 

discussed. These models and theories will be used in our research to couple changes in 

blood flow, velocity, and cardiac output with changes in the T wave elevation in a 

magnetic field. Some most commonly used theories are presented below. 

 

2.1.5.1 Windkessel Theory 

The Windkessel model is used extensively because of its simplicity in interpreting 

pressure and flow behavior in arteries. Modern theories are developed as an improvement 

to the original Windkessel theory. In the Windkessel analysis, the amount of blood flow, 

Qs, stored during each contraction, is the difference between inflow, Qi, to the large 

arteries and the outflow, Qo, to the small peripheral vessels [15]. 

ois QQQ −=  

(35) 
The aorta is represented by an elastic chamber and the peripheral blood vessels by a rigid 

tube of constant resistance. According to Equation 35, part of the flow is sent to 

peripheral vessels and part of it is used to distend the elastic chamber. Two important 

parameters defined are the peripheral resistance (Rs) and the compliance (C) [15]. At 

steady flow, assuming the venous side pressure drop to be small, the peripheral resistance 

is defined as the ratio of mean arterial pressure (
_
P ) to mean arterial flow (

_
Q ). 
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Q
PRs =  

(36) 
The arterial compliance C represents the storage property of the artery. It is expressed as 

the amount in change in blood volume (dV) due to change in distending pressure (dP) in 

the artery. 

dP
dVC =  

(37) 
The diastolic aortic pressure decay from end systolic pressure (Pes) to end-diastolic 

pressure (Pd) follows an exponential decay with a time constant τ. The time constant of 

pressure decay τ is defined by the product of resistance and compliance [36]. 

CRs ⋅=τ  

(38) 
Using the Windkessel model, the pressure in the aorta p is related to the blood flow from 

the left ventricle (Q) by the equation [36]: 
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(39) 
where op  is the systolic pressure in the ventricle at the instant the valve opens. 

 

2.1.5.2 Oscillatory blood flow in arteries 

Three equations were formulated that characterize the propagation of blood flow in 

arteries [15, 36]. The velocity of blood flow is considered laminar in the vessel. The first 

of these equations describe fluid motion by relating the blood velocity in the longitudinal 
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direction with the pressure and density of blood. This equation implies that blood flow 

acceleration is proportional to the pressure gradient: 

z
p

t
vz

∂
∂
⋅=

∂
∂

ρ
1

 

(40) 
where zv is the blood velocity in the longitudinal z direction. p is the pressure. ρ is the 

density of blood. This equation is used to obtain blood flow from pressure gradient 

measurements.  

 

The second is the equation of continuity, to describe the incompressibility of the fluid. 

This equation states that the blood flow velocity gradient is related to the rate of change 

in the cross-sectional area of the blood vessel. 
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(41) 
where A  is the cross sectional area of blood vessel and r  is the inner lumen radius.  

 

The third is the equation to describe the elastic properties of the wall. This equation states 

that the pressure-radius relationship remains constant (k) for the cardiac cycle.  

k
p
r
=

∂
∂  

(42) 
From the above three equations, the pulse wave velocity (PWV) is thus derived as [22]: 

ρ..2
.
r
hEPWV =  
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(43) 
where E is the Young’s modulus of elasticity for the vessel and ‘h’ is the wall thickness. 

This equation can be used for the calculation of arterial pulse wave velocity when the 

geometry and elasticity of the artery are known. 

 

In the arterial system, the velocity profile is relatively flat or blunt at the ascending aorta 

or at the entrance of the arterial system [15, 36]. The flat velocity profile implies that the 

blood flow velocity across the artery is uniform. The flat profile becomes progressively 

parabolic when approaching smaller arteries. In a parabolic velocity profile, the 

centerline velocity is the highest and the velocity declines in a parabolic fashion towards 

the vessel wall. In this profile the velocity at the arterial wall is lowest. 

 

2.1.5.3 Womersley’s theory 

Of the many linear theories for blood flow, the Womersley’s theory is used extensively. 

A frequency dependent parameter used in this theory called the Womersley’s parameter 

is defined by [15]: 

η
ρωα ⋅

⋅= rw  

(44) 
where 

hf⋅⋅= πω 2  

(45) 
where fh is the heart rate, r is the arterial lumen radius, ρ is the  density of blood and η is 

the viscosity of blood. This parameter represents the ratio of the movement of blood mass 
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to the flow resistance caused by blood viscosity. Womersley’s parameter increases in 

magnitude with size of blood vessel and body weight. 

 

This theory starts with a linearized Navier-Stoke’s equation and utilizes an equation of 

motion of a freely moving elastic tube with homogenous and isotropic wall material. The 

theory assumes that the pulse propagation wavelength is much greater than the arterial 

lumen radius. Assuming arterial wall and blood densities to be equal, an equation for the 

pulse wave velocity (PWV) is derived. 

ck
Eh

rPWV ⋅
⋅
⋅

=
ρ  

(46) 
where kc is a function of the Bessel function, E is the Young’s modulus of elasticity for 

the vessel and ‘h’ is the wall thickness.  

 

2.2 Cardiac Output and Cardiac rate 

The induced voltage in the aorta depends largely on the cardiac output or the volume of 

blood flow in the aorta. The cardiac output or the amount of blood ejected from the 

ventricles is a measure of the pumping ability of the heart [30]. It is determined by: 

)/(*min)/(min)/( beatmlSVbeatsCRmlCO =  

(47) 
where CO is the cardiac output, CR is the cardiac rate and SV is the stroke volume. 

Cardiac output is related to the total blood volume in a given time period. An increased 

cardiac output can be caused by an increase in the cardiac rate or stroke volume. Cardiac 
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rate is based on the natural rhythm of the SA node. The stroke volume is regulated by 

three parameters – end-diastolic volume (EDV), contractility and total peripheral 

resistance.  

 

It is essential to determine the cardiac output to compute the T wave elevation of the 

ECG signal in the MRI. As the cardiac output increases, the volume of blood in the aorta 

increases and hence more potential will be induced across the aorta. This results in a 

higher T wave elevation. Hence the cardiac output is directly proportional to the T wave 

elevation. To measure this cardiac output, the most widely used techniques are the 

velocity encoded, phase difference MRI (non-invasive), thermo dilution (invasive) and 

Doppler Ultrasound (non-invasive). These methods are discussed below. 

 

2.2.1 Velocity Encoded MRI 

An MRI system can be used to measure the cardiac output of a patient. The principle of 

velocity encoded, phase difference MRI is that hydrogen nuclei moving through a 

magnetic field gradient accumulates a phase shift proportional to the velocity [11, 36, 

37]. The flow is calculated by multiplying blood velocity by the cross-sectional area of 

the vascular structure, ascending aorta in this case. It takes about 1 to 2 minutes to 

calculate the blood flow using this technique [11]. For a normal patient the blood flow 

can be calculated before taking the MRI images of the body part of interest. 
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The RF system of the MRI causes the hydrogen protons to spin in a particular direction. 

The hydrogen protons moving in a magnetic field acquire a shift in their phase of rotation 

in comparison to stationary spins. The amount of this phase shift is proportional to the 

velocity of the moving spin. For stationary tissue, a bipolar magnetic gradient is used and 

this produces the required phase shift. By repeating the measurement with an inverted 

bipolar gradient, phase shifts induced by other sequence parameters are eliminated. The 

phase difference that remains after subtraction of these two data sets is used for a 

calculation of the velocity profile.  

 

Before any measurement is started, the sequence is tuned to the maximum peak velocity 

expected in the blood vessel of interest (aorta). The tuning is necessary since the phase 

shift values should be within a range of 180°. The peak velocity now corresponds to a 

phase shift of 180°. The velocity v can be determined by the phase difference acquired in 

the two interleaved measurements:  

vm ⋅Δ⋅=ΔΦ γ  

(48) 
where γ is the gyromagnetic ratio of hydrogen (42.59 MHz/Tesla) and Δm denotes the 

difference of the first moment of the gradient-time curve.  

 

Velocity encoding (Venc) is given in centimeters per second [36, 38]. It determines the 

highest and lowest detectable velocity encoded by a phase-contrast MRI image. The 

velocity encoding parameter is inversely related to the area of the flow-encoding 

gradients. The imaging time is going to be different for different velocities. But to keep 
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the time constant, stronger gradient amplitudes are used to encode smaller velocities. It is 

the transverse component of the spin magnetization that can acquire a motion-induced 

phase shift. Therefore, it is necessary to first induce a transverse magnetization with the 

help of the RF pulse before the flow-sensitizing gradients can be applied. 

 

In the phase-contrast measurement technique, some parameters need to be considered to 

keep the overall error minimum. An optimum value of the encoding velocity needs to be 

selected. To have a precise measurement, the encoding velocity should match the real 

velocity in the region of interest. Setting the encoding velocity below the peak velocity in 

the vessel of interest results in wrapping around of velocity information within a voxel 

(aliasing) [37, 38]. Measurements of flow are most precise if the imaging plane is 

positioned orthogonal to the main direction of flow and through plane flow encoding is 

used. Other parameters that play an important role are the spatial and temporal resolution, 

accelerated flows, spatial mis-registeration and phase offset errors.  

 

For the ascending aorta, the encoding velocity is approximately 200 cm/sec [11]. The 

imaging plane is selected on an oblique sagittal localizing image that shows the 

ascending aorta at the level of the pulmonary bifurcation.  

 

This technique requires the MRI system to acquire dedicated images of the heart to 

determine the cardiac output. But in our research, a method needs to be developed that 

can continuously measure the cardiac output without the continuous engagement of the 

MRI scanner. 
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2.2.2 Thermo dilution 

Thermo dilution is a technique for measuring cardiac output by monitoring temperature 

changes over time. A known amount of cold liquid (e.g. 10 ml of sterile, ice-cold isotonic 

0.9 % saline) is injected into the right atrium. The injection is made into a proximal port 

of a catheter containing a thermistor mounted at the tip. The solution cools blood as it 

passes into the ventricle and the change in temperature is plotted over time. The cardiac 

output is inversely related to the area under the thermo dilution curve. Thermo dilution is 

an invasive technique that can be repeated at short intervals [37, 38].  This technique has 

been used in majority of the major clinical studies related to the field of pulmonary 

hypertension. This method is limited due to its invasive nature. 

 

2.2.3 Doppler Ultrasound 

A Doppler ultrasound test uses reflected sound waves to evaluate blood as it flows 

through a blood vessel [38]. It can show blocked or reduced blood flow through 

narrowing in the major arteries that could cause a stroke. During Doppler ultrasound, a 

handheld instrument (transducer) is passed lightly over the skin above a blood vessel. The 

transducer sends and receives sound waves that are amplified through a microphone. The 

sound waves bounce off solid objects, including blood cells. The movement of blood 

cells causes a change in pitch of the reflected sound waves (called the Doppler effect). If 

there is no blood flow, the pitch does not change. Information from the reflected sound 

http://www.amershamhealth.com/medcyclopaedia/medical/Volume V 2/cardiac output.html
http://www.amershamhealth.com/medcyclopaedia/medical/Volume V 2/cardiac output.html
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waves can be processed by a computer to provide graphs or pictures that represent the 

flow of blood through the blood vessels. The cardiac output can be derived from this 

blood flow information. These graphs or pictures can be saved for future review or 

evaluation. 

 

An approach for measuring the continuous blood pressure based on Doppler ultrasound 

uses the blood pressure cuff and an ultrasound Doppler device [38]. A normal upper arm 

cuff is used and the tube is connected to a servo system which receives signals from the 

Doppler ultrasound. The Doppler ultrasound is placed proximal to the blood pressure cuff 

and measures the blood flow into the artery under the cuff. The pressure in the cuff is 

recorded by a pressure transducer. The cuff is inflated above the systolic pressure. The 

servo system is designed to maintain a low flow under the cuff throughout the heart cycle 

(the transmural pressure will be maintained close to zero). The arterial wall is then in 

balance between the pressure inside and the cuff. The artery is continuously in a partially 

constricted state. When the cuff is wide enough so that the pressure in its bladder is 

transmitted without significant loss to the outside artery, the pressure in the cuff 

represents arterial blood pressure. Hence the above process consists of three phases: 

1. The first phase corresponds to the state of the arm before the cuff is inflated. 

Then the pressure in the cuff is raised above the systolic arterial pressure.  

2. This will occlude the artery under the cuff. However, the instantaneous flow 

velocity is not zero proximal to the cuff but oscillates around zero. 

3. In phase three, the flow in the artery is restricted and the instantaneous 

pressure in the cuff corresponds to the intra-arterial pressure. 
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The continuous blood pressure waveform obtained by this method is very accurate and 

matched perfectly when compared to invasive readings.  

 

These three methods are standard methods of measuring the cardiac output of a patient. 

Each method has its own advantages and disadvantages. A better method is needed to 

measure the cardiac output that is simple and continuous. From this data, the effect of 

cardiac output on T wave elevation can be measured and be removed during an MRI 

procedure. 

 

2.3 Relation between blood volume in the finger and cardiac output 

The above methods described for measuring the cardiac output are direct methods. These 

methods are difficult to implement in the MRI room due to the high magnetic field of the 

MRI, the inaccessibility to the patient in the MRI bore and the time it takes to acquire a 

phase encoded MRI image. The other approach to measure cardiac output is an indirect 

non-invasive method and uses the photo-plethysmogram waveform obtained from the 

pulse oximeter. 

 

The photo-plethysmogram is obtained from the pulse oximeters in addition to the digital 

readout of oxygen saturation [26, 27]. The change in the morphology of this waveform is 

difficult to interpret. Although they resemble the pressure waveforms recorded from 

arteries, they represent changes in the blood volume in the tissue bed. In a research paper 
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published in the British Journal of Anaesthesia [29], the intravascular volume was 

changed by removal of 10% of estimated blood volume and was then followed by an 

equal volume replacement by Haemaccel. Changes in the plethysmographic waveform 

correlated perfectly with the changes in the blood volume. Figure 13 shows the arterial 

flow waveform derived from pulse oximeter and the measured Doppler waveforms [39].  

 

 

(Reproduced with permission from Wiley-Blackwell Publishing Limited.) 

Figure 13 Comparison of derived arterial flow waveform (top) and the measured Doppler 

waveform (bottom). 

 

From the blood volume waveform the blood flow waveform can be derived. If a value at 

a point in time represents volume then changes in the value represents flow. The total 

flow at any given time instant is calculated by the difference in the adjacent two values 

divided by 2 [40].  

2/)( 11 −+ −= ttt VolVolQ  

(49) 
where Qt is the flow at time instant ‘t’, Volt+1 and Volt-1 are the volumes at time instant 

‘t+1’ and ‘t-1’ respectively. The arterial flow waveforms from pulse oximetry have been 
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compared with the measured Doppler flow waveforms. The similarity of the derived 

arterial flow to the measured Doppler flow is very clear [39, 40]. 

 

The various research papers used for relating the cardiac output and the plethsymogram 

are discussed below. The relation between the cardiac output and the blood volume in the 

finger can be sub-divided into the following relations: 

1. Relation between the aortic blood flow (cardiac output) and blood pressure in 

the aorta. 

2. Relation between the blood pressure in the aorta and the blood pressure in the 

finger. 

3. Relation between the blood pressure in the finger and the blood volume pulse 

measured from a pulse oximeter.  

 

The aim is to develop a model that directly relates the blood volume in the finger (PPG) 

to the cardiac output by integrating the above models with the necessary changes in each 

model. The system is an integration of subsystems, shown below: 

 

 
Figure 14 Relation between blood volume pulse in finger and cardiac output. 

 



 55

Various models have been developed relating the above parameters. These models are 

described briefly in the next sections. 

 

2.3.1 Relation between the aortic blood flow (cardiac output) and blood 
pressure in the aorta 

The aortic blood flow or cardiac output can be determined by measuring the pulse wave 

velocity (PWV) of the blood in the aorta [16, 17]. The motivation behind this research is 

that the pulse wave velocity gives us the velocity profile of blood flow in the aorta. This 

profile can be directly used in the Lorentz’s equation to calculate the voltage induced by 

the magnetic fields in the ECG signal. Hence if a method of measuring the PWV of the 

patient in the MRI environment can be devised, then it can be used to provide a 

continuous measure of the cardiac output. Also when integrated over a single heart beat it 

can provide the stroke volume and when integrated over a minute it can provide the 

cardiac minute volume.  

 

The pulse wave velocity increases when the cross-sectional area of the artery decreases or 

the distensibility or compliance of the artery decreases. Compliance is defined as the ratio 

of change in volume to the change in pressure. Typical PWV in the aorta is 3 to 5 m/s, in 

the subclavian or femoral artery is 7 to 9 m/s and 15 to 40 m/s in small arteries [41]. 

PWV can be measured by measuring the difference in arrival of the pulse wave at two 

different locations on the artery, for example, the wrist and the end of the middle finger. 

The time difference between the R wave of the subject’s ECG and the onsets of the pulse 
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wave at the wrist and at the end of the middle finger is a measure of the time it takes the 

pulse wave to move between those two points. The distance between these two points 

divided by the time measured is the pulse wave velocity of that artery. This method of 

determining the blood pressure is patented (patent number 5,865,755) [42]. 

 

The use of PWV as a continuous measure of blood pressure changes is outlined in a 

research paper published in “The society for psycho-physiological research” by Brian 

Gribbin, et. al.(1976) [17]. An experiment was carried out to prove the theoretical 

consideration that changes in the PWV reflect changes in the blood pressure. PWV along 

an arm artery was monitored in 26 subjects at a time when the arterial distending pressure 

of the limb was altered over a wide range by means of externally applied positive and 

negative pressures. The research was based on the fact that the PWV is the rate of 

propagation of pressure pulse waves along arteries and short term changes in the 

parameter are due primarily to alterations in blood pressure. The velocity with which a 

pressure wave travels along an artery is determined by the dimensions and true 

compliance or distensibility of the artery. The arteries and arterial segments become 

progressively more resistant to stretch (less distensible) at higher distending pressures. 

The results obtained in this research strongly supports the hypothesis that changes in 

PWV can be used to detect and to follow changes in blood pressure. Its application is 

limited to situations where the change in blood pressure is of interest and not the absolute 

value.  
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In another research work by L. A. Geddes, et. al. (1981) [43] the pulse transit time, which 

is the difference in time between two pulses detected at different distances from the heart, 

is found to decrease with increasing blood pressure. The method employed to measure 

the pulse transit time measures two arterial pulse pickups located at different distances 

from the heart. From the pulse transit time, the PWV is computed as an inverse relation 

and the relationship between the PWV and the diastolic pressure is found to be very 

nearly linear. The method used for the measurement of pulse transit time has two 

disadvantages: firstly, it is difficult to monitor continuous trains of artifact-free pulses 

from two sites and secondly the interval between them is very short. These problems 

were overcome by Andrew Steptoe, et. al. [44] by dispensing with the proximal pulse 

detector and using the R wave of the ECG as the central trigger. Also the pulse transit 

time does not bear an inverse relation with the PWV. There could be a delay due to intra-

cardiac events such as electrical depolarization, iso-volume contraction, the opening of 

semi-lunar valves and the expulsion of blood. The final results obtained in this research 

also suggested a very high correlation between the PWV and mean arterial pressure.  

 

All research papers discussed above and many others confirmed the high correlation 

between the PWV and the blood pressure but none of them dealt with an actual 

mathematical relationship between the two. In the work by K H Wesseling, et. al. (1993) 

[16] a nonlinear, three element model is developed for the computation of aortic flow 

from pressure. The model elements represent aortic characteristic impedance, arterial 

compliance and systemic vascular resistance. Parameter values for the first two elements 

are computed from an age-dependent aortic pressure-area relationship. Peripheral 
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resistance is predicted from the mean pressure and model mean flow. Once model 

parameters are found, the flow can be computed from measured pressure by simulating 

the model. To evaluate the accuracy of the model, the results were compared with thermo 

dilution cardiac output estimations. The mean difference was ± 7%. But after using one 

comparison per patient to calibrate the model, the mean difference was reduced to ± 2% 

with a SD of 8% [16]. Given these small errors the method could be used to monitor 

cardiac output continuously.  

 

The first model parameter – aortic characteristic impedance (Zo) is a dynamic property of 

the aorta that impedes pulsatile outflow from the ventricle. It is defined by the equation: 

'0 CA
Z

⋅
=

ρ  

(50) 
ρ is the density of blood, A is the cross-sectional area of the aorta and C’ is the aortic 

compliance per unit length. C’ is the derivative of the pressure-area relationship with 

respect to the pressure (P). It is defined by: 

dP
dAC ='  

(51) 
The second parameter – windkessel or buffer compliance (CW) is the ability of the aorta 

and the arterial system to elastically store the cardiac stroke output from the left ventricle. 

The value is assumed to be equal to the compliance per unit length times the effective 

length of the aorta. 

'ClCw ⋅=  
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(52) 
The third parameter – peripheral resistance (Rp) is the Poiseuille resistance of all vascular 

beds together. The first two parameters can be computed based on the precise and 

detailed results on the visco-elasticity of the human aorta available in the form of 

pressure-area relations. The third parameter, Rp is defined as the ratio of average pressure 

to average flow. Its value changes only slowly compared with a heart beat interval. Hence 

the current computed value is used to simulate the flow of the next beat. At the start of 

the simulation a reasonable initial value is assumed. From true mean pressure and 

computed mean flow the next approximation is computed.  

 

The model flow is finally computed by simulating the behavior of the model under the 

applied arterial pressure pulsation as shown in figure 14. The model behavior is non-

linear. Simulation is done digitally and model computations are repeated for each new 

pressure sample taken. The cardiac output is computed by multiplying the stroke volume 

with instantaneous heart rate. The heart beat interval is derived from the pressure 

waveform [16]. 
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Figure 15 Three element model to compute flow. 
 

The symbols in the circuit are defined below: 

Zo: Aortic characteristic impedance. 

Cw: Windkessel or buffer compliance. 

Rp: Peripheral resistance.  

Q(t): Blood flow as a function of time. 

P(t): Arterial pressure waveform. 

Pw(t): Windkessel pressure. 

 

Model flow computed from aortic pressure shows typical characteristics of an aortic flow 

pulsation: steep upslope at the beginning of systole, a gradual down slope terminated in a 

steep final phase and sharp dicrotic notch at end systole, followed by a period of almost 

zero flow in diastole. The model flow method extracts precise cardiac output information 

from arterial pressure. The aortic pressure-area relation is a useful approximation of 

aortic nonlinearity. Radial artery pressure can be used to compute beat-to-beat values, 
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although aortic pressure provides a visually better model flow waveform. For highest 

accuracy and precision a calibration of the model parameters is required. The model flow 

method provides an accurate model to obtain the cardiac output and PWV from the 

arterial pressure. This model is implemented in MATLAB and the results are presented in 

the next few chapters. 

 

2.3.2 Relation between the blood pressure in the aorta and the blood 
pressure in the finger 

Conventional noninvasive blood pressure techniques record blood pressure in the upper 

limb, but the upper limb pressure waveform differs from the ascending aortic waveform 

under normal conditions, during exercise and respiratory maneuvers, and after 

vasodilation. To resolve these differences, several attempts have been made to synthesize 

the ascending aortic pressure pulse from various peripheral pulses [45 - 47].  

 

At a given arterial location, the particular shapes of pressure and flow waveforms are 

dictated by the properties of the cardiovascular system (geometry, wall elasticity, 

peripheral impedances, heart rate, cardiac output, etc.). Various computer models are 

developed to study the transfer from periphery (e.g. finger) to aorta. Most of these models 

are based on the same set of governing equations – the integrated, one-dimensional 

continuity and momentum equations. Throughout the arterial system, at bifurcations, the 

pressure is assumed constant and continuity of flow is preserved. At the distal end of each 

terminal branch, terminal impedance (modified windkessel model) is used to account for 
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the cumulative effect of all distal vessels. The modified windkessel model accounts for 

both the resistive and the compliant effects of vessels. The geometrical properties of the 

arterial segments are specified by the length and the proximal and distal cross-sectional 

areas. The elastic properties of the arterial wall are specified by the volume compliance. 

The calculated waveforms match closely when compared with the experimentally 

determined waveforms published in the literature [45]. Some of the well established 

characteristics of arterial flow are evident. The phase shift between the pressure and flow 

is apparent. Also the amplification of the pressure pulse (even though the mean pressure 

is decreasing) as the waveform progress along the system is evident. The results compare 

well with the experimental data.  

 

In a research paper by Mustafa Karamanoglu, et. al.[46], ascending aorta pressure 

waveforms were synthesized from finger arterial recordings in real time using 

convolution windows derived from transfer functions. A continuous transfer function is 

derived that takes the possible physical properties of the upper limb into account. For this 

purpose, a mathematical model of the human upper limb arterial system is constructed 

and linked with the carotid arterial model. The resultant combined model consisted of 

three viscoelastic tubes connected in series and terminated with a modified windkessel. 

The time-domain representation of the transfer function as a convolution window can be 

used in human adults to synthesize the ascending aortic pressure waveform from finger 

recordings in real time. This procedure could be used where aortic pressure waveform 

features are needed in real time on a beat-by-beat basis. 

 



 63

Various interesting models are studied to transfer the flow velocity waveform from the 

finger to the aorta. The ascending aortic pressure wave during systole is virtually 

identical to left ventricular pressure during ejection but both are quite different from the 

systolic part of the pressure wave as recorded in the brachial, radial, and other peripheral 

arteries. Such differences are attributed to wave travel and reflection in the systemic 

circulation and are substantial [47]. The models studied derived a generalized transfer 

function that relates the flow velocity in the finger to that in the aorta.  

 

2.3.3 Relation between the blood pressure in the finger and the blood volume 
pulse measured from pulse oximeter  

The photoplethysmogram (PPG), representative of the blood volume pulse, is related to 

the underlying arterial blood pressure. Two research papers [48, 49] suggest a static 

relationship while others use more complex dynamic characterizations [50]. The simplest 

model of the relationship between the blood pressure and the volume assumes a static 

sigmoid curve relating the two parameters [49]. The maximum compliance occurs when 

transmural pressure is kept near zero. The transmural pressure (Ptm) is defined as follows:  

cuffheightABPtm PPPP ++=  

(53) 
ABPP  is the internal pressure, heightP  is the external hydrostatic pressure, and cuffP  consists 

of any additional externally applied pressure. For a given pressure change, the volume 

change will be maximum when the transmural pressure is kept near zero. If the pressure-

volume sigmoid curve were static, it would be easy to estimate blood pressure by using a 

calibrated plethysmogram signal. But the sigmoid curve may change as a function of time 
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and physiological state and also the pressure volume curve is dynamic, showing 

hysteresis. 

 

Though there is no simple relation between the blood pressure and the volume pulse, 

many research papers have to a certain extent successfully developed a model relating the 

two parameters. In one of the research works by P. Shaltis, et. al. [49], the 

plethysmogram waveform is used to estimate the internal mean arterial pressure by 

finding the height at which the amplitude of the plethysmogram signal is maximum. Once 

a mean arterial pressure (MAP) is known, it is then possible to continuously estimate this 

pressure for all points of the plethysmogram waveform [ )(tyPPG ]. A nonlinear calibration 

curve based upon the equation below is generated from a training set of data:  

)(exp())(exp( tydctybaMAP PPGPPGest ××+××=  

(54) 
The above method was found to rapidly converge to unique parameters (a, b, c, d) for all 

subject data sets. After generation of the compliance curve a second test set of data from 

the same volunteer was utilized to validate the calibrated model. 

 

One method to estimate continuous and non-invasive blood pressure that has been 

extensively studied uses pulse transit time (PTT).  PTT is the time interval for the arterial 

pulse pressure wave to travel from the aortic valve to a peripheral site (e.g. finger). The 

peripheral pulse is measured using pulse oximeter and the time difference between the R 

peak of ECG and the peak of PPG waveform is considered as PTT. The pulse wave 

velocity is considered to be the inverse of PTT. The Moens-Kortweg equation, modified 
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by Bramwell and Hill (1922) relates the change in pressure (ABP) to the pulse wave 

velocity and the volume (PPG) in an elastic artery. 

)(2

V
VcP Δ

×∝Δ  

(55) 
V is the initial volume of the artery, ΔV is the change in volume resulting in the pressure 

pulse ΔP and c is the pulse wave velocity (PWV). The change in volume and the initial 

volume are measured from the blood volume waveform. Hence the pressure pulse ΔP can 

be computed. The equation may require introduction of some calibration constants. 

 

To determine the blood pressure from the PPG waveform, four features of PPG signals 

were analyzed by X. F. Teng, et. al. [50], namely, width of 2/3 pulse amplitude, width of 

1/2 pulse amplitude, systolic upstroke time (t1), and diastolic time (t2). The accurate 

positions of the peak and the foot are important for determining the values of these 

features. In some PPG recordings, it is difficult to find the accurate position of the foot 

because of the poor signal quality. Continuous wavelet transform (CWT) was used to 

deal with this problem. Twice the heart rate frequency was selected as the scale of CWT 

and the mother wavelet was Mexican hat [50]. The feature that has the highest mean 

correlation coefficient with ABP was found to be the diastolic time (t2), which is used in 

the further regression analysis. Linear regression line in the form of bxay +⋅=  was set 

up for systolic BP and diastolic BP with the data of six trials. Then the data of another six 

trials from the same subject were used to estimate blood pressure. There is inter-subject 

difference in the estimation results, because the cardiovascular parameters are different 

from subject to subject. Therefore, individual calibration is needed in reality. 
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In another research work by John Alley, et. al. (1998) [51], the relationship is derived 

using linear and neural network system identification techniques. The blood volume 

waveform is the input to the system and the blood pressure is the output of the system. 

Both the waveforms are measured and the transfer function of the system is determined. 

The blood volume waveform is obtained using a pulse oximeter and the finger arterial 

blood pressure waveform is obtained using a commonly used device called Finapres [52].  

 

Finapres is a non-invasive continuous finger arterial blood pressure monitor, based on the 

vascular unloading technique. Finapres is the acronym for finger arterial pressure, the 

variable that is measured continuously by the Finapres [52]. With the volume-clamp 

method, the finger arteries are clamped at a fixed diameter, although intra-arterial 

pressure changes continuously, by applying an external pulsating pressure via an 

inflatable bladder mounted in a finger cuff and a fast acting servo system. The diameter at 

which the finger arteries are clamped is determined from an infrared plethysmograph 

mounted in the finger cuff such that transmural pressure is zero and intra-arterial and cuff 

pressure are equal both in shape and in level at all times. The more sophisticated neural 

network system identification technique performed better than the simpler linear system 

identification technique by providing a more accurate model fit.  
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2.4 Effect of magnetic field on blood flow 

Blood is an electrical conducting fluid and the effect of magnetic field on blood flow is 

the study of magnetic field on a fluid charged to a particular charge density flowing with 

a particular velocity [53]. The Lorentz force is defined as the force exerted on a charged 

particle in a magnetic field. The particle will experience a magnetic field’s exerted force 

and is given by the equation [12]: 

BvqF ×⋅=  

(56) 
where F is the Lorentz force, B is the magnetic field induction, q is the charge of the 

particle, v is its current velocity (vector) and x is the cross product. When applied to a 

fluid (with density ρ) that is charged with a charge density q per unit volume the body 

force per unit mass becomes [12]: 

ρ/)( qBvF ⋅×=  

(57) 
The force is perpendicular to both the velocity v of the charge q and the magnetic field B. 

The magnitude of the force is: 

θsin⋅⋅⋅= BvqF  

(58) 
The angle θ in the above equation is the angle less than 180 degrees between the velocity 

and the magnetic field [12]. This implies that the magnetic force on a stationary charge or 

a charge moving parallel to the magnetic field is zero. 

 

The Reynolds Number is important in analyzing any type of flow when there is 

substantial velocity gradient - shear. The Reynolds Number indicates the relative 
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significance of the viscous effect compared to the inertia effect. The Reynolds number is 

proportional to inertial force divided by viscous force. The Hartmann number is the ratio 

of the magnetic force to the viscous force and is used to describe viscous magneto-

hydrodynamics channel flow. The effect of magnetic field on the flow of blood has been 

an interesting topic of research.  

 

In one of the research works, V A Vardanyan [53] studied the blood flow in large arteries 

in the presence of a magnetic field. The artery is considered to be a round tube of 

constant cross-section with non-conducting walls. It is assumed that the blood flows 

under a certain pressure gradient and the speed of blood in the radial and azimuthal 

directions is zero. The blood flows in a direction parallel to the axis of the tube dependent 

only on the radius of the tube. The applied magnetic field is homogenous and is directed 

perpendicular to the flow. The movement of electric charges of the blood itself induces a 

magnetic field. But the Reynold’s magnetic number for blood is much smaller than unity 

and hence this induced magnetic field is disregarded. 

 

Working on the solution to the Navier-Strokes equation and considering strong magnetic 

fields (Hartmann number >>1), it is shown that with increase in the strength of the 

magnetic field the speed of blood flow and minute volume diminishes. The body may 

counteract the tendency of external factors by keeping the minute volume constant. But in 

such a case, the pressure gradient increases by either a fall in diastolic pressure or an 

increase in systolic pressure by an increase in the mechanical activity of the heart. The 

magnetic forces slow down the faster layers of fluid and accelerate the slower ones. 
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Figure 16 shows how the velocity profile changes from a parabolic profile [53]. Close to 

the walls of the tube, the gradient of the speed increases solely due to the action of 

viscous forces. On the basis of the above analysis, it is concluded that a very strong 

magnetic field is harmful to the body and could cause vascular disorders and can also 

influence the activity of the heart. 

 

v

H

v
δ

 

Figure 16 Change in the velocity profile of viscous conducting fluid when subjected to a 
magnetic field 

 

E M Korchevskii, et. al. [54] performed an analysis on the movement of blood in a 

magnetic field with reference to the principle of “freezing in”, known in magnetic 

hydrodynamics. A tube of conducting fluid is surrounded by electromagnets through 

which currents shifted in phase are passed. By the principle of “freezing in” the lines of 

force of the magnetic field are sealed to the fluid and move together with it. Two points 

in the liquid present in a given line of force will continue to be present in the line of 

force, irrespective of the movement the liquid performs. If the fluid travels through the 
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tube at a speed less than the phase speed of the field, then by the principle of “freezing 

in” the lines of force of the field will accelerate the fluid. If the phase speed of the field is 

less than the speed of the fluid then the field reduces the speed of the fluid. According to 

the analysis presented, the magnetic field begins to exert an effect on blood flow when 

the criterion in the equation below is satisfied: 

)/102( 3 aH ×≥  

(59) 
where H is the magnetic field in gauss and ‘a’ is the radius of the tube. The field begins to 

influence the character of blood flow at values of the order of 1000 gauss and above. 

 

In another research paper by Y. Kinouchi, et. al. [55], a solution of the complete Navier- 

Stokes equation is obtained using finite element analysis for the assumption that the walls 

of the aorta are electrically conductive and not conductive. Also the propagation of the 

magnetically induced voltages to the neighboring tissues and the effect on the sino-atrial 

node is analyzed. Also the author discussed the reduction of blood volume flow at high 

magnetic fields of about 10 T. The magnetically induced voltage is quantitatively 

computed considering the aorta as cylinder of infinite and finite length. The results from 

this paper are discussed in the later chapters and compared with the results from the 

simulation package developed. 

 

In summary, this chapter discusses several papers, theories and models that will be used 

as a reference for developing the T wave elevation simulation package. Based on the 

models for the blood flow in the arteries, our simulation model will model the blood flow 
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in the aorta and apply a static magnetic field to this blood flow. The section that describes 

the relation between blood volume in the finger and the cardiac output will be used to 

develop an easy method to measure the cardiac output and relate it with the T wave 

elevation magnitude. The next chapter continues the review of literature directly related 

to experiment on animals and simulation models. The chapter discusses the different 

experiments on animals performed to measure the effect of strong magnetic fields on 

blood flow and the effect on the T wave of the ECG signal. The result of the experiments 

on monkeys and rabbits are presented. Also the next chapter discusses different heart 

simulation models. These models are used as a reference to develop the simulation model 

to simulate the T wave elevation of ECG signal in the MRI.  
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CHAPTER 3  
REVIEW OF EXPERIMENTS ON ANIMALS AND PRESENT 

MODELS 
 

In this chapter, experiments on animals are discussed that study the effect of magnetic 

field on the ECG of the animals. Two particular results of experiments on monkeys [3, 

57], rats [80] and rabbits [56] are presented. The results of the simulation model 

developed will be compared with these results. Also this chapter discusses different heart 

simulation models [58–64]. These models are used as a reference to develop the 

simulation model to simulate the T wave elevation of ECG signal in the MRI. Three 

models – a dynamic model of the cardiac electromechanical activity [58-60], a model to 

simulate the cardiac electrical activity [61] and a model that simulates the ECG signals on 

the thorax [62-64], are discussed. The model developed by A van Oosterom, et. al. [62-

64], is of particular interest to this research. The outputs of these simulation models are 

also presented and their importance in this research is discussed. 

 

3.1 Elevation of T wave in magnetic fields – experiments on animals 

Changes in the ECG signal of several animals have been demonstrated when exposed to 

magnetic fields. This change has been observed in monkeys [3], baboons [57], rabbits 

[56], rats [65] and dogs [66]. Togawa, et. al. [56] experimented with rabbits by placing 

them in a static magnetic field of a maximum of 10,000 G to observe blood flow induced 

e.m.f (electromagnetic force). Figure 17 shows the ECG recordings with no magnetic 
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field, with 10,000 G field (upward deflection corresponds to descending flow) and with 

inverted 10,000 G field (upward deflection corresponds to ascending flow). 

 

 

Figure 17 T-wave elevation in rabbits 
 

When the magnetic field was applied in the direction from back to front, the ascending 

blood flow induced a current from left to right arm – an upward deflection in standard 

lead I of ECG [56]. The e.m.f induced on the surface of the blood vessel is expressed as: 

810−×⋅⋅= DBVE  

(60) 
where E in the e.m.f. in volts, V is the velocity of flow in cm/sec, B is the magnetic flux 

density in gauss and D is the internal diameter of the vessel in cm. The heart and main 

arteries contributed to the induced voltage. 

 

When the body is placed in a magnetic field, all vessels and organs with a blood flow 

across the magnetic field polarize. With a magnetic field of 10,000 G, velocity of 50 

cm/sec, an e.m.f of 8 mV is induced [56]. This induced voltage appeared between the S 
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and the end of the T wave. In another experiment, squirrel monkeys were placed in a 

strong magnetic field of up to 70,000 G for over 3 hours and no serious effect was 

observed. Also the change in pulse rate and ECG due to the magnetic field disappeared 

after the removal of the field [56].  

 

T. S. Tenforde, et. al. [1, 3] performed experiments to measure the magnitude of 

magnetically induced blood flow potentials and blood pressure changes in Macaca 

monkeys exposed to stationary magnetic fields up to 1.5 T. The subjects were placed in a 

reclining position, with the vertical lines of magnetic induction transverse to the 

longitudinal body axis. The ECG recordings were made using a conventional three- lead 

electrode configuration. An instantaneous, field strength dependent increase in the ECG 

signal amplitude at the locus of the T wave was noted. Figure 18 shows the percentage 

increase in T-wave amplitude as a function of field strength increase.  

 

 

(Reproduced with kind permission of Springer Science and Business Media) 

Figure 18 Percentage increase in T wave amplitude in Macaca monkeys as a function of 
magnetic field strength. 
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The increase in the T wave amplitude in Macaca monkeys was found to be reversible and 

there was no effect on the average heart rate or on the amplitudes of the P, Q, R and S 

signals. The increase in the T-wave amplitude results from an induced electrical potential 

associated with blood flow in the presence of a magnetic field. Due to the temporal nature 

of this magnetically induced potential the authors suggested that it is primarily associated 

with pulsatile aortic blood flow. Also a further superposition of a second induced flow 

potential was detected at high fields and this is associated with blood flow in the 

pulmonary artery [1]. The predominant affect a strong magnetic field has on an ECG is 

an increase in the T wave amplitude of the measured ECG.  

 

 

(Reproduced with kind permission of Springer Science and Business Media) 

Figure 19 Elevation of T wave for different magnetic fields (0 T to 1.52 T) in Macaca 
monkeys. 
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The intra-arterial blood pressures of the monkeys did not vary significantly during 

exposure to the stationary magnetic fields. It was concluded [1] that the magneto hydro 

dynamic interaction was too small to produce a measurable increase in blood pressure. 

 

3.2 Simulation models of the heart 

Many simulation packages have been developed to study the relation between the ECG, 

the potential on the heart surface and the potential on the thorax. A few models of interest 

are discussed below. M Sermesant, et. al. [58-60] developed a dynamic model of the 

cardiac electromechanical activity for the analysis of the time series of medical images 

and the simulation of cardiac function. The action potential is simulated using FitzHugh-

Nagumo reaction- diffusion equations, enabling the introduction of pathologies and the 

simulation of surgical procedures. 

 

Gunnar Seemann, et. al. [61] simulated the cardiac electrical activity and calculated the 

electrical fields on the body. An interactive user interface was created in order to control 

the simulation process and visualize the results. The electrical field in the body is 

determined by solving the forward problem of electrocardiology using generalized 

Poisson equation. The simulation comprises physiological and pathological behavior of 

the human heart. 

 

A. Van Oosterom, et. al. [62-64] developed a simulation package (ECGSIM) for 

computing electrocardiographic signals on the thorax and also electrocardiograms on 
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endocardium and epicardium. The interesting features of this simulation are the use of 

equivalent double layer, a realistic thorax model and the feature of interactively changing 

the timings and the local source voltages. This research is of particular interest to the 

simulation model developed. 

 

3.2.1 Electromechanical Model of the Heart 

A dynamic model of the cardiac electromechanical activity for the analysis of the time 

series of medical images and the simulation of cardiac function is developed [58-60]. The 

project worked on building a generic deformable model of the beating heart and a 

procedure to automatically adjust the parameters to any specific patient from 

measurements like the ECG and volumetric medical images. A volumetric biomechanical 

model is built based on tetrahedral meshes. The action potential is simulated using 

FitzHugh-Nagumo reaction- diffusion equations, enabling the introduction of pathologies 

and the simulation of surgical procedures. The modeling is based on a multi-scale 

analysis ranging from microscopic to macroscopic and integrates a priori information on 

the overall geometry and on the fiber directions extracted from specific medical imaging 

techniques.  

 

3.2.1.1 Anatomical Model 

The myocardium is represented as a tetrahedral volumetric mesh including anatomical 

information – myocardium geometry, location of different anatomical parts and muscle 
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fiber directions [Figure 20]. From a 3D image of the heart, extracted from different 

medical image modalities, the myocardium is segmented using classical image 

processing methods like thresholding and mathematical morphology. Then, a triangulated 

surface is obtained (marching cubes method) and decimated to the required size. Finally a 

volumetric tetrahedral mesh is created. The muscle fiber direction (obtained from 

diffusion tensor MRI) is used for: 

1. Preferential propagation directions for the electrical action potential 

propagation. 

2. Transverse anisotropy direction in the passive elastic element of the 

mechanical constitutive model. 

3. Direction of contraction stress in the contractile element of the mechanical 

constitutive model. 
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(Reproduced with kind permission of the author [58]) 

Figure 20 Electromechanical model construction, simulation of cardiac activity and 
clinical data analysis. 

 

3.2.1.2 Electrical Model 

The cardiac electrophysiology is simulated by computing the extra-cellular potentials, 

intra-cellular potentials and their difference - the action potential. The action potential 

wave propagation is simulated using a system based on modified FitzHugh-Nagumo 

model using the following assumptions:  

1. A cell is activated only for a stimulus larger than a certain threshold.  

2. The shape of the action potential does not depend on the stimulus. 

3. Presence of a refractory period during which the cell cannot be excited. 

4. The cell can act as a pacemaker. 

The set of differential equations of the modified FitzHugh-Nagumo used are: 
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(61) 
))1(( zaukuzt +−−−=∂ ε  

(62) 
where u is the normalized action potential, z is the secondary variable for repolarization, 

k and ε control the repolarization and a controls the reaction phenomenon. The parameter 

values derived from the above equations are: ε = 0.01, k = 8 and a = 0.15. 

 

Action potential propagates twice as fast in the fiber direction than in the orthogonal 

direction. The simulated action potential generated by this model with an excitation 

above the initialization threshold is shown in figure 7. 

 

 

(Reproduced with kind permission of the author [58]) 

Figure 21 One dimensional measure of action potential simulation. 
 

3.2.1.3 Electromechanical Model 

The electromechanical model is specifically designed for cardiac image analysis and 

simulation. The model can be directly compared with in vivo measures through medical 

images and thus making a validation possible. The model has:  
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1. A contractile element, which creates a stress tensor.   

2. A parallel element, which is anisotropic linear visco-elastic and creates a 

stress tensor.  

To control the coupling, the contraction intensity is directly controlled by the action 

potential. A solution to the following dynamic equation is used to perform the 

electromechanical simulations: 

FKU
dt

dUC
dt

UdM =++2

2

 

(63) 
where U is the displacement vector, M is the diagonal mass matrix, C the Rayleigh 

damping matrix, K the anisotropic linear elastic stiffness matrix and F the different loads, 

including the stress tensor from the contraction. 

 

3.2.1.4 Complete Cardiac Cycle Simulation 

The interaction of myocardium with blood is very important for the simulation. Different 

phases of the cardiac cycle with different boundary conditions are used to simulate the 

entire cardiac cycle. The cardiac cycle is divided into four phases:  

1. Filling: a pressure is applied to the vertices of the endocardium. 

2. Isovolumetric contraction: a constraint is applied to keep the ventricular 

volume constant. 

3. Ejection: a pressure is applied to the vertices of the endocardium.  

4. Isovolumetric relaxation: a constraint is applied to the vertices of the 

endocardium, keeping the volume constant.  
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The succession of different phases is triggered by a synchronization mechanism based on 

a standard ECG. For the isovolumetric phases, the pressure is estimated as the stress 

required maintaining the volume constant. For the other phases, the valves can close 

when there is a change in flow direction (volume variation changes sign). This provided 

for continuity in the stress and more realistic simulations. 

 

3.2.1.5 Simulated Cardiac Function parameters 

The simulation performed includes the propagation of the action potential in the 

myocardium coupled with the mechanical contraction using different boundary 

conditions depending on the phase of the cardiac cycle. The volumes of the ventricles are 

determined during simulation and this sets the contractility parameter and maximum 

contraction. The inertia axis of the left ventricle is used to compute the local rotation of 

any point around this axis and the radial contraction (variation of distance from the axis) 

of any point of the myocardium during the simulated cycle. The electromechanical model 

is designed for medical image analysis and simulation and is validated using different 

global and local parameters and is then used for the segmentation of 4D medical image 

sequences. This model helps in understanding pathologies and introduces a priori 

knowledge on the cardiac motion improving the segmentation of medical image 

sequences. 
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3.2.2 Simulation Model of Cardiac Electrical activity 

This package is developed to simulate the cardiac electrical activity and calculate the 

electrical fields in the human body [61]. This package is developed to serve as an aid in 

the diagnosis of cardiac pathologies and in medical education. The anatomical model of 

the heart is obtained from MEET Man project [67]. Tissue classification and muscle fiber 

orientation is created with the help of digital image processing. Various parameters such 

as excitability and velocity of propagation were added to form the physiological model. 

Cardiac source distribution is calculated from transmembrane potentials and the electrical 

field in the body is determined by solving the forward problem of electrocardiology using 

generalized Poisson equation. The electrocardiograms are obtained by subtracting 

potentials of two specific derivation points from the body surface potential maps. 

 

The interactive tool is suitable for easily simulating and visualizing heart excitation and 

field distribution in the human body. It handles the whole simulation process – 

animations, images and ECGs. Electrical transmembrane potential distribution is 

presented in anatomical context with standard ECGs and color scale. Figure 8 shows the 

interactive user control. To study different pathologies, individual models need to be 

constructed. 
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(Reproduced with kind permission of the author [61]) 

Figure 22 Interactive user control – controls for simulation and visualization.  
 

3.2.3 ECG Simulation Package - ECGSIM 

ECGSIM is an interactive simulation program that enables one to study the relationship 

between the electric activity of the ventricular myocardium and the resulting potentials on 

the thorax: QRST waveforms as well as body surface potential maps [62-64]. From a 

default specified timing of depolarization and re-polarization of the trans-membrane 

potentials on the closed surface bounding ventricular mass, QRST waveforms are 

simulated. The program allows the interactive changing of the timing of depolarization 

and re-polarization as well as the magnitude of the upstroke of the local trans-membrane 

potentials. 
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Figure 23 shows a display of the ECGSIM window. The centre of the window displays 

the ventricular surface Sh showing the nodes, grids and the leads (four heavy dots). The 

color coded function on Sh is the timing of depolarization. Upper right corner consists of 

two waveforms – the simulated and measured ECG for a selected lead (lead II shown).  

 

 

Figure 23 Display of the ECGSIM window. 
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3.2.3.1 The EDL source model 

The source model used in the simulation is the equivalent double layer (EDL) [62]. All 

myocardial electric activity is represented by equivalent sources on a surface. The EDL 

model expresses the entire electrical activity within the ventricles by means of a double 

layer source situated on the closed surface bounding the ventricular myocardium—that is, 

epicardium, endocardium, and their connection at the base. This closed surface is 

represented by the symbol Sh. 

 

For any position on Sh the time course of the local source strength is taken to be 

proportional to the transmembrane potential, φm(t), of the cells near Sh. The maximum 

strength at any point is assumed to be the same (uniform double layer – UDL). This result 

is derived from an analysis of the electrical properties of ventricular cells by means of the 

bidomain approach. The main equation of the bidomain approach is [62]: 

∫ ⋅∇⋅−=
hS

hmi dSZxgy )()( ϕϕ  

(64) 
where φ(y) is the potential at some observation point y outside the heart, gi the 

conductivity of the intracellular aspect of the bidomain, φm(x) the transmembrane 

potential at all points x throughout the heart and Z = Z(y,x) is the lead field of the 

electrode configuration. Equation 65 involves integration over the surface Sh and x 

specifying the source location on Sh. Considering a hypothetical infinite homogenous 

medium surrounding the heart, the potential in this medium is [64]: 

∫ ⋅∇−=∞

hS
hm

o

i dS
R

tx
g

ty 1),(
4

),( ϕ
πσ

ϕ  



 87

(65) 
where σo is the conductivity of the medium and R the distance between x and y. 

 

In the ventricles, the measured wave front strength during depolarization in the fiber 

direction is approximately the same as that in the cross fiber direction. Hence the ratio of 

extra cellular to intracellular conductivity in the fiber direction can be taken to be the 

same in cross fiber direction. This point dominates the application of the equivalent 

surface model. 

 

The surface Sh bounding ventricular mass is derived from MRI data. The surface is 

discretised into small triangles, i.e. N nodes (N=257), which serve as the locations of the 

equivalent double layer elements. The time course of the source strength of any node n is 

assigned a stylised version of the shape of the transmembrane potential of ventricular 

muscle cells, specified at 1 ms intervals [62]. The general shape of this curve was taken 

to be identical for all nodes. This shape was derived from a weighted mean of the 

measured ECG during the T wave.  

 

The difference of the timing of local depolarization and local re-polarization for a 

particular node n is taken as a measure of the local action potential duration. The 

magnitudes of the upstroke of the local transmembrane potential are used to specify local 

source strength. These magnitudes scale the corresponding rows of the source matrix S. 

By reducing the magnitude of the source strength at node n the effect of, for example, 

local ischaemia on body surface potentials may be studied [62]. 
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3.2.3.2 The Forward Transfer 

The transfer between the elements of the EDL and the potentials on the thorax is 

dominated by the position and orientation of the heart inside the thorax, the position of 

the electrodes on the thorax, and the overall geometry of the thorax. The transfer between 

the elements of the EDL and the potentials on the thorax is computed by using the 

geometry of the torso and that of the relevant conductivity interfaces, measured by means 

of MRI. The model takes into account the relatively low conductivity of the lungs and the 

relatively high conductivity of blood in the ventricular cavities [62]. 

 

The potential at any point y within the thorax or on the body surface is defined by the 

equation: 

∫−∝
hS

m xydtxxyAty ),(),(),(),( ωϕϕ  

(66) 
where A(y,x) considers the full complexity of the volume conductor including the 

geometry and conductivity and dω is the solid angle subtended by the elementary surface 

element dSh(x) at y. 

 

The elements of the computed transfer matrix A express the source strengths of all N 

(N=257) nodes on the heart as potentials at L (L=198) lead positions on the thorax 

surface. A subset of these elements is involved in the simulation of the standard 12 lead 

ECG [64]. 
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3.2.3.3 Matrix formulation of the forward problem 

The discretization of the EDL source model is carried out by specifying the time course 

of the electric source strengths of N elements of the EDL model at T subsequent time 

instants. This leads to a matrix representation of the source, the S matrix (dimension 

N*T), having as its elements: sn,t  n=1…N; t=1…T. In the same manner, the volume 

conduction effects are represented by a transfer matrix A (dimension L*N), representing 

the potential in lead l (l=1…L) generated by a source of unit strength at node n. By using 

both matrix formulations, the forward computation can be expressed simply by the matrix 

multiplication: 

SA ⋅=Φ  

(67) 
where Φ is a matrix (dimension L*T) representing the potentials at L thorax locations 

(lead positions) at the T discrete time instants. The same formalism, involving a 

dedicated transfer matrix, can be used to compute the waveforms of the electro grams at 

the nodes of Sh based on the identical source matrix S. 

 

3.2.3.4 Software Package 

Starting from their default setting any of the source parameters may be varied at any of 

the nodes; the effect of this on heart and body surface potentials is visible 

instantaneously. While changing the value of a node parameter, the values at the 

surrounding nodes may be set to change by a factor that decreases with distance. The 

distance involved (corresponding to, for example, the extent of an ischaemic region) may 

be set interactively, and may be chosen to be effective either over the surface that carries 
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the node operated on, or throughout the myocardium. In this way epicardial, endocardial, 

or transmural changes may be induced. With this model, electrocardiographic signals on 

the thorax and also electrocardiograms on endocardium and epicardium can be computed.  

 

In summary, this chapter discussed the results of experiments on animals to study the T 

wave elevation. Also three simulation models important to this research are discussed. Of 

the three models, the ECGSIM model is of particular interest to this research. The 

ECGSIM model is important for solving the T wave elevation problem as this model can 

be modified to study the ECG signals in a static magnetic field. The details of the 

modified ECGSIM model are discussed in the next chapter. Also in the next chapter a 

simulation package developed based on discretization of an aorta model and the use of 

magneto hydro dynamic equations is discussed. The model of the aorta developed, the 

various parameters considered and the step by step procedure of computing the induced T 

wave voltage are discussed in detail. 
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CHAPTER 4  
METHOD TO COMPUTE AND SIMULATE THE INDUCED T 

WAVE POTENTIAL 
 

This chapter discusses the method of computing and simulating the elevation of the T 

wave of the ECG signal in the MRI environment. The first section of this chapter 

discusses a basic simulation based on Lorentz equation which uses the ECGSIM package 

[62-64], discussed in the previous chapter. The ECGSIM package simulates the ECG 

signal on the thorax starting with the potential on the endocardium and epicardium. This 

package is modified to simulate the ECG signals in the presence of a static magnetic 

field. The first section of this chapter discusses this simulation. 

 

As mentioned in the first chapter of this dissertation [1.4.1], the Lorentz equation does 

not consider many important parameters required to compute the magnetically induced 

potential. The Lorentz equation is derived considering a channel with rectangular cross-

section and conducting walls. In the MRI, a voltage is induced due to the effect of the 

magnetic field on the blood flow in the aorta. The aorta wall has a circular cross-section 

and also the walls of the artery are non-conducting. The Lorentz equation does not 

consider parameters like the Hartmann number, the aortic blood pressure, and the density, 

conductivity and viscosity of blood. To make the simulation accurate it is essential to 

consider these important parameters and hence the second section of this chapter 

discusses a model to compute the T wave elevation based on magneto-hydro-dynamic 

equations. Each step involved in computing the potential including the magneto-hydro-
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dynamic equations, the model of the aorta, the transfer matrix and the final computations 

are discussed in great detail. 

 

The next section of this chapter discusses different methods to measure various 

parameters required to compute the potential as discussed in the previous section. The 

discussion considers the fact that the patient in the MRI is not easily accessible and the 

considerable amount of time required to obtain an MRI image [68, 69].  

 

The final section of this chapter discusses the GUI simulation package developed in 

MATLAB. The package simulates the ECG signals on the thorax in the presence of a 

static magnetic field. The input parameters to this package are the magnetic field 

strength, the aorta diameter, the orientation of the aorta with respect to the heart and the 

ECG signal of the patient outside the MRI. Based on these input parameters the package 

computes the potential induced in the aorta due to the flow of blood in it in the presence 

of a static magnetic field. This potential is then transferred to the thorax and the package 

outputs the magnitude of the potential induced and the ECG signal with T wave 

elevation. 

 

4.1 ECGSIM Model modified to study the elevated T waves of an ECG 
inside a static magnetic field based on Lorentz Equation 

When a stationary, transverse magnetic field is applied to a moving electrically 

conducting fluid, electrical currents are induced in the fluid. The interaction between the 
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induced currents and the applied magnetic field produces a body force known as Lorentz 

force. As the heart muscle contracts periodically, blood is pumped from the left ventricle 

into the aorta through the aortic valve. The artery is considered to be round tubes of 

constant cross-section with non-conducting walls. Since blood is an electrical-conducting 

fluid, its flow in a uniform magnetic field produces a Lorentz force. The Lorenz force per 

unit volume due to the electrical conductivity of blood, arises in the direction of the flow 

and perpendicularly to the direction of the application of the magnetic field. In the 

analysis, the speed of blood flow in the radial and azimuthal directions is equal to zero 

and in the z direction depends only on the radius of the tube (see Figure 24). The applied 

magnetic field is homogenous and is directed perpendicular to the flow. Since for blood, 

the Reynold’s magnetic number is much smaller than unity, the induced magnetic field is 

disregarded [53].  

 

Since the maximum flow of blood from the heart is through the aortic valve into the aorta 

and this coincides with the occurrence of the T wave in the ECG, there is the 

superposition of the induced voltage on the T wave. In the MRI bore, the ascending aortic 

vessel is nearly orthogonal to the lines of magnetic induction and hence the magnitude of 

induced potential is determined by: 

BVd ⋅⋅=ψ  

(68) 
ψ is the induced voltage, d  is the diameter of the artery, V is the velocity of blood flow 

and B is the external magnetic field applied. An average diameter of 32 mm is considered 

for the ascending aorta [24]. The external magnetic field applied (B) is a scalar and a 
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value of 1.5 T and 3.0 T is considered, as this is the magnetic field strength used in MRI 

scanners. 

 

 

Figure 24 Mechanism responsible for induced potential. 
 

The blood velocity profile is substituted in equation 68 to obtain the induced potential. 

This induced potential is then applied to the EDL source model of the heart at the nodes 

surrounding the aorta. The data for the blood velocity profile is obtained from the work 

by Joachim Lotz, et. al. in Medical School Hannover [11]. This profile is shown in figure 

25. 

 

This profile is then interpolated in MATLAB and substituted in equation 68 to obtain the 

induced potential. The magnetic field strength is considered a value of 1.5 T, the 

normalized flow in Figure 25 is multiplied by a factor of 350 X 10-6 (average peak value 

of blood flow in the human aorta is 350 ml/sec) [11] and the diameter of the aorta is 

substituted a value of 32 mm [24]. To notice a significant change in the ECG signals this 
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potential is multiplied by a factor of 103. This potential is applied at the nodes 

surrounding the aorta in the equivalent double layer (EDL) model. 

 

 

Figure 25 Blood flow profile in the aorta obtained from MRI. 
 

As the potential is applied at the ascending aorta, there is a corresponding elevation in the 

T wave. The ECG tracing at the lead II in the presence of a magnetic field of 1.5 T and 3 

T is shown in Figure 26 and Figure 27. The original T wave has amplitude of 0.22 mV 

and due to the magnetic field of 1.5 T and 3.0 T there is an increase in the T wave 

amplitude to 0.6 mV and 1.1 mV respectively. Hence there is an increase of 125 % and 

400 % in the T wave amplitude for magnetic fields of 1.5 T and 3.0 T respectively. 
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Figure 26 ECG tracing at lead II showing the elevated T wave for a field of 1.5 T. 
 

 

Figure 27 ECG tracing at lead II showing the elevated T wave for a field of 3.0 T. 
 

Table 3 shows the ECG tracing at the 12 leads in the presence of a magnetic field of 1.5 

T. A positive voltage is induced at leads V1, V2, V3, V4, II and III, a negative voltage is 

induced at leads V6, VLA and VRA and there is no significant voltage induced at leads 

V5, I and VLF. The results shown in table 3 are obtained only when the magnitude 

obtained using equation 68 (Lorentz equation) is multiplied by 103. Consider the diameter 

of the aorta as 32 mm, the peak blood flow in the aorta as 350 ml/sec and a magnetic field 
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of 1.5 T. Substituting these values, the value of induced voltage is 16 microvolt. When 

this voltage is transferred to the thorax the magnitude will reduce further and hence this 

value is too small to make any difference in the ECG signals. Hence a factor 103 needs to 

be multiplied. This signifies that there are other significant terms essential to compute the 

induced potential not considered in the Lorentz equation. 

 

Table 3 Simulation of 12 lead ECG in presence of 1.5 T magnetic field. 

V1 V2 V3 

 

V4 V5 V6 

I II III 

   

Vla (aVL) Vra (aVR) Vlf (aVF) 

  

B B

B 

B B

B 

B

B 

BB 
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In spite of the small magnitude of potential obtained from the Lorentz equation, the 

simulation confirms that the blood flow in the aorta coincides with the instant of 

occurrence of the T wave. Also the temporal nature of this elevation and the field 

dependent increase of this elevation is confirmed. 

 

This simulation is a basic model based on the simple Lorentz’s equation. The potential 

computed from the Lorentz equation is applied at the nodes surrounding the aortic valve 

and not on a model of the aorta. This model is improvised by developing a 3D model of 

the aorta and using the magneto-hydro-dynamic equations and considering many 

important parameters. This model is discussed in the next section. 

 

4.2 Model to compute the induced T wave potential 

To understand the complete working of the GUI simulation model, the following 

subsections describe each aspect of the model in detail. First the magneto-hydro-dynamic 

(MHD) equations are derived, followed by the model of the aorta, the MHD equations 

applied on the aorta model, the transfer of the potential on the aorta to the thorax and 

finally the ECG waveforms simulated on the thorax. Figure 28 shows the entire system. 
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Figure 28 Block diagram of the entire model to compute the T wave elevated ECG signal. 
 

4.2.1 The Magneto Hydro Dynamic Equations 

The basic Lorentz equation, the Navier Stokes equation and the standard MHD equations 

are discussed in the first chapter of this dissertation. This section derives the MHD 

equations for a fully developed flow of a conducting fluid in a non-conducting round pipe 

subjected to a transverse magnetic field. 
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In a paper by Richard R Gold titled “Magneto-hydro-dynamic pipe flow” [19] the MHD 

equations are derived for the problem of flow of an incompressible, viscous, electrically 

conducting fluid through a circular pipe in the presence of an applied uniform magnetic 

field. The solution is exact and is thus valid for all values of Hartmann number. The 

induced voltage difference is derived as a function of magnetic field, radius of aorta, 

Hartmann number, aortic blood pressure, pulse wave velocity, the density, conductivity 

and viscosity of blood.  

 

For the derivation, the flow of the electrically charged fluid is considered in the positive z 

direction and the magnetic field is in positive x direction (see Figure 24). The standard 

MHD equations considering an incompressible fluid and assuming no displacement 

currents are: 

v
H
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0=⋅∇ v  

(71) 
0=⋅∇ H  

(72) 
ρ – fluid density; v – velocity; H – Magnetic field intensity; μ – fluid viscosity; μe – 

permeability; σ - conductivity; η – co-efficient of viscosity and p is the pressure. 

Consider the standard boundary conditions that the velocity and the induced magnetic 

field are zero at the wall. Then in cylindrical co-ordinates these boundary conditions are: 
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(74) 
Considering equations 71 and 72, the boundary conditions and the fully developed flow 

assumption, only pressure will be a function of the direction of flow. 
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K1 is a constant. To obtain the pressure variation, equation 69 is integrated with z. This 

leads to the equation: 
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Using equations 73-76 and expanding the dot and the cross products in equations 69-72, 

the following set of equations are obtained: 
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Equations 77 and 78 can be non-dimensionalized by introducing the following terms: 
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(80) 
where v0 is some characteristic velocity, H0 is the magnetic field and a is the pipe radius. 

Using equation 80, equations 77 and 78 can be now written as: 
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The solution to these equations and boundary conditions for the velocity is: 
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where In is the modified Bessel functions of order n. The value of εn is 1 for n=0 and 2 for 

n>0. If two electrodes are placed on opposite sides of the pipe perpendicular to the 

magnetic field then the induced potential difference measured is a measure of the flow 

rate. The flow rate can determined from equations 83-85 by determining the mean 

velocity. The induced voltage difference between θ equal to π/2 and 3π/2 can be 

determined from the flow rate and is given by the equation: 
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Equation 86-88 is used in computing the induced potential in the aorta due to the static 

magnetic field. The next section discusses the model of the aorta and following this is the 

section on how these equations will be applied on the model to compute the voltage 

induced. 

 

4.2.2 Model of the aorta 

The aorta is the largest artery in the human body and carries oxygenated blood from the 

heart to different parts of the body [13]. The aorta originates from the left ventricle and is 

an elastic artery. When the left ventricle contracts and forces blood in the aorta, the aorta 

expands. The aorta contracts during the diastole period which is the relaxation phase of 

the heart. The potential energy acquired during expansion of the artery helps maintain 

pressure during diastole.  

 

The aorta is divided into three sections – the ascending aorta, the arch of the aorta and the 

descending aorta [13]. The ascending aorta is the section from the left ventricle of the 

heart to the aortic arch. The aortic arch is the section that looks as an inverted U shape. 

The descending section is the part of the aorta from the aortic arch to the division of the 
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common iliac arteries. The arteries branching from the aortic arch are the brachiocephalic 

trunk, the left common carotid artery and the left subclavian artery [13]. The 

brachiocephalic artery further divides into the right subclavian artery and the right 

common carotid artery.  

 

 

Figure 29 The structure of the aorta showing the three different sections. 

 

The maximum potential induced due to the magnetic field will occur when the blood 

flows perpendicular to the magnetic field according to the Lorentz force. The blood flow 

in the aortic arch is perpendicular to the magnetic field and the blood flow in the 

ascending and the descending aorta is parallel to the magnetic field lines. Hence in the 

simulation, only the inverted U shaped aortic arch is modeled.  
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The aortic arch is developed using the mathematical equations developed by H. Fujiko, 

et. al.[70]. The model geometry is described by a set of formulas based on physiological 

data, obtained from computer tomography images. Although the model artery retains the 

curvature and torsion of the original, it has a constant, circular cross-section and no 

bifurcations. In the work of H. Fujiko, et. al. twenty co-planar images of the chest cavity 

were obtained from computer tomography [70]. From each image the wall of the aorta 

was detected and the aortic arch reconstructed. The longitudinal axis is obtained by 

taking a slice of data points through the volume of the reconstructed aortic arch. The data 

points obtained were updated by determining the centroid of each of the images to obtain 

true longitudinal axis of the aorta. The axis is defined in spherical coordinate system by 

the following equation (θ increases with the longitudinal distance along the aorta): 
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The coefficients in the above equations (89-92) were determined by least square fitting of 

the data obtained from computer tomography. 
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(93) 
Using the values in equation 93 the 3D co-ordinates of the longitudinal axis of the aorta 

are obtained. Figure 30 shows the longitudinal axis of the aorta. 

 

 

Figure 30 The longitudinal axis of the aorta. 
 

Starting with the longitudinal axis of the aorta, a tube of constant radius is developed 

around the axis. The radius of the model aorta is taken to be 19 mm. Figure 31 shows the 

tube of constant radius developed around the axis. The tube is divided into a number of 

slices each having a constant width. A fixed number of points (nodes) uniformly spread 

on either edge of each of the slices are defined. These nodes form the vertices of the 

triangles and each of the slices is divided into a fixed number of triangles. The geometry 

is closed by considering a node on either side of the opening of the aorta. If the geometry 

is left open then the potential on the closing surfaces is zero and this may not be correct. 
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Hence it is essential for the geometry to be closed and the potential at the closures 

specified.  

 

 

Figure 31 Tube of constant radius developed around the axis of figure 30. 
 

The potential computed from the MHD equations for each of the slices is distributed 

across the slice in such a way that the maximum potential for each slice occurs in the 

direction perpendicular to the flow and perpendicular to the magnetic field according to 

the right hand rule. The potential decreases on either side and is minimum on the triangle 

on the opposite side of the maximum potential triangle. The potential at the two closure 

nodes are considered to be the mean value of the nodes surrounding it.  
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In the model developed there are 12 slices on the model of the aorta. Each slice has 40 

triangles and there are 20 triangles on each of the closing surfaces (total triangles – 12 X 

40 + 20 X 2 = 520 triangles). The 12 slices have 13 edges and each edge has 20 nodes 

and there are two nodes on the closing surface (13 X 20 + 2 = 262 nodes). Figure 32 

shows the model of the aorta with the triangles and the nodes. 

 

 

Figure 32 Model of the aorta showing the nodes and triangles. 
 

4.2.3 Computing the potential induced for each of the slices of the aorta 

The magneto hydro dynamic equations (equations 86-88) are applied to the flow of blood 

in each of the slices. The angle (θ) of each slice of the aortic arch with respect to the 

magnetic field B is determined geometrically. The corresponding component of θcos•B  
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is used for each slice in the MFD equation. The angle of each slice with respect to the 

magnetic field is shown in Figure 33. In the MRI bore, the uniform magnetic field passes 

through the length of the body of the patient. The slices 5 and 6 (see Figure 33) 

perpendicular to the field will have the maximum induced voltage. As the angle between 

the magnetic field and the slice decreases from 90o to 0o, the magnitude of the voltage 

induced decreases proportionately. Slices 11 to 13 have a negative angle because the 

orientation of the aorta is not parallel to the magnetic field. 

 

 

Figure 33 Angle of each slice with respect to the magnetic field. 
 

The induced voltage is computed for each of the slices using the MFD equation (equation 

3). First the blood velocity profile of the flow of blood in the aorta is obtained. This is 

required to obtain the volume of blood in each slice. The pulse wave velocity (PWV) is 

the velocity with which the blood velocity profile travels through the aorta. Based on the 
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pulse wave velocity, the time taken for velocity profile pulse to travel from one slice to 

another ‘δt’ is computed by the following simple equation.  

PWV
wt ∂

=∂  

(94) 
‘ w∂ ’ is the width of each slice. The blood velocity profile is discretized into ‘δt’ time 

instants. During the first ‘δt’ instant, there will be some blood in the first slice. During the 

second ‘δt’ instant, there will be blood in the first and second slices and so on. At each of 

the ‘δt’ time instants, the volume of blood in each of the slices is measured by integrating 

the velocity profile curve within the limits of the particular ‘δt’ time instant. Using the 

volume of blood in each slice, the radius of a cylinder completely filled with that 

particular volume of blood is determined using the volume equation for a circular 

cylinder. This is required as the MHD equations are derived for a fully developed flow. 

Using this radius value and the component of B ( θcos•B ) for a particular slice, 

equations 19-21 are applied to determine the induced voltage across it at any particular 

time instant. 

 

After computing the potential induced in each slice this potential needs to be distributed 

to the various nodes in each slice. To analyze the distribution of potential on the aorta 

surface for each slice Maxwell 2D software is used. The MHD equation computes the 

potential measured by two electrodes on either side of the cylinder carrying the charged 

fluid. The same situation is simulated in Maxwell 2D and the distribution of potential is 

studied. Figure 34 shows the distribution of potential around the aorta (dark red – 

maximum positive potential and dark blue – minimum potential). The center cylinder 
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represents the aorta and the two cylinders on either side are the two electrodes measuring 

the potential. 

 

 

Figure 34 The potential distribution on the aorta surface determined from Maxwell 2D. 
 

As an example, a potential of 1 V is assigned to the top electrode and a value of -1 V is 

assigned to the lower electrode. The potential around the aorta varies from -0.3 V to 0.3 

V as shown in the figure. A similar variation of potential is assigned to the various nodes 

in each slice. Also as described earlier, the maximum potential for each slice is assigned 

to the node which is perpendicular to the flow and perpendicular to the magnetic field 

according to the right hand rule. The potential decreases on both sides and the minimum 

potential is assigned to the node on the opposite side of the maximum potential node. The 

potential at the two closure nodes are considered to be the mean value of the nodes 

surrounding it. 
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A matrix AΦ  of voltages induced in all the nodes of the aorta at different time instants is 

formulated. The voltage induced in each node is then transferred to the thorax by 

computing a transfer matrix based on the geometry, position and shape of the aorta and 

thorax. The details involved in computing this transfer matrix is presented in the next 

section. 

 

4.2.4 Transfer Matrix 

This section discusses the transfer matrix to relate the induced voltage on the aorta to the 

body surface potential distributions on the thorax. Each of the slices is triangulated 

uniformly to have N number of triangles on the entire aorta surface, as discussed earlier. 

The potential induced in each slice is computed using the MFD equation and a linearly 

varying potential is assigned to the nodes on each slice as discussed earlier. The next step 

is to transfer this potential to all the nodes on the thorax. 

 

The induced voltage on the nodes of a closed surface can be transferred to a set of nodes 

on a different closed surface using the algorithm described in a paper by Roger C Barr, et. 

al.[71, 78]. The paper provides a method for finding transfer coefficients that relate the 

epicardial and body surface potential distributions to each other. The method is based on 

knowing the geometric location of each electrode, on having enough electrodes to 

establish the geometric shape and the potential distribution of closed epicardial and body 

surfaces. The method does not require any electrical quantities, such as voltage gradients, 
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be known in addition to the potentials. The method also does not require the heart or 

body surface to have any special shape, such as that of a sphere.  

 

Two closed surfaces are defined - the outer surface SB (representing the body) and the 

inner surface SA (representing the aorta). The potential at any observation point in the 

volume V between the two surfaces in terms of the potential on SB and the potential and 

gradient on SA is defined by the equation: 
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where r is the distance from an observation point to the surface, 
_
r  is the unit vector in the 

direction of r and 
_
n  is an outward pointing vector normal to the surface. Aφ  and Bφ  are 

the potentials on the aorta and the body. Any number of equations can be generated in the 

form of Equation 95 by placing the observer at different locations within the volume V. 

Figure 35 shows the volume V with the inner and outer surfaces, the normal vector and 

the observer [71]. The next step is to convert these set of equations in to a set of 

simultaneous linear equations. 
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Figure 35 Volume V showing the inner and outer surfaces and the observation point o. 
 

Consider a set of NA locations on the surface of the aorta SA and NB locations on the body 

surface SB. Two specific forms of equation 85 can be obtained by placing the observer at 

any node, where the potential needs to be determined, on the inner and the outer surface. 

Discretization of the specific equation for the observer on the body surface defines the 

following set of equations: 

∑∫
=

Φ=Ω⋅+−
B

B

N

j

j
B

ij
BB

S

i
BBB

i
B pd

14
1 φ
π

φ  

(96) 

∑∫
=

Φ=Ω⋅−
A

A

N

j

j
A

ij
BA

S

i
BAA pd

14
1 φ
π

 

(97) 

∑∫
=

Γ=⋅
⋅∇

−
A

A

N

j

j
A

ij
BA

S
Ai

A gdS
r

n
1

_

4
1 φ
π

 

(98) 
Discretization of the specific equation for the observer on the aorta surface defines the 

following set of equations: 
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(101) 
BΦ  and AΦ  are matrices containing the potentials at the NB and the NA locations on 

surfaces SB and SA respectively. AΓ  contains the normal components of the gradients on 

SA. In the equations 96-101, the first superscript and the first subscript of the p’s and g’s 

coefficients identifies the location and surface where the observer is stationed. The 

second superscript and the second subscript of the p’s and g’s coefficients identifies an 

element of the corresponding surface of integration. 

 

By choosing the location of the observer successively at all NB locations and then at all 

NA locations, two sets of equations are obtained: 

0=Γ+Φ+Φ ABAABABBB GPP  

(102) 
0=Γ+Φ+Φ AAAAAABAB GPP  

(103) 
The P’s in the above equations are coefficients of potential BΦ  and AΦ . The G’s are 

coefficients of the normal components of gradients AΓ . The different rows of matrices 

PBB, PBA and GBA correspond to different locations of the observer on the body surface 
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(first subscript) and hence have NB rows. PAB, PAA and GAA correspond to the observer 

being at different locations on the aorta and hence have NA rows. The number of columns 

can be deduced from the second subscript and hence can be NB or NA. 

 

Eliminating the term AΓ  from the equations 102-103 and separating the coefficients of 

BΦ  and AΦ , the following equation is obtained: 

ABAAAAABABABAABABB PPGGPGGP Φ−=Φ− −− )()( 11  

(104) 
This equation relates the potential at the NB locations on the body surface with the 

potential at the NA locations on the aorta. Hence the transfer matrix ZBA can be defined 

as: 

)()( 111
BAAAAABAABAABABBBA PPGGPGGPZ −−= −−−  

(105) 
Each of the P’s and G’s in the above equation (equation 105) is a matrix of coefficients 

depending entirely on the geometry. The surface integrals to obtain the P’s and G’s 

matrices is divided into the close and distant surfaces. The close surface covers the area 

covered by the triangles that have an apex at the observer’s location. For the matrices 

PAB, PBA, GBA and GAB the close surface integral is zero. The integral over the distant 

surface is further subdivided as a collection of integrals over each triangle in the distant 

region. After computing the six matrices, these matrices are substituted in Equation 105 

to obtain the transfer matrix ZBA. Hence, the potential at the nodes on the thorax is 

obtained by substituting the transfer matrix ZBA and the potentials on the aorta AΦ  in the 

following equation: 
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ABAB Z Φ⋅=Φ  

(106) 
The potential obtained at the NB electrodes on the thorax is the potential induced due to 

the flow of blood in the aorta subjected to a uniform magnetic field. The induced 

potential at the standard 12 leads can be derived as a subset of the NB electrodes on the 

thorax. In the next section, how this potential obtained on the thorax is incorporated in 

the normal ECG signal is discussed. 

 

4.2.5 Final Computations 

In this section, first the significance of the Wilson’s Central Terminal (WCT) [72] is 

discussed and then the potential obtained on the thorax is incorporated in the waveform 

of a normal ECG signal.  

 

For a volume conductor, the reference of the ECG potential cannot be considered as 

infinite. The reference of the potential field on the thorax remains undetermined. Hence, 

the potential on the thorax is made specific by choosing a central terminal. This terminal 

is called Wilson’s Central Terminal (WCT) [72]. This is computed by determining the 

mean of the potentials VRA, VLA and VLF, as these three terminals are the extreme 

leads on the thorax. This reference potential is then subtracted from all the electrodes 

including VRA, VLA and VLF. 
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Figure 36 Wilson Central Terminal (WCT) – average of limb potentials. 
 

After computing the induced potential BΦ  at the NB nodes on the thorax, the potential at 

the standard 12 leads is derived from the BΦ  matrix. From the potential at the 12 leads, 

the mean of the potentials VRA, VLA and VLF is obtained and subtracted from the 

potentials at all the 12 leads including VRA, VLA and VLF. This new potential values 

obtained complies with WCT. This potential is now added to a normal ECG waveform 

(from the ECGSIM package) to obtain the ECG waveforms in the presence of the 

magnetic field. The results obtained are discussed in chapter 6. 

 

4.3 Parameters required to compute the induced potential 

This section discusses the various input parameters required to compute the induced 

potential and the feasible method to measure them. The main input parameters are the 
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magnetic field strength, the blood density, viscosity and conductivity, the differential 

pressure component (δp/δz), the pulse wave velocity, the aorta radius and the blood 

velocity profile in the aorta.  

 

The magnetic field strength can be directly known from the MRI system used. The 

normal MRI machines use a static magnetic field of 1.5 T to 3 T. The blood density, 

viscosity and conductivity can be assumed a constant value for all the computations. In 

this simulation, the blood density, viscosity and conductivity have been considered a 

value of 1.055 g/cm3 (value in human varies from 1.05 to 1.06), 0.04 N.sec/m2 and 0.667 

respectively [19].  

 

The pulse wave velocity (PWV) can be determined from the ECG and the pulse oximeter 

waveform – the photo-plethysmogram (PPG) [39, 40, 43, 44]. The PPG is an indication 

of the blood volume profile at the peripheral site, where the pulse oximeter is placed. The 

pulse wave velocity is defined as the velocity with which the blood velocity pulse travels 

from the aortic valve to any peripheral location. The pulse transit time (PTT) is the time 

interval for the arterial pulse wave to travel from the aortic valve to the peripheral site 

[43]. The time interval between the ECG R wave and the peak of the peripheral pulse is 

usually selected as the PTT. The inverse of the pulse transit time gives the pulse wave 

velocity. 
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Figure 37 Pulse transit time (PTT) calculation. 
 

The next input parameter required is the differential pressure component. This component 

is related to the difference between pressure in the ascending aorta and the pressure in the 

thoracic aorta (or a peripheral site), which is responsible for the flow of blood in the 

aorta. The pressure drop in the aorta is considered a constant value of 40 mm Hg. 

 

The other important input parameter is the blood velocity profile in the aorta, as this 

parameter is directly related to the cardiac output. This profile is used in the model to 

obtain the blood volume in each slice of the aorta, as discussed in the previous section. In 

a research model developed by Nicolaas Westerhof, et. al. [73], an electrical network is 

derived to represent each arterial segment in the entire human arterial system. Using the 

Navier-Stokes equations, the continuity equation for the motion of fluid, the equation of 

motion of the vessel wall and Hooke’s law for elastic material, mathematical expressions 

for the longitudinal and transverse impedance of a segment of artery is obtained. The 
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Navier-Stokes equations are linearized. Each artery is assumed as a cylinder with circular 

cross-section. The flow in the artery is considered to be laminar and rotationally 

symmetric. The relative variations in radius resulting due to the transmission of the 

pressure wave are small relative to the radius itself. Also the peculiarities in flow at the 

branching arteries are ignored. 

 

The longitudinal and transverse impedances for a segment of artery can be represented as 

passive electrical networks as the vessel wall is assumed to be purely elastic. The 

resistors, inductors and capacitors in the electrical network represent viscous and inertial 

properties of blood and compliant properties of the arteries and are defined by the 

equations below [73]:  
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(109) 
where r is the radius, h is the wall thickness, E is the Young’s modulus of the vessel wall, 

ρ is the density of blood and η is the viscosity of blood. In the above equations 107-109, 

the value of n varies from 1 to at least 3 and at most 5 depending on the radius. Figure 38 

shows the electrical representation of a segment of artery of unit length. 
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Figure 38 Electrical representation of a segment of artery of unit length 
 

If the arteries are divided into segments, each segment can be replaced by this network by 

multiplying the resistors, capacitors and inductors by the length of the segment. The 

entire arterial tree can be sub-divided into a large number of segments. Each segment can 

be represented as an electrical network as shown in Figure 38 if the radius, segment 

length, density and viscosity of blood, wall elasticity (Young’s modulus) and wall 

thickness are known. The source of the entire electrical network can be a pressure pattern 

(voltage source) or any ejection flow (current source). 

 

This entire network starting from the aorta to the finger is modeled in MATLAB. The 

arteries modeled include: aorta ascendens (two segments), arcus aorta (one segment), 

subclavia (two segments), axillaris (two segments), brachialis (four segments), ulnaris 

(four segments) and finally radialis indicus artery (artery in the finger).  
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A normal pressure waveform is used as the source of the network to verify the accuracy 

of the model. As the radius of the arteries decrease, the resistance to flow of blood 

increases and hence the pressure increases. In accordance with this fact, an increase in 

pressure of 15 mm Hg is obtained from the model. Figure 39 shows the change in 

pressure from the aorta to the finger. This is compared to measured data from a research 

experiment by Mustafa, et. al.[46]. In this experiment, the systolic and diastolic pressure 

is measured in the aorta and the finger in 12 different patients of different ages. The mean 

increase in pressure from the aorta to the finger is 23 mm Hg. Hence the model in 

MATLAB is accurate and can be incorporated in the model to measure T wave elevation 

in ECG in the presence of a static magnetic field. 
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Figure 39 The pressure waveforms at the aorta (minimum amplitude), the finger 
(maximum amplitude) and some intermediate arteries. 
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The photo-pletysmogram waveform obtained from the pulse oximeter is a representation 

of blood flow in the finger. This waveform is used as the source in the above model and 

the blood flow waveform in the aorta can be obtained. Figure 40 shows the change in 

blood flow from the finger to the aorta. The blood flow in the finger is used as the source 

to the electrical model. This is the waveform with the minimum amplitude in Figure 38. 

The blood flow waveform in the aorta obtained from this model is used to determine the 

volume of blood in each of the slices in the model of the aorta. From this volume the 

radius of each slice completely filled with blood is computed. This value is used in the 

magneto-hydro-dynamic equations to calculate the potential. 
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Figure 40 Blood flow in the aorta (maximum amplitude), brachialis and the finger 
(minimum amplitude). 
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4.4 GUI Simulation Package 

The GUI simulation package developed in MATLAB simulates the ECG signals on the 

thorax in the presence of a static magnetic field. This ECGSIM package [62-64] 

discussed in the previous chapter (section 3.3) is used as the reference to develop this 

model. This package is based on the model to compute T wave elevation presented earlier 

in this chapter. The input parameters to this package are the magnetic field strength, the 

aorta diameter, the photo-plethysmogram (PPG) obtained from pulse oximeter, the 

orientation of the aorta with respect to the heart and the ECG signal of the patient outside 

the MRI. Based on these input parameters the package computes the potential induced in 

the aorta due to the flow of blood in it in the presence of a static magnetic field. This 

potential is then transferred to the thorax and the package outputs the magnitude of the 

induced potential and the ECG signal with T wave elevation. 

 

The interactive package allows the user to change the magnetic field strength, the aorta 

diameter, the differential pressure component and the orientation of the aorta with respect 

to the heart. As these parameters may not be directly known before the patient is taken in 

the MR room, a set of default values are assigned to them. The magnetic field strength 

has a default value of 1.5 T, the aorta radius has a default value of 1.6 cm and the 

differential pressure component has a value of 40 mmHg. Also the orientation of the 

aorta with respect to the heart may be changed by specifying the angle of rotation along 

two orthogonal axes. Two data files are required by the simulation package – the ECG of 

the patient in the MRI and the waveform from the pulse oximeter - the 
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photoplethysmogram (PPG) waveform. This completes all the information needed by the 

package to determine the T wave elevation. 

 

The package outputs the magnitude of the T wave elevation and the artifact free ECG 

signal at the 12 leads of the ECG. Also the package gives the user the option to select 

different nodes on the aorta and observe the voltage induced at the particular nodes. The 

final output screen shows the PPG, the blood volume in the aorta, the ECG of the patient 

in the MR room and the artifact free ECG signal. Also the package displays the patients 

heart rate determined from the ECG and the pulse wave velocity determined from the 

PPG and the ECG of the patient.  

 

After all the input parameters have been entered and the “Start Computation” button 

clicked, a series of computations start. These computations include all the steps discussed 

in the model in the second section of this chapter. If the user changes the orientation of 

the aorta with respect to the heart then based on the radius and the new position of the 

aorta, the aorta structure is reconstructed. The angle between the slices of the 

reconstructed aorta and the uniform magnetic field is determined. The surface is 

triangulated to have sufficient number of nodes to describe the entire shape of the aorta. 

If the default value of the aorta radius is used then the program reads from a file that has 

the information of the triangles and the nodes on the aorta surface saved previously. This 

reduces the computation time.  
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From the aortic blood flow profile derived from the photopletysmogram (PPG) 

waveform, the volume of blood in each slice of the aorta is calculated at different time 

segments throughout the heart cycle. Based on the volume of blood in each slice of the 

aorta, the voltage induced in that particular slice is determined by using magneto-hydro-

dynamic equations. Since the MHD equation is a complex integral that includes 

summation expressions and modified Bessel functions, this equation is implemented in 

Mathcad for faster performance. The MATLAB program invokes the Mathcad program 

to perform this computation using ActiveX server. The Mathcad program outputs the 

voltage induced at all the nodes on the aorta. 

 

The next process is to determine the transfer matrix that transfers the potential induced on 

the surface of the aorta to the thorax. Matrix multiplication of the potential induced at the 

nodes on the aorta and the transfer matrix gives the potential on the thorax. This is the 

potential on the thorax induced due to the flow of blood in the aorta in the presence of a 

uniform static magnetic field. This induced voltage is modified so that it complies with 

the WCT terminal and then subtracted from the elevated T wave to give an artifact free 

ECG signal. 

 

Figure 41 shows the triangulated heart, aorta and thorax surfaces. There is an option to 

rotate these structures. The magnetic field strength, the radius of the aorta, the differential 

pressure component, the ECG signal and the PPG signal can be entered in this window. 

Also the orientation of the aorta can be changed. When the “change” button is clicked, 

the program opens a new window (Figure 44) where the angle of the aorta with respect to 
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the heart in two orthogonal directions can be changed. After all the input parameters are 

entered and the “Start Computations” button clicked, the program performs the various 

computations. The figure in the right bottom shows the ECG in the MRI and the ECG 

without the elevation at the lead selected by the drop box above the figure. 

 

Figure 42 shows the original ECG signals (red) and the ECG signals without the 

elevation at the 12 leads. The relation between these two signals at all the 12 leads is 

discussed in chapter 6. 

 

Figure 43 gives the option to select any node on the aorta and see the potential induced at 

that particular node. The user can see that the potential is maximum when the blood flow 

is perpendicular to the magnetic field and decreases as the angle between the blood flow 

and the magnetic field decreases.  

 

Figure 44 shows the window to change the orientation of the aorta with respect to the 

heart. After entering the angles and after clicking the “Compute transfer with new angles” 

button the program determines the transfer matrix used to transfer the potential from the 

aorta to the thorax.   

 

Figure 45 shows the aortic blood flow, the ECG in a magnetic field, corrected and filtered 

ECG and the induced potential. Also this window displays the heart rate computed from 

the ECG and the pulse wave velocity determined from the ECG and the PPG. 
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Figure 46 shows the potential induced on the surface of the aorta. The color transition 

from red to blue indicates maximum positive to minimum negative voltage induced. 

When the “start animation” is clicked, the change in potential on the surface of the aorta 

is displayed as an animation, as the blood flows through the aorta. 
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Figure 41 Main screen of the simulation package showing heart, thorax and aorta model. 
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Figure 42 Second scene showing the original ECG and the ECG in the MRI at the 12 leads. 
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Figure 43 Third Scene showing the model of the aorta and the potential induced at the node selected (heavy black rectangle on 
the model of aorta). 
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Figure 44 Screen with the option to change the orientation of the aorta with respect to the heart. 
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Figure 45 Final screen showing the aortic blood flow, the ECG in a magnetic field, corrected and filtered ECG and the induced 
potential. 
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Figure 46 Potential induced on the surface of the aorta. Color transition from red to blue indicates maximum positive to 
minimum negative.
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The next chapter discusses linear least mean square (LMS) adaptive filters used as a 

method to remove the magnetic induced variation in the T wave of an ECG signal. First 

the adaptive filters are implemented on the ECG signals from the simulation package. A 

model is discussed which uses the adaptive filters as a tool to effectively cancel out the T 

wave elevation. Standard noise removal filters are introduced in the model and finally the 

adaptive filters are implemented on real data.  
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CHAPTER 5  
LINEAR ADAPTIVE FILTERS TO ELIMINATE T WAVE 

ARTIFACTS 
 

The output from the computer simulation, discussed in the previous chapter, is a good 

starting point to determine if a linear adaptive FIR (finite impulse response) filter can be 

used to remove the T-wave artifact, induced when a patient is subjected to the strong 

magnetic field of the MRI. The ECG signal with the elevated T-wave is used as the input 

and the original ECG signal outside the MRI is the desired signal to the adaptive FIR 

filter. The goal here is to develop an adaptive FIR system that can be trained to filter the 

elevation of the T wave. A block diagram of a LMS (least mean square) FIR adaptive 

system is shown below in Figure 47 [74, 75]. The objective is to change (adapt) the 

coefficients of the FIR filter weights, W, so that the signal y[n] matches as closely as 

possible to the desired signal d[n].  
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Figure 47 Linear Mean Square adaptive filter. 
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The adaptive filter weights, W, is trained using the least mean-square algorithm, which is 

the most widely used adaptive filtering algorithm. First the error signal, e[n], is computed 

as e[n] =d[n] - y[n], which measures the difference between the output of the adaptive 

filter and the desired signal d[n]. On the basis of this measure, the adaptive filter will 

change its coefficients in an attempt to reduce the error. The LMS coefficient update 

equation is [74]: 

][][][]1[ nxnenWnW ⋅⋅+=+ μ  

(110) 
where W[n] is the vector of FIR filter coefficients at time n, e[n] = d[n] - y[n] is the error 

between the desired and output signal at the nth time instant, μ is the step size, and x[n] is 

the vector of current and past input samples.  

 

The step-size μ directly affects how quickly the adaptive filter will converge toward the 

desired signal [74]. If μ is very small, then the coefficient changes only a small amount at 

each update, and the filter converges slowly. With a larger step-size, more gradient 

information is included in each update, and the filter converges more quickly; however 

the final residue error achieved increases as the step size increases. 

 

5.1 Implementation of the LMS filter on simulation results 

In this section, the adaptive filter is implemented on signals from the simulation package. 

The ECG signal from the simulation package ECGSIM is used as the desired response for 

the adaptive filter. The ECG signal obtained after adding the T wave elevation due to the 
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magnetic field computed using the Lorentz’s equation is used as the input signal. The size 

of the weight vector is 15. The adaptive filter is implemented on 4000 data points, eight 

ECG cycles of 500 samples each. The main purpose of this implementation is to 

determine whether a linear adaptive filter can remove the T wave artifact. Hence no noise 

is added to the signals at this point. Implementation of the LMS FIR adaptive filter is as 

follows. The program runs with a 1000 Hz sampling rate.  

1. The filter coefficients are initialized to zero at the start of program execution.  

2. The left input channel is the input x[n] to the adaptive filter – the elevated T 

wave ECG signal of the patient in the MRI bore.  

3. The right input channel is the reference (desired) signal d[n] – the ECG of the 

patient outside the MRI bore.  

4. The left channel output is the adaptive filter output y[n].  

5. The right channel output is the error signal e[n].  

 

The right input channel - the desired signal d[n] is shown in Figure 48. This is the normal 

ECG of the patient with no static magnetic field. The left input channel x[n] (with 

elevated T waves), shown in Figure 49, is the ECG of the patient inside the MRI bore and 

is obtained from the ECGSIM simulation in the presence of a static magnetic field. 
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Figure 48 The right channel input – the desired ECG signal. 
 

 

Figure 49 The left channel input – ECG signal with the elevated T wave. 
 

The adaptive LMS FIR filter is implemented using MATLAB. Many simulations on 

various values of μ are experimented to obtain the best output - the minimum error. The 

selected step size (μ) is 0.001. The three waveforms – the original ECG signal, the ECG 

signal in the MRI bore with elevated T wave and the adaptive filter output are shown in 
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Figures 50 and 51. The adaptive filter output adapts the ECG signal with the elevated T 

wave to the original ECG signal. The adaptive system shows good adaptation for the T 

wave of the ECG signal. The adaptive system output has a poor adaptation for the QRS 

complex of the ECG signal because of the high frequency of the QRS complex. In the 

adaptive system output, the QRS peak attains a value of 0.6 mV as compared to 1.3 mV 

in the desired ECG signal.  

 

 

Figure 50 The original ECG, the elevated ECG and the output of the adaptive filter. 
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Figure 51 The original ECG, the elevated ECG and the output of the adaptive filter for 
two ECG cycles. 

 

 

Figure 52 The error signal – the difference between the original ECG and the adaptive 
filter output. 

 

The maximum error of 0.7 mV is observed between the adaptive system output and the 

desired signal. This error occurs during the QRS peak of the ECG signal. The adaptation 
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is good for the T wave of the ECG signal and the error is around 0.04 mV. The error 

signal is shown in Figure 52. 

 

The results presented here show that the adaptive system works perfectly for the T wave 

of the ECG signal but fails to adapt to the high frequency QRS peak. In this particular 

application, the T wave of the ECG signal is distorted due to the strong magnetic field 

and the adaptive filter adapts well to the T wave of the ECG signal. The output from this 

section confirms that a linear adaptive system can be used to filter the T wave elevation 

for noiseless signals. In the next section, the same filter is implemented on noisy signals 

by corrupting the signals from the simulation package with additive white Gaussian 

noise. 

 

5.2 Adaptive LMS filter with other noise removal filters 

In the hospital environment the ECG signal can be corrupted with various kinds of 

noises. The LMS adaptive filter discussed in the previous section is implemented on 

noisy signals to observe the response of the filter. The typical examples of the noise that 

corrupt the ECG signal are [76]: 

1. Power line interference.  

2. Electrode contact noise. 

3. Motion artifacts. 

4. Muscle contraction. 

5. Baseline drift. 
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6. Electrosurgical noise. 

 

The power line interference consists of 60 Hz (or 50 Hz) pickup and harmonics from the 

power supply. The electrode contact noise occurs as random baseline transition and 

occurs due to loss of contact between the electrode and the skin. Motion artifacts also 

occur as transient baseline changes caused due to changes in the electrode-skin 

impedance. Muscle contraction and electrosurgical noise occurs as random noise in the 

ECG signal.  

 

To incorporate these noises, the original ECG signal from the simulation package is 

corrupted with Gaussian noise and baseline wander. The goal here is to make the 

simulation signals as close as possible to the actual data from the hospital environment. 

The block diagram of the system implemented in this section is shown in Figure 53. 
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Figure 53 Block diagram of the entire system with noise removal filters. 
 

Noise corrupted ECG signals are the inputs to the LMS FIR adaptive system (Figure 54 

and 55). The output from the adaptive system (Figure 56) is then filtered using a fifth 

order low pass and a first order high pass with cut-off frequencies of 40 Hz and 5 Hz 

respectively. This is the signal at the point ‘A’ in the block diagram below. The noise 

corrupted ECG signal measured outside the MRI room is also filtered using the same two 

filters. This is point ‘B’ in the block diagram. The signals at points ‘A’ and ‘B’ are 

compared (Figure 59). Higher the resemblance, the more noise immune is the adaptive 

system. 
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Figure 54 Original ECG outside the MRI room corrupted with noise. 
 

 

Figure 55 ECG of the patient in the MRI room corrupted with noise. 
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Figure 56 The adaptive system output. 
 

 

Figure 57 The adaptive system output for two ECG cycles. 
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Figure 58 The error of the adaptive system – difference between adaptive system output 
and original signal. 

 

 

Figure 59 Comparing the signals at points ‘A’ and ‘B’. 
 

The adaptive system adapts the input signal to the desired sequence in the first ECG 

cycle. The adaptation is good for the T wave of the ECG signal but fails for the QRS 

peaks. The output is similar to the output of the last section. Hence a linear adaptive filter 



 149

works even for noisy signals. Comparing the signals at point A and B (Figure 13), the 

output from the adaptive system (A) matches the desired signal at point B for the T wave 

of the ECG signal but fails for the QRS peaks. The signal at point A has QRS peak of 0.8 

mV as compared to 1.3 mV for the signal at point B.  

 

The next step is to use the weights obtained from the above adaptive system to filter new 

ECG data. The ECG signals from the simulation are corrupted with additive white 

Gaussian noise and then filtered using the FIR filter co-efficient obtained from the LMS 

algorithm above. The new input signal and the desired signal are shown in Figures 60 and 

61. The output of filtering the input signal with the weight vector of the adaptive system 

is shown in Figures 62 and 63. The error between this signal and the desired signal is 

shown in Figure 64.  

 

 

Figure 60 New set of ECG signals – original data outside MRI. 
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Figure 61 New set of ECG signals – data with elevated T wave in MRI. 
 

 

Figure 62 Applying the weights previously computed on new data. 
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Figure 63 FIR filter output for two ECG signals. 
 

 

Figure 64 Error signal after applying the filter co-efficient previously computed on new 
data. 

 

In the above figures, again the same result is observed – the output is extremely good for 

the T wave of the ECG signal but fails for the QRS complex. In the next section a method 

is developed in which the adaptive system works on the T wave of the ECG signal and 
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the T wave elevation due to the static magnetic field is computed and subtracted from the 

ECG signal in the MRI. Hence in this approach the QRS complex is not disturbed. The 

entire block diagram, the steps involved and the output of each step is discussed in the 

next section. 

 

5.3 LMS Filter on the T waves of ECG signal 

In this section, the adaptive system is implemented on only the T wave of the ECG 

signal. From the adaptive system output and the elevated T wave ECG signal, the 

elevation due to the magnetic field is computed and subtracted from the ECG signal in 

the MRI. The QRS peaks are not disturbed. The first step is to design linear filters to 

separate the QRS peaks from the ECG wave. This is achieved by using forth order low 

pass Butterworth filters. The original ECG wave (Figure 66) and the ECG wave with the 

T wave artifact (Figure 68) are filtered using this Butterworth filter. In the filtered waves, 

almost 95% of the QRS peaks are eliminated. 

 

The ECG signals comprising mainly of the T waves are used as inputs to the adaptive 

system. The elevated T wave (Figure 67) is used as the input and the system adapts to the 

original T wave (Figure 69). The fact that the ECG signals now contain only the T waves 

makes the adaptation easier and more accurate. Also the LMS FIR adaptive filter requires 

lesser number of co-efficients.  
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The next step is to filter even the small percentage of the QRS complexes to obtain only 

T wave signals. The non T wave part of the ECG signal is equated to zero. To identify the 

T waves, the ECG signal in the MRI and the adaptive system output are differentiated 

and squared. The peaks in the output signal are then identified by detecting the change in 

slope of the signals. Also since the signals filtered with the Butterworth filter (used to 

remove the R wave) are free from any noise, the chance of any false detection is 

completely eliminated. This process detects the starting, ending and the peak of each T 

wave (Figure 71). Figure 65 shows the block diagram of the proposed system. 

 

 

Figure 65 Block diagram of the entire system. 
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Since the T wave of the ECG signal is identified, the non T wave part of the ECG signal 

is equated to zero. This is necessary to obtain the signal containing only the elevation of 

the T wave due to the magnetic field. This elevation thus obtained (Figure 63) is then 

subtracted from the ECG of the patient with the T wave artifact (Figure 68). The resultant 

wave (Figure 74) is the ECG of the patient free from T wave elevation artifacts.  

 

The entire process is simulated using MATLAB software. The data is obtained from the 

ECGSIM simulation package discussed earlier. This data is corrupted using Gaussian 

noise with zero mean and a variance of 25. After applying the Butterworth filter, the 

filtered wave consists of only the T wave with a negligent percentage of the QRS peaks. 

The adaptive system step size is selected as 0.001.  

 

A major advantage of this method is that the entire system uses the filtered Butterworth 

outputs signifying that we are working on noise free signals. The probability of false 

detection after differentiation and squaring is also eliminated. Another advantage is that 

in this system the elevation caused by the magnetic fields is obtained. Finally, the outputs 

using this system have an extremely small error. The QRS peaks are untouched and the T 

wave artifact is removed. This method works well on simulation signals; in the next 

section this method is implemented and improvised for use on real data signals. 
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Figure 66 The original ECG signal (outside MRI) corrupted with additive Gaussian noise. 
 

 

Figure 67 Forth order Butterworth filter output showing the original ECG and the filtered 
wave (comprising of only the T waves). 
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Figure 68 ECG signal with T wave artifact (in the MRI) corrupted with additive Gaussian 
noise. 

 

 

Figure 69 Forth order Butterworth filter output showing the elevated T wave ECG and 
the filtered signal. 
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Figure 70 The input, the desired signal and the output of the adaptive system. 
 

 

Figure 71 Peak detection algorithms applied to the output of the adaptive system. 
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Figure 72 The starting and ending points of the T wave. 
 

 

Figure 73 Elevated T wave, the original T wave and their difference – the elevation. 
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Figure 74 The final output - elevation obtained from the previous stage is subtracted from 
the elevated T wave ECG signal shown for 6 cycles. 

 

 

Figure 75 The final output - elevation obtained from the previous stage is subtracted from 
the elevated T wave ECG signal shown for 2 cycles. 
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5.4 LMS Adaptive Filter on Real Data 

The ECG data of a patient in the MRI room and the ECG before entering the MRI room 

is recorded for 60 seconds at a sampling frequency of 1000 Hz (60000 samples). The 

ECG signal recorded in the MRI room has a T wave peak of 9 mV as compared to 2 mV 

in the ECG outside the MRI. In the previous sections, the results of the adaptive system 

on data from the simulation package were discussed. The original ECG signal and the 

elevated T-wave ECG signal from the computer simulation were used as inputs to the 

adaptive LMS filter. The adaptive system output adapted extremely well for the T wave 

of the ECG signal but failed to adapt to the QRS peaks. 

 

In this section, the ECG signal outside the MRI is first interpolated or decimated to match 

the heart rate of the ECG signal in the MRI. The adaptive system is then implemented 

with this modified ECG signal as the desired signal and the ECG signal in the MRI as the 

input signal. The QRS peaks of the adaptive system output are then replaced with the 

QRS peaks of the ECG signal in the MRI. The block diagram in Figure 76 shows all the 

steps involved. 
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Figure 76 Block diagram of entire system for real data. 
 

The above block diagram uses the QRS peak detector algorithm by Pan and Tompkins 

[77], for determining the heart rates of the ECG signal in the MRI and outside the MRI. 

Before discussing the details of the above block diagram, the QRS peak detection 

algorithm is discussed in the next section. 

 

5.4.1 QRS peak detection algorithm 

The algorithm developed by Pan and Tompkins [77] is a real time algorithm to detect the 

QRS complexes in the ECG signal using information of the slope, amplitude and the 

width of the QRS complex. The algorithm uses a band pass filter to reduce false 

detections and adjusts the thresholds automatically as the ECG signal changes. The 

algorithm uses linear digital filtering (band pass filter, derivative and moving window 

integration), nonlinear transformation (squaring) and decision rule algorithms. 
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There are various steps involved in the QRS peak detection algorithm [77]. In order to 

reduce the noise in ECG signals, the first step uses a digital band pass filter (5 to 15 Hz) 

composed of a cascaded high-pass and low-pass filter. The band pass filter attenuates 

muscle noise, 60 Hz interference, baseline wander and T wave interference. The second 

order low pass filter with a cut-off frequency of 11 Hz and a gain of 36 is implemented 

by the difference equation: 

)12()6(2)()2()(2)( TnTxTnTxnTxTnTyTnTynTy −+−−+−−−=  

(111) 
The delay of the filter is five samples. This signal is passed through a high pass filter of 

cut-off frequency 5 Hz, gain of 1 and delay of about 16T. The difference equation of this 

high pass filter is given by: 

32/)32()17()16(32/)()()( TnTxTnTxTnTxnTxTnTynTy −+−−−+−−=  

(112) 
The next process after filtering the ECG signal is to differentiate the signal to obtain the 

QRS complex slope information. A five point derivative with a delay of two samples 

defined by the difference equation below is used. 

8/))4(2)3()()(2()( TnTxTnTxTnTxnTxnTy −−−−−+=  

(113 
After differentiation, the signal is squared point by point. This intensifies the slope of the 

frequency response curve of the derivative and helps restrict false positives caused by T 

waves with higher spectral energies. The difference equation for squaring is: 

2)]([)( nTxnTy =  

(114) 
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This squaring makes all data points positive and emphasizes the higher ECG frequencies. 

The moving window integrator is then implemented. This produces a signal that includes 

information about both the slope and the width of the QRS complex. This is computed by 

the following difference equation: 

)]())2(())1(()[/1()( nTxTNnTxTNnTxNnTy ++−−+−−= Λ  

(115) 
where N is the number of samples in the width of the integration pulse. The selection of 

N is very important. The width of the window should be approximately the same as the 

widest possible QRS complex. If the window is too wide, then the integration window 

will merge the QRS and the T complexes together. If the width is too narrow, a QRS 

complex may produce several peaks in the integration window. The outputs of the 

various steps discussed above are shown in Figure 77. 

 

 

Figure 77 Outputs of the various steps in the QRS detection algorithm. 
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In Figure 77, the various signals represent: (a) Original signal. (b) Output of band pass 

filter. (c) Output of differentiator. (d) Output of squaring process. (e) Result of moving 

window integrator. (f) Original ECG signal delayed by the total processing time. (g) The 

final output stream. 

 

The algorithm uses two sets of thresholds to detect QRS peaks. One set on the filtered 

ECG and the other set on the output of the moving window integration. In each set, two 

thresholds (one half of the other) are used, to improve the reliability of detection and to 

reduce false negatives. The thresholds are based on the most recent signal and noise 

peaks and hence continuously adapt to the characteristics of the signal. If in the time 

interval corresponding to 166 % of the current average RR interval, a QRS complex is 

not detected then the maximal peak detected in the time interval that lies between these 

thresholds is considered to be the QRS complex. 

 

For irregular heart beats, both thresholds are reduced by half to increase the sensitivity of 

detection and to avoid missing beats. Physiologically, QRS complexes cannot occur 

closer than 200 msec. A refractory period, is a period of time during which an organ or 

cell is incapable of repeating a particular action, or the amount of time it takes for an 

excitable membrane to be ready for a second stimulus once it returns to its resting state 

following an excitation. Hence, after a valid QRS complex is detected there is a 200 msec 

refractory period, thus eliminating the possibility of multiple triggering and false 

detection. Two separate measurements of the average RR interval are computed. One RR 
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interval is the mean of the most recent eight RR intervals and the other is the mean of the 

most recent eight beats that lie in the range of 92-116 % of current RR interval average. 

When the heart rate changes suddenly, then the first RR interval average substitutes for 

the second one. According to the reference [77], the algorithm failed to detect only 0.675 

% of the beats. 

 

5.4.2 Signal Processing on real data 

The recorded ECG data outside the MRI and in the MRI bore are shown in Figure 78 and 

79. The QRS detector [77] discussed is implemented on these two signals. Even though 

the ECG signal outside the MRI has a strong negative peak after the QRS peak, the QRS 

detector identified the QRS peaks. 

 

 

Figure 78 ECG signal outside the MRI. 
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Figure 79 ECG signal in the MRI bore. 
 

The LMS (least mean square) algorithm is implemented with the ECG signal outside the 

MRI as the desired signal and the ECG signal in the MRI as the input signal. The FIR 

filter coefficients are obtained from the adaptive system. In the first run, the adaptive 

system failed to train to the desired data. The step size was varied from 0.001 to 0.95. For 

each trial the adaptive system output approached the desired response for the first ECG 

cycle but the weight matrix failed to converge. On closely comparing the two sets of 

ECG recordings, it is noticed that the patient had a different heart rate outside the MRI 

and in the MRI room (Figure 80). This varying heart rate caused the adaptive system to 

fail. If the adaptive system is directly implemented on the signals the adaptive system 

fails to adapt (as shown in Figure 81). 
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Figure 80 ECG signal in the MRI (higher amplitude) and ECG outside the MRI. 

 

 

Figure 81 The adaptive system fails when the heart rates of the two signals are not 
synchronized. 

 

Hence it is essential to match the heart rate of the ECG signal outside the MRI to the 

heart rate of the ECG signal in the MRI. This is implemented by computing the 
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difference in the number of samples between the first RR intervals of both the signals. If 

the number of samples in the first RR interval of the ECG signal outside the MRI is 

greater then the number of samples in the first RR interval of the ECG signal in the MRI 

then the first signal is decimated to match the number of samples of the second signal. In 

the other case, the first signal is interpolated by introducing new samples of magnitude 

the average of the neighboring samples (linear interpolation). Figure 82 shows the ECG 

signal outside the MRI modified to match the heart rate of the ECG signal in the MRI and 

the ECG signal in the MRI. 

 

 

Figure 82 ECG signal outside the MRI (upper signal) is matched to the heart rate of the 
ECG signal in the MRI (lower signal). 

 

The adaptive system is now implemented on the elevated T wave ECG signal with the 

modified ECG signal as the desired response. The size of the weight matrix is 15. A non-

zero weight matrix is obtained and the adaptive system trains closely to the desired 

response for the T wave part of the ECG signal. But the QRS peaks fail to adapt. The 
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adaptive system output shows a positive QRS peak but the system does not adapt 

completely to the original magnitude of the peak. The adaptive system outputs for the T 

wave of the ECG signal are extremely good and the magnetic induced potential is 

filtered. Figure 83 shows the adaptive system output. The T wave adapts well but the 

QRS peak of the ECG fails to adapt.  

 

 

Figure 83 The ECG signal outside the MRI (desired signal), the ECG signal in the MRI 
and the adaptive system output.  

 

Since the QRS peaks are detected using the QRS detector, it is easy to replace the QRS 

peaks of the adaptive system output with the QRS peaks from the elevated T wave ECG 

signal. The adaptive system output with the QRS peaks replaced is shown in Figures 84 

and 85. The signals are plotted individually for clarity and then the signals are 

superimposed for comparison and to observe the adaptation. 
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Figure 84 ECG signal outside the MRI (upper signal), ECG signal in the MRI (middle) 
and the adaptive system output after replacing the QRS peaks. 

 

 

Figure 85 ECG signal outside the MRI, ECG signal in the MRI (strong negative peaks) 
and the adaptive system output after replacing the QRS peaks. 

 

This weight matrix obtained from the above adaptive system is used for FIR filtering of 

the next few ECG cycles (new set of data – figure 87). The output of FIR system filters 

the magnetic induced elevation in the T wave of the ECG. As above, the QRS peaks in 
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the adaptive system output are replaced by the original QRS peaks. Figure 86 shows the 

block diagram of the entire process. Figure 87 shows the new data with the (red) stars 

indicating the QRS peak detection. 
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FIR filtering

ECG signal 
without the 

MRI induced 
artifact. 

Figure 
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Figure 86 After obtaining the weights from the adaptive system, filtering the new data 
with these co-efficients. 

 

The result of FIR filtering and replacing the QRS peaks of the adaptive system output 

with the original QRS peaks is shown in Figures 88 and 89. The signals are plotted 

individually for clarity and then the signals are superimposed for comparison and to 

observe the adaptation. 
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Figure 87 New data of the ECG signal inside the MRI (red peaks indicate QRS peaks) 
 

 

Figure 88 ECG signal outside the MRI (upper signal), ECG signal in the MRI (middle) 
and the adaptive system output after replacing the QRS peaks. 
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Figure 89 ECG signal in the MRI (strong negative peaks) and the adaptive system output 
after replacing the QRS peaks. 

 

The results obtained by using this method on real data are extremely good. Further 

conclusions and discussions regarding the performance of the above system including the 

percentage of ST segment elevation in the ECG signals (original, elevated and filtered 

signals) is discussed in the next chapter. 

 

To summarize, in this chapter first the LMS adaptive filter is implemented on noise free 

simulation signals and then on simulation signals with additive white Gaussian noise. In 

both the cases, the adaptive filter showed good results for the T wave of the ECG signal 

but failed to adapt to the QRS complexes. This problem was solved in the third section by 

implementing the adaptive filter on T waves only and computing the T wave elevation. 

This elevation is then subtracted from the ECG signal in the MRI to obtain artifact free 

ECG signals. This method showed good results as the QRS peaks were not disturbed and 
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the T wave adaptation had an extremely small error. This method is then tested on real 

data from the hospital. The method is improvised and the results are presented in the forth 

section of this chapter. These results obtained are extremely good and the method is more 

robust as compared to the method discussed in section three.  

 

The next chapter discusses the results and conclusions of the entire research. The results 

from the simulation model developed and the adaptive filters are presented in greater 

detail. Final concluding remarks, the importance of the research and further work are also 

discussed as the concluding section of this dissertation.  
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CHAPTER 6  
DISCUSSIONS AND FUTURE WORK 

 

In this chapter, the final results and conclusions of this entire dissertation are presented. 

First, the results of the simulation package are compared with real data obtained from a 

research paper [79]. The output of the simulation package for various different input 

parameters is obtained. From these outputs the relation between the T wave elevation and 

varying magnetic field is discussed. Also the percentage increase in the T wave amplitude 

with a change in the maximum blood flow in the aorta is deduced from the simulation 

package outputs. Then the performance of the adaptive filters (fifth chapter) to filter the T 

wave artifact is discussed. To study the performance the slope of the line joining the S 

and the T point of the ECG is computed and compared for the adaptive system output, the 

ECG signal inside and outside the MRI. The last section of this chapter discusses the 

conclusions of the entire dissertation and future work. 

 

6.1 Comparison of GUI Simulation Package with real data 

The results from the simulation model are compared to a research work by Richard N 

Dimick, et. al.[79]. In this research paper, the 12 lead ECG is plotted for nine normal 

volunteers and thirteen patients in and out of a 1.5 T MRI bore. The largest artifacts are 

observed in the early T wave and late S-T segment of the ECG. Of the 12 leads, the 

maximum amplitude of the artifact is observed on leads I, II, V1 and V2 and smallest on 

leads III and AVF. Also low voltage, low frequency (7-10 Hz) waves are observed 



 176

throughout the cardiac cycle. The results from the simulation model are compared with 

these signals. 

 

All the input parameters used in the simulation package are first discussed. The data for 

the blood velocity profile in the aorta is obtained from the work by Joachim Lotz, et. 

al.[11]. This blood velocity profile is shown in Figure 90. For the simulation, the pulse 

wave velocity and the differential pressure component have a constant value of 6.6 m/s 

and 40 mm Hg respectively. Various values of the magnetic field B (µeH0) are considered 

from 0 T to 4 T. The aorta radius has been assigned a value of 16 mm. The density of 

blood is between 1.05 and 1.06 g/cm3. The blood viscosity is 0.04 N.sec/m2 and 

conductivity is 1/1.5. The Hartmann number is calculated from the values of the magnetic 

field, radius of aorta, the conductivity and the viscosity of blood. The model of the aorta 

in the simulation model is slightly rotated to align it with the position of the aorta in the 

patient. 

 

 

Figure 90 Blood flow profile in the aorta obtained from MRI. 
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After substituting these input parameters, the package computes the triangulation of the 

aorta, the transfer matrix and uses the MFD equations to compute the potential induced in 

each of the slices of the aorta. The maximum voltage is induced in the slice perpendicular 

to the magnetic field and decreases as the angle decreases. The results of the simulation 

model for the potential at the 12 leads in the presence and absence of the magnetic field 

of 1.5 T are shown in Table 4. The ECG signals in a magnetic field of 1.5 T are marked 

with ‘B’. The ECG tracings from this simulation show a 310% increase in the T wave 

amplitude for a magnetic field of 1.5 T. at lead II. The simulation model results show a 

positive voltage induced in the T wave of the ECG at all the leads except AVR and AVF.  
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Table 4 ECG tracings at the 12 leads under normal conditions (A) compared with the 

tracings when subjected to 1.5 T static magnetic field (B). 

V1 V2 V3 

   

V4 V5 V6 

   

I II III 

   

Vra (AVR) Vla (AVL) Vlf (AVF) 

   

 

B
B

B 

B B

B 

BB 

B B

B 

B
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There is an excellent match between the simulation and measured ECG signals at all the 

12 leads. The comparison of the measured and computed ECG signals at the 12 leads is 

shown in Tables 5 and 6. In Table 5, the measured ECG signals for two cycles are 

compared with the signals from the simulation model for leads I, II, III, AVR, AVL and 

AVF. In each row the first signal is the ECG outside the MRI (O) and the second signal is 

the ECG inside the MRI (I). Table 6 shows the same comparison between the measured 

and simulated signals for leads V1 to V6. Table 7 compares the amplitude of induced 

potential at all the 12 leads for the measured and the simulation model ECG signals. Also 

Table 7 lists the magnitude of normal T waves, elevated T waves and the error in the 

induced potential between the measured and the simulation model result. The magnitude 

of error is extremely small (less than 0.3 mV) at all the 12 leads. Except for I, VRA, VLA 

and VLF, the remaining leads have an error of less than 0.1 mV. It is believed that the 

error is higher in these leads due to the difference between the orientation of the aorta in 

the simulation model and that of the patient, as discussed in the next paragraph. This 

shows that the simulation results are very similar to the measured ECG signals. 
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Table 5 Comparison of the ECG tracings measured and the tracings obtained from the 

simulation at leads I, II, III, AVR, AVL and AVF. 

O – ECG signal outside the MRI; I – ECG signal in the MRI. 

Leads I II III 

Measured 

ECG 

signal. 
 

ECG 

signal 

from 

simulation 

model. 

O

 

I  

O  

I   

O  

I    

Leads AVR AVL AVF 

Measured 

ECG 

signal.  

ECG 

signal 

from 

simulation 

model. 

O

 

I  

O  

I  

O  

I  
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Table 6 Comparison of the ECG tracings measured and the tracings obtained from the 

simulation at leads V1, V2, V3, V4, V5 and V6. 

O – ECG signal outside the MRI; I – ECG signal in the MRI. 

Leads V1 V2 V3 

Measur

ed ECG 

signal. 

 
ECG 

signal 

from 

simulati

on 

model. 

O  

I  

O  

I   

O  

I  

Leads V4 V5 V6 

Measur

ed ECG 

signal. 
 

 
ECG 

signal 

from 

simulati

on 

model. 

O  

I  

O  

I   

O  

I  
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Table 7 Magnitude of the normal T wave amplitude, the T wave amplitude in a magnetic 

field of 1.5 T and the magnitude of induced potential at 12 leads. 

Lead 

T wave 

amplitude 

in a 

normal 

ECG (mV) 

T wave 

amplitude in 

a ECG signal 

in the MRI 

(mV) 

The induced 

potential = 

column 3 – 

column 2 

(mV) 

Induced 

Potential in 

measured data 

= T wave in 

MRI – T 

wave outside 

Error in induced 

potential = 

simulation 

model – 

measured value 

(mV) 

V1 -0.07405 0.4024 0.47645 0.5 -0.1 = 0.4 0.07645 

V2 0.3588 0.9413 0.5825 1 -0.5 = 0.5 0.0825 

V3 0.4213 0.6179 0.1966 0.8 -0.6 = 0.2 -0.0034 

V4 0.3002 0.4043 0.1041 1 –0.9 = 0.1 0.0041 

V5 0.1958 0.393 0.1972 0.8 –0.7 = 0.1 0.0972 

V6 0.06271 0.3405 0.27779 0.8 –0.5 = 0.3 -0.0222 

VRA -0.2402 -0.3641 -0.1239 -1-(-0.5)=-0.5 0.3761 

VLA 0.01199 0.2207 0.20871 0.5 -0.1= 0.4 -0.1913 

VLF -0.03134 -0.109 -0.07766 0.3 -0.2= 0.1 -0.1777 

I 0.2388 1.178 0.9392 1 -0.3= 0.7 0.2392 

II 0.2021 0.8505 0.6484 1 -0.4= 0.6 0.0484 

III -0.011 0.2109 0.2219 0.3 -0.1= 0.2 0.0219 



 183

In our simulation, the largest amplitude of the induced potential is observed in I, II, V1 

and V2 and the smallest amplitude is observed in AVF (Table 7). From this, it can be 

inferred that the vector of the maximum potential is in the direction left inferior 

(maximum at leads I and II) and anterior from the center of the chest (maximum at V1 

and V2). At lead I the amplitude of the induced potential is more than the QRS peak. The 

position of the aorta is not parallel to the thorax but originates from the aortic valve and 

arches posterior as seen in Figure 91. 

 

 

Figure 91 The model of the aorta and the thorax.  
 

Hence, the obtained results are in accordance with the right hand rule that the maximum 

potential is induced when the flow of blood is perpendicular to the magnetic field. Figure 

92 shows the region of the aorta where the maximum (left superior part of the aortic arch) 

and minimum potential (right inferior) is induced. Darker regions show higher positive or 

negative voltage induced and lighter regions show a decrease in induced potential as the 

angle between the flow of blood and the magnetic field decreases. 
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The next section describes the relationship between the T wave elevation and the 

magnetic field strength. Also the change in the elevation with a change in the cardiac 

output is discussed. 

 

 

Figure 92 Distribution of potential induced on the surface of the aorta. 
 

6.2  Relation between T wave elevation and the magnetic field 

The relation between the changes in T wave amplitude with the change in magnetic field 

is analyzed by changing the magnetic field magnitude and running the GUI simulation 

package. The results at lead II for magnetic fields varying from 0 to 4 T are shown in 

Figure 94. The magnitude of T wave elevation and the percentage increase with changing 

magnetic field are tabulated in Table 8. 
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Figure 93 ECG at lead II showing the T wave amplitude for varying magnetic fields 0 T 

to 4 T. 
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Table 8 T wave elevation at lead II for varying magnetic fields (0 to 4 T). Table also 

shows percentage increase in T wave amplitude. 

Magnetic 

Field 
Elevation in the T wave – lead II 

T wave 

amplitude mV 

Increase in T 

wave amplitude 

% 

0 T 

 

0.2074 0 

0.5 T 

 

0.3841 85.198 

1 T 

 

0.5569 168.51 

1.5 T 

 

0.8505 310.07 

2 T 

 

0.9076 337.60 

2.5 T 

 

1.082 421.697 
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3 T 

 

1.256 505.59 

4 T 

 

1.605 673.86 

 

Figure 95 shows the percentage increase in T wave amplitude with varying magnetic 

fields. The plot clearly reveals a linear relationship. The ECG tracings from this 

simulation show a 310% (Table 5) increase in the T wave amplitude for a magnetic field 

of 1.5 T. at lead II. In an experiment on Macaca monkeys [3], a 300 % increase in T wave 

amplitude is obtained for a magnetic field of 1.52 T. Hence, the simulation results at all 

the 12 leads and the percentage increase for varying magnetic fields yield very similar 

results. The next section discusses the relation between the T wave elevation and the 

cardiac output. 
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Figure 94 Plot of percentage increase in T wave amplitude with varying magnetic field (0 

to 4 T). 

 

6.3 Relation between T wave elevation and cardiac output 

In the simulation package, the induced T wave is computed for various cardiac outputs. 

This is done by changing the aorta blood flow data file and running the simulation 

package. The peak blood flow velocity in the aorta is changed from 200 ml/sec to 600 

ml/sec and the induced voltage is determined for each case. The peak blood flow in the 

aorta of a normal human is 400 ml/sec. Figure 96 shows the T wave induced potential for 

different cardiac outputs. Figure 97 shows the percentage increase in T wave amplitude 

with varying blood velocities in the aorta. The relation is clearly linear. 
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Figure 95 Elevation of the T wave for various different cardiac outputs. 
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Figure 96 Percentage increase in the T wave with varying cardiac output. 
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An important result from this figure is that there is an increase of 17.08% or 0.0454 mV 

in the induced T wave amplitude for every 100 ml increase in the peak blood flow in the 

aorta. This result can be incorporated in the linear adaptive systems so that for any 

change in blood flow in the aorta the T wave amplitude can be correspondingly updated. 

In the next section the results of filtering the T wave artifact using adaptive LMS filter is 

discussed. 

 

6.4 Results from the adaptive system 

In the last section of the previous chapter, the adaptive system is implemented on real 

data after heart rate matching using interpolation or decimation. After training the 

weights of the adaptive system, the FIR filter with these weights is used to filter the T 

wave artifact. The output plots were discussed in the previous chapter. The magnitude 

and phase response of the FIR filter is plotted in Figure 98. The magnitude response 

shows that the filter suppresses the frequency corresponding to the T wave elevation by -

18 dB. 
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Figure 97 Magnitude and phase of the adaptive FIR filter. 
 

To further look into the performance of the adaptive system, the ST segment slope is 

computed for a single heart beat for the ECG signal outside the MRI, in the MRI and the 

adaptive system output. The closer the slope of the ST segment of the adaptive system to 

the ECG signal outside the MRI, better is the performance of the system. The slope of the 

ST segment of the signals is tabulated in Table 9. The slope of the ST segment of the 

adaptive system may vary slightly from the ECG signal outside the MRI as the ECG 

signals in and outside the MRI are measured at different time instants. Table 9 shows that 

the adaptive filter is successful in removing the T wave artifact as the ST segment slope 

reduces from an average value of 6.5 to 1.7. 
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Table 9 The slope of the line joining the ST segment measured at different points of the 

measured ECG signals 

Data Sample 

number in the 

ECG signal 

Slope of ST 

segment of 

ECG outside 

the MRI 

Slope of ST 

segment of 

ECG from 

adaptive system 

output 

Slope of ST 

segment of 

ECG inside the 

MRI 

3200 2.92 1.01 6.79 

16000 3.42 1.85 6.8 

36000 3.32 1.83 5.24 

13000 2.89 2.09 7.97 

32000 3.303 1.8 5.88 

 

The ECG signal in the MRI, outside the MRI and adaptive system output are plotted for 

individual ECG cycles in Table 10. This further shows the performance of the adaptive 

system. The ECG signal measured in the MRI in the third row of the table is distorted due 

to a change of the patient physiology. The adaptive system output (third row) maintains 

the shape to show the change in patient physiology but with reduced T wave amplitude. 

Hence the adaptive system reduces the T wave amplitude but maintains the 

characteristics of the ECG signal. 

 



 193

Table 10 The performance of the adaptive system – the ECG signal outside the MRI, the 

ECG signal in the MRI and the adaptive system output. 

ECG signal outside the MRI ECG signal in the MRI Adaptive System Output

 
  

  
 

   
 

6.5 Future Work 

The simulation package developed has been successfully tested for human physiological 

signals obtained from different research papers. The simulation package worked 

successfully on these signals. But the package has not been tested in real time. The next 

step would be to test the package when the patient is in the MRI. The input parameters – 

the radius of the aorta and the orientation of the aorta with respect to the heart can be fed 

into the package. From this the transfer matrix can be determined. The patient PPG 

waveform and the ECG signal in the MRI can be measured real time and fed into the 
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package. The package computes the pulse wave velocity real time and uses this value in 

magneto-hydro-dynamic equations to compute the potential induced in the aorta. This 

value is then transferred to the thorax to determine the T wave elevation. The final output 

of the package can be tested to determine the performance of the entire package real time.  

 

The adaptive LMS filter is implemented on ECG data and the results show that the T 

wave artifacts can be reduced to match the non-MRI ECG signals. The next step would 

be to implement this entire software code on a DSP processor and introduce this as a 

module in the MRI compatible ECG monitors. An interesting challenge is that the final 

device should be MRI compatible, compact and should not introduce any new artifacts. 

The success of this device will assist the doctors to analyze and diagnose the physiology 

of the patients in the MRI. 

 

6.6 Conclusion 

In this dissertation two approaches are presented to solve the problem of T wave 

elevation of the ECG signal when the patient is subjected to a static magnetic field of the 

MRI. The solution to this problem is researched from a mathematical approach based on 

modeling of the aorta and thorax and from a signal processing perspective. 

 

A GUI simulation package is developed to compute the T wave elevation of the ECG 

signal using magneto-hydro-dynamic equations. The simulation package uses a model of 

the heart, aorta and thorax and computes the potential induced in the aorta and then 
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transfers this potential to the thorax considering the conductivity of the tissues and organs 

between the aorta and the thorax. This package needs the PPG waveform obtained from a 

pulse oximeter in addition to the ECG signal in the MRI. It has the provision to change 

the radius and the orientation of the aorta with respect to the heart. The package 

developed is successfully tested by using simulated signals and human physiology signals 

obtained from various research papers.  

 

The second approach is based on digital signal processing where the T wave artifact is 

filtered by using an adaptive LMS filter. This approach requires the ECG of the patient 

outside the MRI as a desired response and the ECG in the MRI as the input to the LMS 

filter. The heart rate of the two ECG signals is first synchronized and then used as inputs 

to the LMS filters. The output from this approach successfully filters out a majority of the 

T wave artifact, to obtain ECG signals free of the T wave elevation.  

 

With the extensive use of MRI and the vital information in the ECG signal, it is important 

to have artifact free ECG of the patient in the MRI room. This entire research works 

towards obtaining artifact free ECG signals in the MRI. The research work in this area is 

unique and the results obtained can be tested on hardware to obtain artifact free ECG 

signals. This research is a major step in solving this problem and the results obtained will 

assist doctors to diagnose the patients in the MRI. 
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