
 

 

Smart IHU: an open source IoT project 
for wireless sensor network based on 
the Raspberry PI platform – Physical 
design and implementation 

 

Karaklas Kostas 

SID: 3307160004 

 

 

 

 

 

 

SCHOOL OF SCIENCE & TECHNOLOGY 

A thesis submitted for the degree of  

Master of Science (MSc) in Communications and Cybersecurity 

 

March, 2019 

THESSALONIKI – GREECE 



   -2- 

 

Smart IHU: an open source IoT project 
for wireless sensor network based on 
the Raspberry PI platform – Physical 
design and implementation 

 

Karaklas Kostas 

SID: 3307160004 

 

Supervisor: Dr. Stavros Stavrinides 

Supervising Committee Members: 

 

Prof. G. Evangelidis, Dr. S. Stavrinides, Dr. D. Baltatzis 

 

 

 

SCHOOL OF SCIENCE & TECHNOLOGY 

A thesis submitted for the degree of  

Master of Science (MSc) in Communications and Cybersecurity 

 

March, 2019 

THESSALONIKI – GREECE 



   -3- 

This page intentionally left blank 
  



   -4- 

Abstract 

Internet of Things was only a concept a few decades ago, a concept that became fruition in the 

past couple of years, and has enabled the creation of commercial IoT devices, but more 

importantly advanced industrial applications in many sectors. Everything of course was possible 

with the evolvement of the Internet globally and advancement of other technologies, like wireless 

communications, microelectromechanical systems and auxiliary technologies such as artificial 

intelligence and blockchain. While technologies that affect Internet of Things are important for 

the advancement of IoT, so is a community that supports and advances the field, which is the goal 

of the Raspberry Pi foundation and partly the project of this thesis. By creating an open-source 

sensor network with the help of the Raspberry Pi platform, we are researching the viability of 

such a system and hopefully to interest students in the platform and Internet of Things in general. 

  



   -5- 

Acknowledgements 

I would like to thank my family for their patience and support over the years. Also, my professor 

Mr. Stavrinides for supervising this thesis and for his support in the overall project, my friends 

Giorgos, Panos & Akis for helping me over the years when I am stuck debugging and/or 

troubleshooting and my friend Persefoni for pushing me to continue evolving my academic 

prowess. Finally, I would like to thank my fellow student, Giorgos Sarigiannis for his help and 

support in our collaboration in completing this two-thesis project 

  



   -6- 

Contents  

ABSTRACT ................................................................................................................. 4 

ACKNOWLEDGEMENTS ............................................................................................ 5 

CONTENTS ................................................................................................................. 6 

TABLE OF FIGURES .................................................................................................. 8 

LIST OF TABLES ...................................................................................................... 10 

INTRODUCTION ........................................................................................................ 11 

1 WIRELESS SENSOR NETWORKS & INTERNET OF THINGS ........................... 13 

1.1 WIRELESS NETWORKS ................................................................................... 13 

 History .............................................................................................. 13 

 Types of Wireless Networks ............................................................. 14 

1.2 INTERNET OF THINGS ..................................................................................... 18 

 History .............................................................................................. 19 

 Auxiliary technologies & Applications ............................................... 19 

 Problems & Future of IoT ................................................................. 20 

1.3 WIRELESS SENSOR NETWORKS ..................................................................... 21 

 History .............................................................................................. 21 

 WSN applications, problems & future ............................................... 23 

2 CLIENT - SERVER PLATFORM ANALYSIS ....................................................... 24 

2.1 SENSOR NETWORK PLATFORM ........................................................................ 24 

2.2 CLIENT PLATFORM - RASPBERRY PI ................................................................ 24 

 Raspberry Pi history ......................................................................... 24 

 Raspberry Pi versions & specifications ............................................. 27 

 Raspberry Pi operating system & programming language ................ 30 

 Raspberry Pi GPIO ........................................................................... 32 

2.3 SERVER PLATFORM ....................................................................................... 35 

 Server hardware – Virtual Machine .................................................. 36 

 Operating system ............................................................................. 36 

 Database management system (DBMS) .......................................... 37 

 Web page & services ....................................................................... 42 

3 SYSTEM ANALYSIS ............................................................................................ 46 



   -7- 

3.1 NODES ANALYSIS & CHARACTERISTICS ........................................................... 46 

 Nodes housing – sensors ................................................................. 46 

 Nodes topology & communication .................................................... 52 

 Sensors characteristics - connections .............................................. 54 

3.2 SOFTWARE DESIGN ........................................................................................ 60 

 Node design ..................................................................................... 61 

4 IMPLEMENTATION ............................................................................................. 74 

4.1 CLIENT-SIDE PROGRAMMING .......................................................................... 74 

 Reading data .................................................................................... 74 

 Access data ...................................................................................... 78 

 Sending data .................................................................................... 79 

 Displaying data ................................................................................. 79 

5 CONCLUSIONS ................................................................................................... 80 

5.1 INTERNET OF THINGS ..................................................................................... 80 

5.2 RASPBERRY PI SENSOR NETWORK .................................................................. 81 

 Platform quality & sensor consistency .............................................. 81 

 Project problems and future development ........................................ 81 

BIBLIOGRAPHY ........................................................................................................ 82 

APPENDIX ............................................................................................................... 101 

A – SOFTWARE – DATASHEETS - CODE ................................................................. 101 

List of software used in preparing this thesis .............................................. 101 

Datasheets of sensors – devices used in the project .................................. 101 

Project code & additional data ................................................................... 101 

B – PROJECT PICTURES ....................................................................................... 102 

C – SPECIFICATIONS ............................................................................................ 107 

 



   -8- 

Table of Figures 

Figure 1 – Scandinavian runes of King Harald “Blatand” Gormsson initials [11] ........... 14 

Figure 2 – Seven-layer OSI model [28] ................................................................................. 17 

Figure 3 – Example of multi hop mesh WSN ....................................................................... 22 

Figure 4 – Raspberry Pi Logo designed by Paul Beech [78] ............................................. 25 

Figure 5 – Raspberry Pi alpha board [79]............................................................................. 26 

Figure 6 – Beta board with credit card for comparison [80] ............................................... 26 

Figure 7 – HAT attached on the RPi 3 Model B+ [91] ........................................................ 28 

Figure 8 – Raspberry Pi 3 Model A+ [96] ............................................................................. 28 

Figure 9 – Raspberry Pi Zero [99] ......................................................................................... 29 

Figure 10 – Raspberry Pi GPIO [127] ................................................................................... 33 

Figure 11 – SPI example communication master-to-multiple slave devices [132] ......... 34 

Figure 12 – Open drain on low voltage [133] ....................................................................... 35 

Figure 13 – DBMS ranking [145] ............................................................................................ 38 

Figure 14 – CAP theorem visualized ..................................................................................... 39 

Figure 15 – Taxonomy of databases based on architecture [223] ................................... 42 

Figure 16 – Correlated technologies – Stack overflow survey 2018 [179] ...................... 45 

Figure 17 – Node #1 components ......................................................................................... 48 

Figure 18 – Node #2 components ......................................................................................... 49 

Figure 19 – Node #3 components ......................................................................................... 50 

Figure 20 – Node #4 components ......................................................................................... 51 

Figure 21 – IHU top view with the node positions annotated ............................................ 52 

Figure 22 – System diagram .................................................................................................. 53 

Figure 23 – I2C connections.................................................................................................... 54 

Figure 24 – MCP3008 pins ..................................................................................................... 55 

Figure 25 – Anemometer, Distance sensor - MCP3008 connections .............................. 56 

Figure 26 – MFRC522 connections ....................................................................................... 57 

Figure 27 – Lock-style solenoid connections ....................................................................... 58 

Figure 28 – LCD RGB display connections .......................................................................... 59 

Figure 29 – System development common life-cycle stages ............................................ 60 

Figure 30 – Node #1 Readings activity diagram.................................................................. 62 

Figure 31 – Node #1 Readings sequence diagram ............................................................ 63 

Figure 32 – Node # 1 Access activity diagram .................................................................... 64 

Figure 33 – Node #1 Access sequence diagram ................................................................ 65 

Figure 34 – Node #2 Readings activity diagram.................................................................. 66 

https://d.docs.live.net/f38a274da255ca86/MsC%20stuff%202/Classes/Dissertation/3307160004_Karaklas%20Kostas_Thesis%20NEW.docx#_Toc6159740
https://d.docs.live.net/f38a274da255ca86/MsC%20stuff%202/Classes/Dissertation/3307160004_Karaklas%20Kostas_Thesis%20NEW.docx#_Toc6159742


   -9- 

Figure 35 – Node #2 Readings sequence diagram ............................................................ 67 

Figure 36 – Node #3 Readings activity diagram.................................................................. 68 

Figure 37 – Node #3 Readings sequence diagram ............................................................ 69 

Figure 38 – Node #4 Display activity diagram ..................................................................... 70 

Figure 39 – Node #4 Display sequence diagram ................................................................ 71 

Figure 40 – Node #1-3 Transmit activity diagram ............................................................... 72 

Figure 41 – Node #1-3 Transmit sequence diagram .......................................................... 73 

Figure 42 – Node #3 prototyping. ........................................................................................ 102 

Figure 43 – Testing the MFRC522 – Lock-style solenoid function ................................. 102 

Figure 44 – Node #1 prototyping ......................................................................................... 103 

Figure 45 – Node #3 with finished housing ........................................................................ 104 

Figure 46 – Sensors & Parts ................................................................................................ 105 

Figure 47 – All the sensors-devices and their connections of node #1 ......................... 106 

 

  



   -10- 

List of Tables 

Table 1 – Bluetooth power classes [15] ................................................................................ 15 

Table 2 – Common IEEE 802.11 network standards ......................................................... 16 

Table 3 – IEC standard 60529 (digits explanation) [185] ................................................... 47 

Table 4 – I2C connections ....................................................................................................... 54 

Table 5 – MCP3008 connections ........................................................................................... 55 

Table 6 – MFRC522 connections .......................................................................................... 57 

Table 7 – LCD RGB display connections ............................................................................. 59 

Table 8 – Node services .......................................................................................................... 61 

Table 9 – Raspberry Pi different models ............................................................................ 107 

 

  



   -11- 

Introduction 

Computer science is unique in the way that knowledge is acquired. There is a common joke on 

the Internet that says that programmers just google better than other people do and as a 

programmer and self-proclaimed geek, I can attest to that. Of course, all of that is possible because 

of people’s need to share that knowledge and create communities to support projects and 

technologies, most of the time without gain, which is the so-called free/open source movement. 

Therefore, one part of this thesis is about creating a project by using open source tools and 

technologies, not because this author is against paid software, on the contrary, but because open 

source software is essential to the advancement of computer science development. One of the 

main reasons for the choice of the Raspberry Pi for this project was exactly because the foundation 

behind the Raspberry Pi had the same goal, to get young people interested in computer science. 

The other part is about taking different technologies and creating added value, which essentially 

is the Internet of Things concept. Wireless, embedded system design, artificial intelligence and 

other technologies are coming together to monitor, control, automate things in our everyday life. 

One of the most important things for Internet of Things applications are wireless networks. 

Consequently, in the first chapter there will be a small breakdown of wireless technologies to 

provide some background, on the specifications, that Internet of Thing devices require and which 

wireless standards provide them. A small historical recursion and information about the actual 

applications of Internet of Things follows before explain how those two technologies are related 

to create wireless sensor networks. 

Been that Raspberry Pi is the main concept of the project, an extensive analysis of its history, 

specifications, applications, etc. is warranted. Other than been a small affordable mini-computer, 

what are the reasons for its growing popularity. In addition, in the second chapter we see the 

evolvement of some of the technologies involved in the project of this thesis like databases, 

programming languages, etc. and what is the actual implementation that was picked. 

As in every software or systems development in general, one of the most important steps is 

choosing an engineering method for management design and of course actually use that for 

developing the system in every phase. It is the measure-twice-cut-once for software engineering 

basically. While performing a full specification analysis for this project, along with developing 

the actual system and everything else would be out of scope for this thesis, some parts of the 

design phase will be performed to demonstrate to the reader the concept of analysis & design. 

Moreover, besides the analysis for the software design, analysis for the sensors, electrical parts 

and other components is needed before actually the construction of the nodes begins. In general, 
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this third chapter is about providing insight to the phases of system development before the actual 

implementations begin. 

The actual implementation chapter is explaining how to retrieve or set values to sensors and how 

to control devices. Its complementary material for the actual code of the services that run on the 

nodes the sensor network is comprised of. 

Usually there would be more phases of the system development like beta deployment, adjustments 

and final release, but again it would increase the project out of bounds. Instead, the final chapter 

is about conclusions concerning the theoretical part of the science, as well as the practical one. It 

is about answering questions set through the course of this thesis.  

Some of the most important questions are the following. Is Internet of Things a consequential 

technology or just a gimmick of the era? Will it manage to evolve while interplaying with other 

technologies that enable it or become fragmented as time goes by? Lastly, will this thesis provide 

added academic value like the Internet of Things concept tries to do? It all remains to be seen. 
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1 Wireless sensor networks & 
Internet of Things 

1.1 Wireless Networks 

In this author’s opinion, there are two kinds of technologies, considering the following concept. 

Technologies that while useful and maybe groundbreaking apply to a specific area of IT, like for 

example hard drive advancements. For instance, helium filled magnetic HDD’s [1] will probably 

result in faster, bigger and more reliable drives, while SSD’s2 eliminated some problems that 

magnetic drives had (getting rid of moving parts) and increased speed while decreasing latency 

[2]. Welcome improvements but not a life-changing technology that evolves other fields. 

Then there are technologies that are capable of changing the way other technologies work and 

result in further innovation in the IT world. I can say with a high level of certainty that wireless 

communications is one of these technologies.  

 History 

If ARPANet1 was the precursor to the internet, then AlohaNet was the precursor to wireless 

networks. The University of Hawaii created AlohaNet [3] in 1971 and it was an experimental 

UHF network that was built in order to connect the various universities and colleges in different 

cities of Hawaii. The network was using 2 random access channels at 407.350 MHz & 413.475 

MHz, 100 KHz each. In 1973 the first commercial satellite link was created and connected NASA 

in California with universities in Hawaii, California, Alaska from the USA and other countries 

such as Japan, Tokyo and Australia creating a network called Pacnet. Eventually all three of the 

aforementioned networks (ARPANet, AlohaNet and Pacnet) were connected with funding from 

ARPA. In 1985 [4] the US Federal Communications Commission allowed unlicensed use of the 

ISM2 bands, 902-928, 2400-2483.5 and 5725-5875 MHz thus encouraging development in 

communications. In 1988 NCR corporation introduced a new wireless network [5] called 

WaveLAN which was a precursor to the 802.11 standard. In the 1990s, an Australian Engineer 

Dr. John O’Sullivan [6] led a research group in CSIRO3 that eventually patented the standard that 

made wireless LAN a viable alternative to Ethernet. The rest is history as they say. 

                                                      

 

1Advanced Research Projects Agency Network. A packet switching network that was funded by the military 

and created with the help of universities in 1969 [224] 
2 Industrial, Scientific and Medical 
3 Commonwealth Scientific and Industrial Research Organization 
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 Types of Wireless Networks 

Wireless networks can be categorized considering type of operation, range, applications etc. 

Categorizing by range the most common network groups are the following 

Wireless PAN 

Personal Area Networks usually capable of covering distances of a few meters to theoretically a 

hundred or more. Some examples are the following. 

Infrared. While it is fair to say that it is an obsolete technology now, it was used extensively in 

mobile devices in the late 1990s. Infrared is a wireless technology that requires line of site 

between the two devices, in order to transmit-receive data (Think of the television remote control).  

Its specifications were developed by IrDA4, an organization established in 1993 [7] that aimed to 

develop a protocol for short-ranged wireless communication between devices. In that decade and 

with the emergence of personal computers and mobile devices such as cellphones and PDA’s, 

infrared was an easy way to perform functions such as sending files between, tethering a device 

with a connection to another device (e.g. cell phone - > laptop), etc. and because of that 30-60% 

of devices where equipped with it [8]. Eventually better technologies such as Bluetooth and Wi-

Fi superseded Infrared because of its disadvantages, such as the devices needed to have a line of 

sight with each other, in a specific angle without obstacles in between and low speeds. 

Bluetooth. Although few might know that the inventor of the Bluetooth was Jaap Haartsen [9], a 

Dutch engineer that worked at Ericsson at the time (1994), fewer would know that it is named 

after a Viking King named Harald “Blatand” Gormsson [10] and that the symbol is his initials 

merged together as seen in the picture below. 

 

 

Figure 1 – Scandinavian runes of King Harald “Blatand” Gormsson initials [11] 

                                                      

 

4 Infrared Data Association 
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The first specification for Bluetooth (1.0) was released in 1999 by the Bluetooth Special Interest 

Group [12] (SIG)5 and the last version (5.0) in 2016. It was described by the working IEEE group 

[13] 802.15 in 802.15.1 standard. It is a wireless technology operating at the 2.4 GHZ ISM band 

like Wi-Fi and uses FHSS6 modulation [14] to transmit signals in comparison to Wi-Fi (802.11) 

that uses DSSS7, CCK8, OFDM9 but more on that later. As a technology, Bluetooth was invented 

to accommodate wireless connections between devices relatively close to each other, whilst not 

using much energy. The BR/EDR10 Bluetooth has three classes, while the LE11 Bluetooth has four 

[15] as seen in the table below along with information about output power and theoretical range. 

Table 1 – Bluetooth power classes [15] 

Power class Maximum Output Power (P max) Minimum Output Power Theoretical Range 

1 100 mW (+20 dBm) 10 mW (+10 dBm) 100 m 

1.5* 10 mW (+10 dBm) 0.01 mW (-20 dBm) 20 m 

2 2.5 mW (+4 dBm) 0.01 mW (-20 dBm) 10 m 

3 1 mW (0 dBm) 0.01 mW (-20 dBm) 1 m 

* Only in LE Bluetooth 

ZigBee.  A wireless standard first described in the technical standard 802.15.4 by IEEE in 2003. 

ZigBee as a standard [16] tries to accomplish low levels of cost, power, complexity and data-rate 

in wireless personal area networks. It is maintained by a group of companies that formed an 

organization called ZigBee Alliance [17] that maintains the standard, similar to what Wi-Fi 

Alliance [18] does for the 802.11 standard. Like Bluetooth and Wi-Fi, it operates on the 2.4 GHZ 

ISM band but also on the 868 MHz band in Europe and 925 MHz band in America and specifically 

in 16, 1 and 10 channels respectively. Also, originally the standard used DSSS modulation but in 

later revisions it supports BPSK, O-QPSK depending on the band. The fact that the standard has 

the aforementioned low requirements on cost, power, etc. makes it desirable for large number of 

applications [19] including home automation, control systems and suitable in general [20] for 

wireless ad hoc12 mesh networks. 

                                                      

 

5 A standards organization that maintains the Bluetooth standard 
6 Frequency Hopping Spread Spectrum 
7 Direct Sequence Spread Spectrum 
8 Complementary Code Keying 
9 Orthogonal Frequency Division Multiplexing 
10 Basic Rate/Enhanced Data Rate 
11 Low Energy 
12A Latin phrase [219] meaning for a particular purpose or need. In wireless networking it’s used to describe 

networks that don’t use pre-existing infrastructure but were made for a particular purpose  
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Wireless LAN 

Wireless Local Area Networks usually cover areas of up to a hundred meters.  They refer to the 

802.11 family of networks, mostly known to the general public as Wi-Fi, which despite what 

some people think, does not actually stand for something [21], it was meant as a pun to Hi-Fi13.  

The initial draft by IEEE for the 802.11 legacy protocol [22] in 1997, described a protocol that 

would use either IR or 2.4 GHZ ISM band and DSSS or FHSS modulation respectively, with a 

max data rate of two Mbps. It refers on issues on the effectiveness of the throughput, interference, 

security, power consumption, etc. In 1999 two amendments for the initial draft were published 

[23], the 802.11b & 802.11a standards, that were using the 2.4 & 5 GHz frequencies respectively 

and were the first standards that were incorporated broadly in devices under the Wi-Fi Alliance 

supervision. The standards are evolving every few years by increasing the channel width, from 

22 MHz to 20-160 MHz, data rates from 11 Mbps to almost 10 Gbps (theoretical) and other 

improvements from the initial 802.11 to expected [24] 802.11ax. These standards represent the 

main branch as seen in the table below. Other branches of the 802.11 family [25] focus on specific 

parts of communication like quality of service in 802.11e, replace deprecated security protocols 

like WEP with WPA214 in 802.11i, or regulatory issues in Europe & Japan with 802.11h & 

802.11j respectively. 

Table 2 – Common IEEE 802.11 network standards 

Protocol Release Date Frequency 

(GHz) 

Channel width 

(MHz) 

Max Data rate 

(Mbps)15 

Modulation 

802.11 Jun 1997 2.4 22 2 DSSS, FHSS 

802.11a Sep 1999 5 20 54 OFDM 

802.11b Sep 1999 2.4 22 11 DSSS 

802.11g Jun 2003 2.4 20 54 OFDM, DSSS 

802.11n Oct 2009 2.4 / 5 20, 40 600 MIMO-OFDM 

802.11ac Dec 2013 5 20, 40, 80, 160 6.93 Gbps MIMO-OFDM 

802.11ax - 2.4 / 5 20, 40, 80, 160 9.61 Gbps OFDMA 

                                                      

 

13 High Fidelity 
14 Wired Equivalent Privacy - Wi-Fi Protected Access II 
15 For example, the 802.11n has a max theoretical data rate of 600 Mbps by using 4 spatial streams in the 

40 MHz channel [221] 
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As mentioned in the beginning while the 802.11 standard is meant for LAN, there are cases which 

by using directional antennas or by “hacking” the protocol, large distances have been achieved 

like the record set [26] at the time in Venezuela which was 237 miles or 381 kilometers. 

Wireless MAN 

Wireless Metropolitan Area Networks capable of covering a few kilometers. 

This category is the 802.16 family of networks, usually known as WiMAX16. Along with the 

initial standards of the 802.11 family in 1999, the IEEE also started the 802.16 working group to 

explore and improve standards for MAN. The standard [27] identifies specifications for only the 

first two layers of the OSI17 model (as seen in the picture below) and not the upper levels.  

 

 

Figure 2 – Seven-layer OSI model [28] 

The latest specification 802.16.1a published in 2013 [29] works at frequencies of 2-11 GHz with 

OFDMA modulation and supports maximum data rate of 130Mbps in distance of upward 50 km. 

As a standard, it stands in the middle between Wi-Fi and mobile cellular technologies, with better 

distance and mobility than Wi-Fi but worst speeds. 

                                                      

 

16 Worldwide Interoperability for Microwave Access 
17 Open Systems Interconnection 
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Wireless WAN 

Wireless Wide Area Networks use some of the aforementioned technologies like Wi-Fi and 

WiMAX, along with cellular technologies like LTE18, to create bigger networks spanning along 

cities or countries. One part of the WWAN family are LPWAN or low-power WAN networks 

which are meant to connect low powered devices [30] which falls into either IoT19 applications 

or M2M20 communications. LPWAN’s characteristics are long range, low power, lost cost, etc. 

because of the nature of IoT devices and fall into two categories. Spread Spectrum, which is a 

technique used by some 802.11 protocols and Ultra Narrow Band. Ones of the protocols in the 

Spread Spectrum category is named LoRa [31] and more specifically uses Chirp Spread 

Spectrum. It uses unlicensed frequency bands of 863-870 MHz (Europe) or 902-928 MHz (USA) 

to transmit data with low data rate (50 kbps) over long distances (up to 10km). In the other 

category, one of the most known standards is the NB-IoT. NB-IoT uses some LTE specifications 

and operates along with LTE or in a single channel of 200 MHz bandwidth [32] and in contrast 

with LoRa uses the 700, 800, 800 MHz licensed bands. It maintains low power while achieving 

maximum data rates of 150 Kbps over distances of 10-15 km.  

Low-power wireless networks are been developed alongside Internet of Things since it is the most 

common application for them and are expected to evolve over the next few years. 

1.2 Internet of Things 

In the past years a few technologies have been on emerging [33] and trending lists [34], which 

include blockchain with the bitcoin craze, artificial intelligence subsets like machine or deep 

learning, augmented or visual reality and others. One common denominator in those lists for years 

has been Internet of Things or IoT, either as a standalone technology or used in conjunction with 

another technology. Why that is though, is it that IoT is such an evolutionary technology or it is 

something else? About what it is, it’s pretty obvious at first, its devices connected to the Internet 

allowing us get information about something, for example temperature in our home and possibly 

control that temperature (smart home). In the last years of course, it has become intertwined with 

other technologies like Artificial Intelligence so it could perform actions intuitively and not just 

communicate with the user, but also with other devices (machine-to-machine communication).   

                                                      

 

18 Long Term Evolution 
19 Internet of Things 
20 Machine to machine 
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 History 

Internet of Things in first glance is a relative new technology, at least with its current name. Back 

in 1991, a scientist at Xerox PARC21 was explaining in an article [35] how computers would 

evolve in the next years from desktop computing to ubiquitous computing and he did that in a 

time when graphical operating systems were at their infancy and Wi-Fi did not even exist yet. 

Ubiquitous computing is describing many forms of computing we have today, mobile, IoT, sensor 

networks, etc. The first IoT device connected to the Internet could be a Coca-Cola vending 

machine [36] in Carnegie-Mellon University back in early 1980’s. Students at the university 

worked on installing switches in the vending machine columns and writing a program, so anyone 

in the University could query the program to see if there are cold beverages in the vending 

machine. In the early past, Kevin Ashton is thought as the first person [37] who coined with the 

term Internet of Things in 1999, when working for Procter & Gamble and used it in a presentation 

for a RFID22 implementation in P&G’s supply chain. 

In the past years the evolvement of IoT has skyrocketed for the reason that the technologies IoT 

relies on, have evolved as well, in addition to that other emerging complementary technologies 

have big interest and development as mentioned earlier. For the first part, wireless connections 

have advanced rapidly since Wi-Fi first came out twenty years ago, Low energy WAN networks 

and mobile broadband technologies like LTE have helped make IoT devices more sufficient. 

Furthermore, continues development on computing has made processing units more efficient and 

powerful in the same time. Most of these technologies has advanced in part because of needs of 

devices like smartphones and tablets, thus enhancing IoT devices at the same time. For the second 

part many emerging technologies like AI, blockchain and others work very well in addition with 

IoT technologies. For example, while RFID is standard in supply chains now, blockchain seems 

to be a perfect supplementary technology [38] to make supply chain management systems more 

transparent and efficient.  

 Auxiliary technologies & Applications 

As mentioned earlier there is a number of technologies that facilitate IoT, first and foremost 

wireless communications. There is a large number of protocols like NB-IoT, ZigBee, Z-wave, 

etc. that were developed or evolved especially because of IoT applications. Common 

qualifications for such communication technologies are low cost, low power and in some uses 

long range. 

                                                      

 

21 Palo Alto Research Center 
22 Radio-Frequency Identification 
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One more relevant improvement in computing and a continues one, is the upgrade of processing 

units and memory modules that evolve and improve every year keeping Moore’s law relevant 

[39] even after almost forty-five years, a fact that obviously has a direct impact on IoT devices. 

Lastly, the increasing number of smart connected devices means that there are large data sets of 

information to be stored and analyzed. Traditional SQL databases are not exactly equipped to 

facilitate such large amounts of data and as it will be discussed in a later chapter, it gave rise to 

different kinds of databases. 

At the same time, the pool of applications that revolve around IoT is surprisingly large. An 

obvious area of application is of course smart home systems and building automation. Automated 

thermostats, door locks and lights amongst others, are few of the available applications. Even in 

this example technologies like virtual assistants [40] like Siri by Apple or Alexa by Amazon 

facilitate the IoT application. 

Another obvious application is systems that monitor environmental & agricultural data, [41] like 

temperature, soil moisture, precipitation, etc. provide useful data meant to improve productivity 

or prevent climate change and a large number of other industrial applications [42] 

Furthermore, and as mentioned repeatedly, the biggest advantage of IoT is integration and 

interconnection with other technologies.  A small list of these technologies is: 

➢ Artificial Intelligence 

➢ Machine Learning 

➢ Big data 

➢ Blockchain 

➢ Augmented & Predictive Analytics 

➢ Digital Twins [43] 

 Problems & Future of IoT 

Of course, not everything is perfect with Internet of things. As with most new technologies and 

applications, problems arise from their use. Even Internet has negative effects [44]. 

One the problems that arise with IoT technology is security [45]. As anything that uses wireless 

protocols to connect with the Internet, is vulnerable to various risks and attacks. IoT applications 

specifically, because of the need to keep low overhead and the fact that devices are not always 

connected to preserve power, can’t get regular updates and they don’t have the same robustness 

in security protocols. A connected problem with security is privacy [46] and again, one that is 

prevalent in all technologies today. The problem as in security is that by having many different 

connected devices [47], there as many ways for a malevolent actor to gain untheorized access or 

data leaks to happen. The positive side of the security & privacy concerns is that an area that 
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enjoys as much attention as IoT is Cybersecurity, so new research and resulting suggestions [48] 

& regulations come out frequently. 

A very important disadvantage that IoT has, is derived by one of its advantages. By having many 

interconnected technologies, IoT suffers from fragmentation [49]. While many of the related 

technologies like wireless communications follow specific standards, IoT does not, at least not 

always. That has impact in the growth of adoption by the industry [50] and makes development 

harder. Every interconnected technology adds more problems and tries to impose its standards in 

IoT making standardization more difficult, for Internet of Things applications. 

A similar problem is Interoperability [51]. Like every technology that evolves rapidly, in different 

fields and by different manufactures, without, as mentioned, having robust standards, eventually 

reaches a point of many systems that may not be totally compatible with each other. As the 

technology matures, research [52] will find way to combat those problems. 

Whatever the problems and hindrance, IoT seems like it is here to stay.  Research [53] suggests 

that the number of IoT devices will quadruple or even grow 100 times [54] in the next few years 

and with time and development, there will be better standardization and bigger adoption by the 

industry. 

1.3 Wireless Sensor Networks 

A Wireless sensor network (WSN) is a network of sensor nodes configured in a number of the 

possible topology configurations like simple star topology where all the nodes communicate with 

a main node or gate way or multi-hop networks were nodes communicate with each other, but 

eventually reaching some main nodes or gateways in order to send their data for observation or 

further analysis as seen in the picture in the next page. Those sensor nodes or motes23 are basically 

simple autonomous IoT devices, that are used [55] to monitor, gather and relay data about a 

number of things, like environmental data or for industrial uses like in supply chains or in factories 

to assist with automation.  

 History 

Historically WSN predates IoT as a technology and as many technologies before that, the first 

WSN that resemblances the modern ones, was created for military needs. Back in early 1950s the 

US Army, after WW2 and before the cold war was looking for a way to monitor underwater and 

act as an early warning system for missiles and detect enemy submarines. The system called 

                                                      

 

23 Literally mean a small particle or speck. In this case describes a sensor node. 
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SOSUS24 uses hydrophones [56] in order to detect sound waves in the water, in order to detect 

foreign objects. Other than been the first sensor node network, it is also the first underwater WSN. 

A few decades later, around 1980, DARPA was researching [57] Distributed Sensor Networks 

(DSN) in order to implement WSNs with the help of the newly created and evolving ARPAnet. 

In 1993, research was starting in UCLA25 about a new type of sensor node architecture called 

WINS [58] or Wireless Integrated Network Sensors. WINS architecture was the first to support 

the multi-hop self-created network type we mentioned earlier. These types of networks try to take 

advantage of the topology, with nodes being close together, they need less energy to transmit data 

but need to adhere to a specific schedule of when to turn on and send data. 

In the 21st century and more specifically late 2000’s, NASA was set to create a new type of 

topology, a global one with every sense of the word. The Sensor Webs [59] project that started 

with the launch of the Earth Observing One (EO-1) satellite, was the start of a network capable 

of communicating with ground sensors and monitoring large areas of land from satellite orbit, in 

order to provide data [60] for various phenomena. 
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Figure 3 – Example of multi hop mesh WSN 
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 WSN applications, problems & future 

As in Internet of Things, WSNs have similar applications but are especially suitable hard-to-reach 

areas like forests, where sensors are deployed by dropping them from an airplane [61], so the 

topology is been made by the nodes themselves (of course with planning) but nevertheless ad-

hoc. In this type of applications, WSNs are used to monitor environmental data and alert in the 

case of forest fires [62]. From what we saw in the history of WSNs, it becomes apparent that 

monitoring environmental data like seismic activity, water tides, etc. are the most used field of 

application and the qualities that are needed for this kind of activity (low cost, low power, long 

range) is the cornerstone for technologies like WSN and IoT. 

Another area of application, is of course industrial applications. One of the most common ones is 

supply chains and warehouse management. Since 1999 when Mr. Ashton proposed an RFID 

system to P&G, RFID has been intertwined with IoT and by extension sensor networks [63]. With 

wireless communications evolving it is becoming easier for companies to follow the raw materials 

or products from the suppliers to the factories or final consumers. Also, with the emergence of 

blockchain [64], all this information becomes attached to an immutable chain, thus certifying the 

information. Furthermore, productions lines and manufacturing [65] in factories in general, have 

increased productivity in the past decades, at least in part because of sensors. WSN’s can and 

have played a big role in increasing productivity by allowing machinery to work in a more 

automated fashion. 

Other areas of applications include agricultural & livestock [66], where WSNs can provide 

weather information to help with crop cultivation and animal tracking-movements, and how that 

affects production respectively. 

Finally, WSNs have applications in the military, which makes sense, since the first ever sensors 

network application SOSUS, was for military use. Modern day uses [67] include personnel 

tracking, wearable sensors to enhance the soldier’s abilities, like smart helmets, chemical & 

ballistics detections systems and others. 

As far as the problems WSNs encounter are on par with that of IoT with some differences. WSNs 

especially for industrial use, require a higher ceiling of reliability compared to their IoT 

counterparts. That of course means that the cost can be higher. 

Moving forward wireless sensor networks will be very important in advancing other fields like 

manufacturing and automation by working in close association with other emerging technologies 

like AI, blockchain and of course any technology innovation that manages to make nodes faster, 

smaller, cheaper and less power-hungry.  
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2 Client - Server platform 
analysis 

In this chapter we will elaborate on the platform that will be used for the sensor network, the 

reasons behind choosing the particular platform along with its history and specifications. 

Furthermore, the server side will be discussed briefly in the lines of operating system, database, 

programming language of the server that will be handling the traffic, etc. 

2.1 Sensor network platform 

First and foremost, choosing the platform of the sensor network was probably the most important 

step towards shaping the configuration of the project.  

At first, a collaboration was pursued with Greek companies that are involved in IoT technologies 

like Cosmote [68], that uses a NB-IoT26 platform using the company’s 4G27 network. The 

company had already started a collaboration with the Democritus University of Thrace [69], in 

order to implement a sensor network that will measure air quality and manage fuel and lighting 

in the university to lower costs.  

The company was not interested in another collaboration, so there was a choice to be made 

regarding the platform. As mentioned before, there are a number of different sensor network 

technologies but the choice made was the Raspberry Pi, for reasons that will be explained in the 

following chapter. 

2.2 Client Platform - Raspberry Pi 

The main reasoning behind choosing the Raspberry Pi was that it was initially built as a learning 

platform, which was a nice fit for a project used in a Master’s degree thesis, but more on that later. 

 Raspberry Pi history  

The Raspberry Pi or RPi is a platform maintained by the Raspberry Pi foundation, which is a UK 

charity [70] that was established in 2008 with help from the Computer Laboratory, by founders 

such as Eben Upton who currently works as Broadcom ASIC28 architect and was the CEO of both 

                                                      

 

26 Narrow Band Internet of Things 
27 4G or IMT Advanced is a cellular technology aimed to provide advanced mobile services as described 

in M.2134 by ITU-R [232] 
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the Raspberry Pi (Trading) & the Raspberry Pi Foundation until Lance Howarth [71] took over 

of the latter as CEO, followed by Philip Colligan [72]. It was conceived, when Eben Upton [73] 

who was director of studies in computer science in University of Cambridge’s St John’s College, 

Jack Lang [74] who was an affiliated lecturer at the Computer Laboratory of Cambridge, Alan 

Mycroft [75] a professor in Computing, also at the Computer Laboratory of Cambridge University 

and a few others realized that interest in computer studies was falling and few of the dwindling 

applicants had programming skills. That’s when the Raspberry Pi foundation was formed, with a 

goal to create a small and cheap microcomputer that could interest young people to computer 

science [76]. 

The original founders [77] in no particular order are: 

➢ Eben Upton 

➢ Jack Lang 

➢ Alan Mycroft 

➢ Robert Mullins 

➢ David Braben 

➢ Pete Lomas 

Continuing on the Raspberry Pi, the initial concept of the foundation was a low-cost 

microcomputer that would run on Linux based OS and mainly support the Python programming 

language, hence the name Pi as seen at the official logo below. 

 

Figure 4 – Raspberry Pi Logo designed by Paul Beech [78] 

So, continuing with the production of the Raspberry Pi, after designing the prototypes, the Alpha 

boards arrived and started to be tested by a team of the Raspberry foundation, on August 2011 

[79]. They featured an ARM processor based on a Broadcom chipset, 80 MB of RAM (although 

that would change in the final models), USB 2.0, 10/100 Ethernet controller and it used an SD 

card for the operating system. All of the above would essentially fit in a microcomputer in the 

size of a credit card with dimensions 85.60mm x 53.98mm (not measuring extruding ports) but 
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for the time being was 20-30% larger. You can see a picture of one of the first alpha boards in the 

next page. 

 

Figure 5 – Raspberry Pi alpha board [79] 

 

Soon after that, they had produced the beta boards and were testing them. Also, they managed to 

get them to the size of credit card as promised, as seen in the picture below 

 

 

Figure 6 – Beta board with credit card for comparison [80] 
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Although initially a release of the first boards was expected in the last quarter for 2011 – early 

2012, manufacturing issues such as not being able to use UK manufacturers [81] (although later 

manufacturing would move to the UK [82]) , not finding a  component in China [83], since 

manufacturing was sourced there and then a problem with the Ethernet connector [84]. Finally, 

in April of 2012 Raspberry Pi was released and started shipping out to customers [85] and the rest 

is history. 

 Raspberry Pi versions & specifications 

Over the following years, a number of different versions of the Raspberry Pi came out, either 

improving on the specifications or fulfilling different needs depending on the use. There is an 

analytical table with specifications for the latest models of every model family in appendix C, but 

there will be a brief presentation of the different models below. 

The Raspberry Pi foundation has released four different families of Pi’s. 

 

Model B. The original Raspberry and the main line of the family 

As said, the Model B was the first version released and is the most common model, with six 

releases from March-April 2012 to March 2018 with the latest being Raspberry Pi 3 Model B+, 

which is on of models used in the current project (the other being zero v 1.3).  

Before discussing the latest RPi 3 Model B+, an honorable mention is the first RPi Model B+ that 

also had improvements over the original RPi, but one of the most important ones was the GPIO29 

port that changed to 40-pin instead of the original 26-pin [86], which gave the RPi more 

connections [87] and it changed the card socket from an SD to a micro SD [88]. There will be an 

analysis of the 40-pin port and its importance of the success of the Raspberry Pi later on. 

Moving on to the latest model B, RPi 3 Model B+ [89] has a quad core CPU like his predecessors 

but clocked higher at 1.4 GHZ, along with faster RAM, albeit the same 1GB. It also features 

upgraded power rails (going up to six). Furthermore, it offers for the first time, gigabit Ethernet, 

802.11 ac dual band Wi-Fi and for the first time the possibility to add PoE30 capability with a PoE 

HAT31 [90] as seen in the following picture. 

 

                                                      

 

29 General Purpose Input Output 
30 Power over Ethernet 
31 A HAT, Hardware attached on Top, is a board that adds some additional functionality to the RPi 
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Figure 7 – HAT attached on the RPi 3 Model B+ [91] 

Model A. The first “cut down” version of the Raspberry 

The model A [92] was the first “cut down” version that initially had less RAM and power 

requirements, 200 mA vs 500mA of the original Model B [93]) and of course a lower cost. The 

Model A+ that came 1.5 years later increased on the RAM but came in a smaller form factor 

reducing the dimensions at 65mm x 56.5mm [94] (compared to the original A and all model B’s 

that measure at 85.6mm x 56.6mm). In the past few years with no new model A releases and with 

the release of the Zero model the Raspberry foundation seemed to retire the model A version. 

However, four years later and as it did with the original model A (that followed the original model 

B), it released [95] the model RPi 3 Model A+ (after the RPi 3 Model B+) in November of 2018. 

 

Figure 8 – Raspberry Pi 3 Model A+ [96] 
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Zero. The new “cut down” version in both size & cost. 

Last but not least, the Raspberry Pi Zero is the newest implementation of a small size - low cost 

version of the Raspberry Pi [97]. It is safe to say it succeeded in both aspects. The RPi Zero a 

reduced size almost three times smaller with dimensions 65mm x 35mm and a price cut of almost 

700% compared to the RPi 2 model B at the time for just $5. It features the same shipset 

(BCM2835) as the original RPi with an overclocked speed to 1GHZ and different ports as you 

can see in the following picture. 

There is also a newer version The Raspberry Pi Zero W that can out in February 2017 [98] that 

added the additional functionality of Wi-Fi 802.11n and Bluetooth 4.0. 

 

Figure 9 – Raspberry Pi Zero [99] 

 Compute module. The version for embedded designs 

Although the Raspberry was initially built for learning purposes, on April 2014, the Raspberry Pi 

foundation decided to make a module for industrial users [100]. The original compute module 

had basically the same specifications as the initial Model B, but in a more compact design. As 

seen in following picture, it has the dimensions of a DDR2 SODIMM RAM and it is meant to be 

used by IO boards produced by the manufacturers that will use it in their products, in mostly 

embedded designs or use the module IO board by the Raspberry foundation. That gives freedom 

to designers to utilize the internals of the RPi, the BCM2835 chipset (or the last version 3, with 

the BCM2837 [101]) and decide on the number of ports, connections etc., along with providing 

more GPIO pins. 

There is a number of companies that make motherboards for the compute module like Project Fin 

[102] that provides additional functionality like dual band Wi-Fi, Bluetooth, mini PCI express 

and on-board eMMC memory instead of a micro SD card. Also, there are companies that utilize 
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the compute module on a number of applications. Revolution Pi for example is a type of industrial 

PLC32 device that has the compute module at its core and runs on Ubuntu Core [103]. 

A tech company called Argon Design [104] used the compute module and the Raspberry Pi 

camera [105] to create a project dealing with stereo depth perception33. Finally, NEC decided in 

2016 [106] to add support for the compute module in a range of its displays to be used in public 

places such as schools, airports, etc. 

 

Figure 8 – IO Module board (Unpopulated & populated) /w the Compute Module [100] 

 Raspberry Pi operating system & programming language 

The latest Raspberry Pi [107] is powered by a Broadcom using an ARM34 chipset, specifically 

the ARM Cortex-A53 that utilizes the ARMv8-A (64/32-bit) instruction set. ARM chips use a 

RISC35 architecture (as one can easily distinguish from their name) instead of the CISC36 

architecture used in personal computer x86 processors such as Intel and AMD. In turn that means 

that operating systems such as the Windows NT family (Windows NT to Windows 10 versions) 

are incompatible with RISC architecture or at least that was the case until recently [108], when 

ARM announced a processor capable of running full Windows (instead of the now discontinued 

                                                      

 

32 Programmable Logic Controller 
33 Using cameras closed to each other in order to determine distance between objects  
34 Advanced RISC Machine 
35 Reduced Instruction Set Computing 
36 Complex Instruction Set Computing 
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Windows RT [109]). Of course, in order to run native x86 (but not x64) applications [110], 

Windows uses an emulation layer [111] and that translates to limitations and in sluggish 

performance [112], and that is with chips much faster than the one on the Raspberry Pi. 

Supported operating systems 

Because of the reasons mentioned before, Raspberry, from the beginning, supported almost 

completely UNIX-like operating systems, most frequently Linux distributions configured for 

ARM processors. There is a plethora of distributions available for the Raspberry Pi since its 

inception in 2012, mostly operating systems but also specialized distributions like media center 

software, that started with Arch Linux [113], FreeBSD [114], NetBSD [115] and others. 

The official operating system maintained by the Raspberry foundation is the Raspbian. A Debian 

based operating system created [116] by Mike Thompson and Peter Green specifically for the RPi 

in order to address “hard float ABI37” problem [117] that Raspberry had in the early versions of 

the ARM chipset. The initial version of the Debian used a “soft float ABI” which basically is 

working with Integer registers instead of floating points registers compared to the “hard float 

ABI”, which basically means that every time a floating-point value needs to be calculated it passes 

through both registers, first the Integer, then the floating point one, which translates to lower 

performance. 

Aside from Raspbian, other operating systems-distributions mentioned [118] on the official page 

are Ubuntu Mate & Core, Windows 10 IoT Core (since 2015) [119], RISC OS, OSMC (media 

center), etc. 

On this project, the obvious choice was made to pick Raspbian as the operating system of the 

nodes, mainly because it is the official operating system and thus has more documentation and 

support compared to the other distributions. 

Programming language 

Since the beginning of the development of the Raspberry Pi, one language had the edge of being 

the office language of the RPi and that was Python [120]. Python is a high-level programming 

language made for general purpose programming, that was created by Guido van Rossum in the 

late 80s [121]. 

Python is one of the most loved programming [122] and fastest growing programming languages 

out there today. There are many reasons for that, such as: 

➢ It is a multi-paradigm language, meaning it can support many paradigms including 

objected-oriented, structured, functional etc. 
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➢ Continuing from above that means that it is well suited for a number of applications [123], 

some of which are scripting, machine learning, web programming etc. 

➢ Its use of whitespace indentation makes for a better readable code. 

➢ Great support with open source frameworks, libraries and great documentation 

➢ Lastly, the main reason is that it is easier to learn & write code that similar high-level 

languages and gives it a great advantage for a platform like the Raspberry Pi, whose initial 

goal was to introduce more people to programming. 

So, while Python holds the crown as the “official” programming language, there is a large number 

of others supported by default as well such as: 

➢ Java [124], HTML, JavaScript 

➢ Scratch [125] (learning language for kids) 

➢ Ruby, Perl, Lisp 

➢ C, C++, C# family 

Basically, any programming language that is supported by the instruction set of the ARM chipset 

can run on the Raspberry Pi. 

Once again, the choice for this project was again the official language, which is Python, mainly 

because it has great support on the platform, along with a plethora of documentation, both for the 

board and the sensors used in this project. 

 Raspberry Pi GPIO 

It finally came to the part that differentiates this microcomputer, which is the 40-pin GPIO. The 

GPIO pins are versatile in their usage and allow a vast number of sensors and devices in general 

to be used with them, but first we need to explain the different functions of some of the pins as 

seen in the picture below, which can be split in four distinct categories as also seen in the next 

picture 

➢ Power pins. Pin #1 for 3.3v and pins #2, #4 for 5v 

➢ Ground pins. Pins #6, #9, #14, #20, #25, #30, #34, #39 

➢ Reserved pins. Pins #27 & #28 

➢ General-purpose pins. The rest. 

The general-purpose pins have some useful functions & properties [126]. They can function as 

both input & output. As an output they have two levels, 0v and 3.3v. As an input they can read 

voltage from 0 to 3.3v and that’s made possible with the use of the internal pull-up or pull-down 

resistors that all the pins have. While the I2C pins have fixed resistors, the rest of GPIO pins can 

be configured programmatically. 

 



   -33- 

 

Figure 10 – Raspberry Pi GPIO [127] 

While the general-purpose pins are interchangeable, there are specific functions only specific pins 

can perform. 

➢ Hardware PWM 38. While all pins can perform software PWM, only the pins below 

support hardware PWM 

o GPIO12, GPIO13, GPIO18, GPIO19 

➢ SPI 39 

o SPI0: GPIO7 (CE1), GPIO8 (CE0), GPIO9 (MISO), GPIO10 (MOSI), GPIO11 

(SCLK)  

o SPI1: GPIO18 (CE0), GPIO17 (CE1), GPIO19 (MISO), GPIO20 (MOSI), 

GPIO21 (SCLK)  

➢ I2C 40 

o GPIO2 (Data), GPIO3 (Clock) 

o Reserved: GPIO0 (EEPROM Data), GPIO1 (EEPROM Clock) 

➢ UART 41 

o GPIO14 (TX), GPIO15 (RX) 

                                                      

 

38 Pulse-Width Modulation 
39 Serial Peripheral Interface 
40 Inter-Integrated Circuit 
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Therefore, continuing an explanation is required for the types of specialized pins. 

Hardware PWM 

PWM is used when there is a need to generate analog signals through a digital source [128]. With 

PWM that entails controlling the frequency & duty cycle, in order to produce alternate voltage 

for example, from a set starting voltage [129]. In this context it is used to control devices or 

sensors that need alternate voltage when the Raspberry pins usually provide static 3.3v or 5v. 

UART 

UART is a physical circuit made to perform basic serial communication [130] and like every 

serial communication, it needs two connections TX (Transmitter) & RX (Receiver). As stated in 

the name it is asynchronous, does not use a clock, but instead uses start-end bits in the packets. It 

can be used by any device requiring a serial interface, but it cannot share it with multiple devices.  

SPI 

SPI is a more complicated protocol because it adds the functions missing from basic serial 

communication such as the UART, which are a clock for synchronous communication and the 

ability to have master-slave devices. In order to accomplish that [131] SPI uses four connections 

[132] instead of two, which are the following: 

➢ MOSI42. Communication line from the master device to the slave devices 

➢ MISO43. Communication line from the slave device to the master device 

➢ SCLK44. Clock for synchronous communication 

➢ SS (or CE) 45. The slave select line 

 

Figure 11 – SPI example communication master-to-multiple slave devices [132]  

                                                      

 

42 Master-Out, Slave-In 
43 Master-In, Slave-Out 
44 Serial Clock 
45 Slave Select or Chip Enable / Chip Select 



   -35- 

I2C 

Last but not least, the I2C protocol, which has the advantage [133] of using only two signals like 

the UART, but still keeps the synchronous communications of the SPI. Originally developed by 

Philips, I2C allows up to 1008 slave devices [134], given the 10-bit address space, with those two 

signals called SCL & SDA, the clock & data signal respectively. Since only two signals are used, 

this bidirectional communication requires a unique feature called “open drain”. What that means 

is that the devices trying to communicate can only lower the voltage on the line and not increase 

it, which as a result that precludes collisions from happening as seen in picture below. When the 

channel is not used, a pull-up resistor brings the voltage up to its starting value. 

 

Figure 12 – Open drain on low voltage [133] 

2.3 Server platform 

While some choices regarding the IoT platform for the nodes were straightforward at times, on 

the server side it is different because there are no longer restrictions based on instruction sets and 

problems with lack of documentation.  

While IoT platforms are still growing and evolving, operating systems, programming languages, 

databases, etc. are in a very mature stage in normal computing. By no means they are stagnant, 

new programming languages are been developed every few years like Go46 in 2012, Rust47 in 

2015, Kotlin48 in 2016, etc. and new databases like MongoDB49 in 2009, MariaDB50 in 2009, 

                                                      

 

46 A programming language developed by Google [233] 
47 A System programming language developed by Mozilla employee Graydon Hoare [228] 
48 A pragmatic programming language developed by JetBrains [230] 
49 A NoSQL database developed by MongoDB Inc. [227] 
50 A database developed by Michael Widenius (original author of MySQL) as fork to MySQL [229] 
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Cassandra in 201051, etc. and other tools are gaining popularity, when a specific type of job is 

needed, but for the most part there are fully developed, fully tested environments for decades. 

 Server hardware – Virtual Machine 

As said before, the actual specifications of the hardware don’t really matter since every 

commercially available server out there uses more or less the same architecture. To go a step 

further, software doesn’t really care or doesn’t need to have exclusive access to the hardware of 

a server, so thus came the virtual machine (VM). Virtual machines are not actually a new 

technology, it has existed since the early 1960s when IBM was trying to make the first usable 

VM’s with full virtualization with the IBM CP-40 and CP-67 [135]. In 1972 it pioneered the first 

virtual machine with hardware-assisted virtualization with the VM/370 [136], which was a step 

in the right direction, but it would take another almost thirty years to get x86 virtualization from 

VMware in 1999 [137]. Furthermore, it would take a few more years and the needed involvement 

of the two leading x86 microprocessor manufacturing companies, Intel and AMD, in order to 

achieve full hardware-assisted virtualization, instead of software virtualization, which was 

common until then. Finally, the past few years, servers and virtualization in general has changed 

with the emergence of cloud computing. The actual Virtual Machine provided by the University 

for this project is VMware ESXi.  

 Operating system 

Considering operating systems to run on the VM there are really two branches of operating 

systems, the Windows NT family and the various Linux distributions in existence. There are other 

operating systems as well but they are either not suitable for servers (Mac OS) or UNIX operating 

systems (like Solaris) which are beyond of the scope of this project. 

Linux systems usually have more advantages over their Windows counterparts when considering 

a server operating system, especially a web server. They usually offer better stability, flexibility, 

security and require fewer resources at a usually lower price or with no cost at all. Therefore, it is 

no surprise that they have more than 65% of the market share (in web servers at least) [138]. 

Finally, this being an academic environment, an open source OS like Linux seems to be the more 

appropriate choice.  

The actual Linux distribution chosen was Ubuntu. It is a Debian based distribution [139] that is 

upgraded regularly and has great support and documentation and it is currently the leading Linux 

distribution in websites [140]. While there are other distributions like Red Hat or CentOS (which 
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is basically a fork of Red Hat), that one might argue are more stable and better for business use. 

Nevertheless, Ubuntu is better universally supported and is closer to the Raspbian used by the 

RPi. For example, it uses the same package management system in APT52 that all Debian 

distributions use compared with YUM53 that RHEL54 type distributions like Red Hat, Cent OS 

and Fedora use. 

 Database management system (DBMS) 

Database is another software that has been around for decades but continues to improve and even 

evolve in the past years.  There is number of ways to classify databases like by type of operation, 

type of content, type of application area, etc. Chronologically and by type of operation, we have 

the following groups and a small explanation for each one. 

➢ 1960s – 1970s: Navigational databases 

Early development of databases started in the 1960s [141] with General Electric’s employee 

Charles Bachman who designed the network model DBMS55 called IDS56 and IBM introducing a 

hierarchical model with IMS57, both of which are representations of navigational databases. A 

hierarchical model is basically a tree-like shape when an entity can have one or more sub-entities 

but not the opposite [142], so a one-to-many relationship we see in today’s relational databases. 

The network model is more flexible allowing for more complicated relations between the entities 

and not necessarily hierarchical. 

➢ 1970s – Present: Relational databases 

In the early 1970s, an IBM employee called Edgar F. Codd proposed a new database model called 

the Relational model [143] mainly because the data in the database were defined by mathematical 

relations between them. Although met with resistance at first, at 1975 IBM put a team together 

that implemented a RDBMS58 called System R and was the first implementation of the language 

SQL59. In the late 1970s, Larry Ellison, the president of a company called Relational Software 

Inc. (later renamed to Oracle) wanted to make the company’s database product called Oracle 

compatible with that of IBM, but IBM relented. In 1979, RSI released the first commercial 

RDBMS while the IBM’s database DB2 was released in 1983 [144]. While there was further 
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evolvement in the next decades, relational databases are the norm today with the top four 

databases most commonly used are based on the relational model as seen in the next graph. 

Figure 13 – DBMS ranking [145] 

➢ 1990s – Present: Object-oriented databases 

In the early 1990s came the shift to object-oriented programming and with it the idea that 

relational databases were not built to relay information about objects and their properties, such as 

polymorphism, encapsulation, inheritance, etc. so a new model was needed, an object oriented 

one [146]. There was some development done and a few implementations of object-oriented 

DBMSs appeared but eventually they did not gain enough traction because RDBMS were easier 

to implement, had years of support and a large number of active users, among other reasons. 

➢ 2000s – Present: NoSQL databases 

While the object-oriented database model wasn’t the answer to the limitations of the relational 

model it was obvious that something different was needed with the emergence of Web 2.0 and 

the new technologies that came with it like Big Data60. Relational databases weren’t really 

designed to accommodate files in a large scale [147], either by number or size. The term was first 

used by Carlo Strozzi [148] in his implementation of a DBMS called Strozzi NoSQL, that as the 

name suggests, didn’t use SQL queries but is based on the relational model. The term was 

                                                      

 

60 A term used to describe large volumes of complex data, a term coined by a computer scientist named 

John Mashey in early 1990s [222] 



   -39- 

mentioned again almost a decade later by Johan Oskarsson when he organized a meet to discuss 

non-relational databases [149]. Unlike the initial Strozzi database, modern NoSQL databases are 

usually non-relational and the “No” means Not only SQL, in the sense that they be compatible 

with some SQL-like queries. Furthermore in the early development of NoSQL databases they 

didn’t full support the ACID61 model, a term first mentioned by Jim Gray [150] in 1981 and 

Andreas Reuter and Theo Härder on their paper in 1983 [151]. The ACID model is followed by 

traditional Relational DBMSs and it describes the characteristics needed by those databases in 

order for the data to be valid in case of system, network and other type of failures. In contract, 

NoSQL databases usually compromise one characteristic of ACID, consistency in favor of 

availability. In 2000, Eric Brewer proposed a conjecture [152] that was later proved in 2002 by 

Seth Gilbert & Nancy Lynch [153], the CAP62 theorem as seen visually below. 

 

Figure 14 – CAP theorem visualized 

Brewer suggested that distributed web systems could not guarantee all three properties, although 

in a later paper he clarified some misconceptions [154], in that, designers should not take as 

granted that availability and consistency could not be achieved together but rather try to maximize 

both. The NoSQL movement tried to replace the ACID model with the BASE63 model which by 

“sacrificing” consistency for the shake of availability, eventually achieves consistency. 

While a lot has been said about NoSQL database models, another important part is how the data 

is actually stored. The database types [155] considering the method used to store data are: 

                                                      

 

61 Atomicity, Consistency, Isolation, Durability 
62 Consistency, Availability, Partition-tolerance 
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➢ Key-value. This is the simplest form of a NoSQL database model. It stores pair of keys 

and values and thus is really fast. 

➢ Document. In this model every key is paired with a data structure (like XML64 or JSON65) 

called document, each containing more pairs of keys-values or more complex structures. 

➢ Graph. In this type, the database stores the relationship between nodes with the help of 

properties of the nodes and the edges between them. 

➢ Wide-column. In this instance data are stored in cells and grouped by columns instead of 

rows. 

From the above it can be inferred that one of the biggest differences between SQL and NoSQL 

database models is that SQL databases are usually schema-oriented while NoSQL databases 

usually aren’t. That means that the data stored have a high impact on the designing phase of a 

traditional RDBMS while for example anything can be stored in a document model database 

because you can have a different structure in every document. 

Another difference is that Relational databases are scalable vertically scalable [156], meaning by 

increasing the server hardware power (computational power, memory etc.,) you can in increase 

its ability to serve more requests and users in a faster fashion, while NoSQL databases are 

horizontally scalable, in that you just add more servers in order to increase the collectively server 

power. 

Furthermore, one of the biggest differences is the language used for queries. Traditional databases 

use SQL while NoSQL databases have a plethora of languages used like JavaScript, Python and 

others for MongoDB, custom languages like CQL66 for CassandraDB and N1QL [157] for 

Couchbase. 

While the fact that traditional databases have to follow specific rules based on the data they are 

designed to store and their schema, a fact that sometimes makes them slower than the NoSQL 

counterparts, it is also what makes them robust and more staple. That and the fact that 50 years 

of development have made RDBMS a mature and well-known product with support from the 

community. 

➢ 2011 – Present: NewSQL databases 

NewSQL was a term first mentioned by researcher Matthew Aslett [158] at a post in blog 

451group used to describe products known until then as ScalableSQL, that is relational model 

databases that are better scalable than traditional RDBMS. The goal of this model is to provide 
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the same scalability as NoSQL databases, particularly in OLTP67 workloads [159] while keeping 

intact the ACID properties and of course use the same relational model and SQL language that is 

familiar to people for the last 50 years.  

NewSQL databases use different methods [160] for achieving the aforementioned improvements, 

for example they can use memory storage for some or all data in comparison to traditional 

databases that use in disk storage, thus rendering them faster. Also, NewSQL databases are using 

sharding/partitioning, which is a technique to divide a database in many smaller DBMSs. Another 

important part is the concurrency control offered by NewSQL databases, that is to try and 

eliminate conflicts when users simultaneously access the same data hence increasing data 

integrity. Furthermore, NewSQL provides important qualities such as availability and durability 

of data with replication. Of course, all modern databases provide some kinds of replication but in 

the era of cloud computing it is important to have database as a service or DBaaS, and NewSQL 

databases provide that. In replication it is important to have data consistency (because the same 

data is replicated in many servers) but it was hard to achieve. NewSQL database achieve that by 

processing requests on a single node and then replicating that change to the other servers. 

This new model is developing fast, a number of companies already have NewSQL products, like 

Google with Cloud Spanner [161], SAP HANA [162] by SAP68, VoltDB [163] by VoltDB Inc. 

etc. On the next page we can see a taxonomy of databases based on different architecture overall. 

 

Closing this part and considering this project, in that, IoT generates large amounts of data, one 

can easily come to the conclusion that a NoSQL database would be chosen and it would be a fair 

assumption. Unfortunately, after conversing with my fellow student Giorgos Sarigiannis that has 

the second part of this thesis, we concluded that the platform for the website does not support 

NoSQL type databases without pain staking development and it goes out of the scope of this 

thesis. Furthermore, the amount of data of this generated by this project isn’t that overwhelming 

for a traditional RDBMS and there are ways to store data in Pseudo-NoSQL way in a RDBMS, 

but more on that later. 
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 Web page & services 

Finally, the virtual server hosts the web page that displays the node information and the service 

that the nodes use to send data to the server. Their implementation is part of the “sister” thesis 

that is prepared by Giorgos Sarigiannis. 

 

At the beginning of the World Wide Web history, the man that was instrumental in combining 

existing technologies such as HTTP69, TCP70 and others was Tim Berners-Lee [164]. While 

working at CERN71 he presented the initial idea of the WWW to his superiors in a document in 

1989 [165] that led to him building the first website at CERN. Of course, in the first years, web 

                                                      

 

69 Hypertext Transfer Protocol 
70 Transmission Control Protocol 
71 European Organization for Nuclear Research 

Figure 15 – Taxonomy of databases based on architecture [223] 
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pages did not look like today, it was static mostly static text instead of  dynamic content. It 

was what today is known as Web 1.0. It wasn’t until 2004 that Tim O’Reilly or O'Reilly Media 

made the term Web 2.0 popular at a conference [166] he organized, although it is known that an 

employee mentioned it in a brainstorming meeting first [167], named Dale Dougherty. However, 

the term was actually mentioned was in 1999 by Darcy DiNucci in an article [168]. To continue, 

web 2.0 actually is what we have today, which is dynamic content, much of which is user 

generated. The past few years is what drives the metamorphosis of the web, which is social media, 

wiki pages, blogs etc. 

Now the actual technologies that support the web pages today are split into two categories. The 

frontend and backend as they are called in software engineering.  

Basically, everything the user is seeing is the frontend [169] and that is comprised most if not all 

of the time by three technologies, HTML72, CSS73 and JavaScript. Without getting into too much 

detail, the three technologies are responsible for the structure of the web page, the presentation of 

the web page and the tool to actually make the page dynamic, respectively. 

The backend is everything else the page needs to function and that includes the connections to 

servers, databases, services, etc. In this part there is a large number of frameworks and languages 

that developers use to create the server-side website. That includes some of the most popular like: 

➢ PHP. Arguably the most well-known programming language for web pages. I was 

developed in 1995 by Rasmus Lerdorf [170]. It is the language Mark Zuckerberg initially 

used [171] to create Facebook. It is used by web management systems such as WordPress, 

Drupal, Joomla and others. 

➢ The Microsoft ASP.NET framework [172] that usually uses the MVC74 architecture and 

support various programming languages such as C#, F# etc. 

➢ The Ruby on Rails framework that also uses MVC and obviously uses Ruby as the 

programming language. 

➢ Most recently, the trend has been JavaScript frameworks like Angular [173] maintained 

by Google and the community and libraries like React [174] maintained by Facebook and 

the community. 

Regarding web services they share much of the frameworks and languages of the pages but are 

usually implement based on one of two technologies, SOAP75 and REST76.  
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Starting with SOAP, it is a protocol specification designed [175] by a team in 2000, to provide a 

mechanism for exchanging information across the internet. It uses HTTP as application 

communications protocol and XML77 as the markup language for the structure of the messages. 

In contract, REST is not a protocol, but an architectural style. REST was defined by Roy Fielding 

in his doctoral dissertation [176] in 2000. As described in his dissertation, his blog [177] and in 

articles, in order for a service to be RESTful it has to follow specific rules some of which are 

➢ A REST API78 is not contingent on any specific communication protocol 

➢ A REST API should not alter protocols except in the cases of bugs 

➢ A REST API should be as descriptive as possible with the use of URI79’s 

➢ A REST API should be state-less, meaning the client will provide any information needed 

for the request. 

REST as an architecture uses both XML and JSON80 for document structure, although most often 

JSON because it carries less overhead and does not require a schema. 

Now considering the choices of many of the components in our system design until now, one 

notices a trend. Linux, PHP, MySQL type database. All of these along with the Apache web server 

are part of what is called the LAMP81 stack [178]. Stack refers to a solution stack for the 

technologies needed for web development. For example, the respective windows stack is WINS 

that includes Windows Server for the operating system, Internet Information Services for the web 

server, .NET as the software framework and SQL Server for the database. 

That is usually the case with all technologies concerning software development, some are usually 

affiliated with each other for a number of reasons such as one company develops all of them, such 

as C#, .NET, SQL server, etc. for Microsoft. We can see from the stack overflow survey, the 

common correlated technologies in the next picture. 

In this project, Giorgos will use the LAMP stack technologies along with WordPress as the CMS 

to develop and manage the web page and services. 
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Figure 16 – Correlated technologies – Stack overflow survey 2018 [179] 
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3 System Analysis 

The initial phases in every system development [180] is defining the requirements and perform a 

system analysis and design. In this system there are two parts that need analysis, the software and 

hardware. Initially we will explain the node design, connections, housing, etc. and then the 

services the nodes and the server need for the system to work.   

3.1 Nodes analysis & characteristics 

 Nodes housing – sensors 

At this part, there will be a summary of every node, along with analysis on housing, components 

and their functions. In addition, some information and visual material will be provided about the 

sensors and the available datasheets will be provided in appendix A 

Node #1 

Summary 

The first node, also known as the main node for gathering outside weather data, is the most 

complicated node of the project with multiple sensors gathering a variety of data, as well as having 

additional functions such as opening electronically using an RFID card.   

Housing 

➢ Stevenson screen. The majority of the components are housed in an enclosure called 

Stevenson screen [181]. It is used to house and protect meteorological equipment against weather 

phenomena such as rain, direct sun, etc. Usually it is from wood and painted white, in order to 

reduce heat absorption and most often employs a design with angled slats so that it keeps 

precipitation out and direct heat of the instruments, but allows air to flow freely. The WMO82 has 

numerous reports over the years [182] from scientists to ascertain if there are better designs and 

how much the housing affects the measurements, considering it is a 150 years old design by an 

engineer named Thomas Stevenson [183]. 

➢ Plastic boxes (different sizes). Sensitive components of the node are housed inside an 

IP65 rated (IEC83 standard 60529) plastic box, in order to protect them from moisture and dust. 

Standard 60529 [184] is used to determine degrees of protection that an enclosure offers from 

intrusions such as dust, water, etc. against its electronic parts. We can see further information on 

the table below 
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Table 3 – IEC standard 60529 (digits explanation) [185] 

First digit Solid particles protection Second digit Liquid protection 

0 No protection 0 No protection 

1 Objects greater than 50 mm 1 Dripping water 

2 Objects greater than 12.5 mm 2 Dripping water when tilted up to 15 degrees 

3 Objects greater than 2.5 mm 3 Spraying water up to 60 degrees 

4 Objects greater than 1 mm 4 Splashing water from any direction 

5 Dust protected 5 Water jets from a nozzle of 6.3mm 

6 Dust tight 6 Powerful water jets from a nozzle of 12.5mm 

- - 7 Submersion up to 1m 

- - 8 Submersion beyond 1m 

Components – Functions 

Below are the main parts of the first node, along with a picture of most them in the next page 

➢ Raspberry Pi 3 Model B+ [186]. 

➢ Power supply for the Raspberry Pi. Rated at 5V – 2.5A 

➢ Micro SD card. A 64GB card used for the operating system & programs of the RPi 

➢ Adafruit Perma-Proto Full-sized Breadboard [187]. PCB used for the connections 

➢ Adafruit Perma-Proto Half-sized Breadboard [188]. PCB used for the connections 

➢ Adafruit BME680 [189]. A sensor made by Bosch, capable of measuring temperature, 

humidity, barometric pressure and VOC gas. 

➢ Adafruit TSL2591 [190]. A sensor capable of measuring light in lux, visible and infrared 

light as 32-bit and 16-bit unsigned values with no unit, respectively and full spectrum, 

which includes both of the last two values mentioned, again in 32-bit unsigned value 

without a unit. 

➢ Anemometer [191]. An anemometer capable of measuring up to 32.4m/s wind speed  

➢ RGB LCD screen [192]. An RGB LCD screen 16x2 (characters x rows) to provide 

information 

➢ Lock-style Solenoid [193]. An electronic lock that is controlled by the keypad or the RFID 

sensor. 

➢ Power supply for the solenoid. Rated at 12V – 5A 

➢ MFRC522 module [194]. A RFID reader-antenna providing a way to control the solenoid. 

➢ Magnetic contact switch [195]. A simple reed switch to provide information in case of 

the opening of the second door of the Stevenson screen. 
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Figure 17 – Node #1 components 
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Node #2 

Summary 

This second node is the internal weather node used to measure data such as temperature, humidity, 

air quality in a classroom 

Housing 

Custom open style wooden & plexiglass box 

Components – Functions 

Below are the main parts of the second node, along with a picture of most them 

➢ Raspberry Pi 3 Model B+. 

➢ Power supply for the Raspberry Pi. Rated at 5V – 2.5A 

➢ Micro SD card. A 64GB card used for the operating system & programs of the RPi 

➢ Adafruit Perma-Proto Half-sized Breadboard. PCB used for the connections 

➢ Adafruit BME680. A sensor made by Bosch, capable of measuring temperature, humidity, 

barometric pressure and VOC gas. 

➢ Adafruit SGP30 [196]. An air quality sensor that measures VOCs84 & eCO2 85. 

➢ RGB LCD screen. An RGB LCD screen 16x2 (characters x rows) to provide information 

 

Figure 18 – Node #2 components 
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Node #3 

Summary 

The third node located on the campus of the university, next to the main gate that provides two 

main functions. It takes photographs of the horizon and counts the numbers of cars entering and 

exiting the campus. 

Housing 

Plastic boxes (different sizes). Similar IP65 rated plastic boxes as the first node. 

Components – Functions 

Below are the main parts of the third node, along with a picture of most them in the next page 

➢ Raspberry Pi 3 Model B+. 

➢ Power supply for the Raspberry Pi. Rated at 5V – 2.5A 

➢ Micro SD card. A 64GB card used for the operating system & programs of the RPi 

➢ Adafruit Perma-Proto Quarter-sized Breadboard [197]. PCB used for the connections 

➢ Raspberry Pi Camera [198]. An 8MP camera for the photographs 

➢ IR Distance Sensor x 2 [199]. Two Sharp sensors capable of detecting objects 1 – 5m 

away, that are used to distinguish incoming and outgoing cars. 

 

Figure 19 – Node #3 components 

 

Sharp sensor front Sharp sensor back

Quarter-Sized Perma board RPi camera
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Node #4 

Summary 

The forth node is an internal node meant to provide information about the other nodes. It activates 

when it detects movement. The main design of the node is that of a “magic mirror”, which is a 

two-way mirror in front of a computer monitor. The way two-way mirrors work is based on how 

much light they reflect in contrast to a regular mirror. While a regular mirror will reflect most of 

the light, two-way mirrors reflect part of the light thus creating the effect were the side of the 

mirror with the greatest lightning intensity acts as a mirror, while the darker side acts as a see-

through glass. In this specific scenario, most of the screen remains dark while some parts 

displaying data about the nodes are bright, thus achieving the desired effect. 

Housing 

➢ Custom Wooden enclosure designed as a mirror with a frame. 

Components – Functions 

➢ Raspberry Pi 3 Model B+. 

➢ Power supply for the Raspberry Pi. Rated at 5V – 2.5A 

➢ Micro SD card. A 64GB card used for the software of the RPi 

➢ PIR86 sensor. A motion sensor to detect movement in front of the node 

➢ Adafruit Perma-Proto HAT [200].  A HAT PCB used for the connections 

➢ 2-way mirror. 

➢ Monitor. A 23-inch monitor to display the information behind the mirror 

 

Figure 20 – Node #4 components 
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 Nodes topology & communication 

With the functions of every node in mind, their placement at the university will be, as seen in the 

picture below. Every node is connected to the nearest access point, in order to get access to the 

university network 

Figure 21 – IHU top view with the node positions annotated 

The network topology obviously is based on the pre-existing infrastructure of the university and 

not on an ad-hoc network. As mentioned before more often than not, wireless sensor networks 

employ multi-hop mesh networks, where nodes communicate with each other in order to send 

data to the gateway nodes. This is not the case here. By using the university network, essentially 

the nodes are connected like in star network topology. In this scenario, nodes are not connected 

with each other but with a central gateway or in our case with different access points that lead to 

the same gateway. 

Therefore, in this stage of the project the concept of the system design can be seen in the diagram 

in the next page. 
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Figure 22 – System diagram 
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 Sensors characteristics - connections 

In this chapter we will see some of the sensors are connected to the RPi & the protocols they use. 

BME680, TSL2591, SGP30 

Characteristics. All three sensors support the I2C protocol for communication (the BME680 also 

supports SPI). 

The I2C addresses are: 

➢ BME680 – 0x77 

➢ TSL2591 – 0x29 

➢ SGP30 – 0x58 

Connections. Since the sensors have difference addresses, we can connect different sensors on 

the same I2C GPIO pins without problems as is the case with BME680 & TSL2591 in node #1 

and BME680 & SGP30 in node #2. The connection with the Raspberry Pi is as seen in the table 

and drawing below. 

Table 4 – I2C connections 

Pin number GPIO number GPIO function BME680 pins TSL2591 pins SGP30 pins 

1 - 3.3V VIN VIN VIN 

3 #02 I2C SDA SDI SDA SDA 

5 #03 I2C SCL SCK SCK SCL 

6 - GND GND GND GND 

 

 

Figure 23 – I2C connections 



   -55- 

Anemometer, Distance sensor 

Characteristics. This sensor has an analog output. The problem with the Raspberry Pi is that it 

does not natively support analog inputs. The solution is using an ADC87 like the MCP3008. The 

MCP3008 [201] is an 8-channel 10-bit ADC that provides an SPI interface to connect to the RPi 

as seen in the picture below. 

 

Figure 24 – MCP3008 pins 

Connections. So, while the Raspberry Pi provides a hardware SPI, in the first node it is already 

used by the MFRC522 sensor. For that reason, we will use a software SPI for the MCP3008 as 

seen in the table and drawing below 

Table 5 – MCP3008 connections 

Pin number GPIO number GPIO function MCP3008 pins 

1 - 3.3V VDD, VREF 

6 - GND AGND, DGND 

12 #18 - CLK 

15 #22 - CS / SHDN 

16 #23 - DOUT 

18 #24 - DIN 

 

 

 

 

                                                      

 

87 Analog-to-Digital Converter 



   -56- 

 

Figure 25 – Anemometer, Distance sensor - MCP3008 connections 

 

PIR sensor 

The PIR sensor has just three connections, power, ground and an output connected to any GPIO 

pin of the RPi. 

Door Contact 

The door contact is a simple reed switch, when the two parts are closed to each other the switch 

is closed and when they are apart it’s open. It requires two cables, one on any GPIO pin of the 

RPi and the other on ground. 

Camera 

The Raspberry Pi camera is connected directly to the RPi using a flex cable. 
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MFRC522 

Characteristics. The MFRC522 is a RFID reader/writer that works at 13.56 MHz 

Connections. As mentioned before the MFRC522 uses the SPI protocol to communicate with the 

Raspberry Pi and specifically the hardware SPI and is connected as seen in the table and drawing 

below 

Table 6 – MFRC522 connections 

Pin number GPIO number GPIO function MFRC522 

1 - 3.3V 3.3V 

6 - GND GND 

19 #10 SPI0 MOSI MOSI 

21 #09 SPI0 MISO MISO 

22 #25 - RST 

23 #11 SPI0 CLK SCK 

24 #08 SPI0 CE0 SDA 

 

 

Figure 26 – MFRC522 connections 

 



   -58- 

Lock-Style Solenoid 

Characteristics. The solenoid is basically an electromagnet that operates at 9-12VDC, 500-

650mA. 

Connections. The desired effect is to control the lock-style solenoid with a GPIO pin. In order to 

accomplish that we will use a TIP120 Darlington transistor to control the power that reaches the 

solenoid. Additionally, we will need a 2.2ΚΩ resistor and a 1A 1N4001 diode. 

 

Figure 27 – Lock-style solenoid connections 

 

LCD RGB Display 

Characteristics. It is 2-row by 16-character RGB display that uses the common Hitachi HD44780 

controller.  

Connections. Display based on this controller always have similar connections as seen in the 

diagram and drawing in the next page. 
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Table 7 – LCD RGB display connections 

Pin number GPIO number GPIO function RGB LCD 

2 - 5v VDD, LED+ 

6 - GND VSS, RW 

29 #05 - RS 

31 #06 - E 

32 #12 - DB4 

33 #13 - RED 

35 #19 - GREEN 

36 #16 - DB5 

38 #26 - BLUE 

38 #20 - DB6 

40 #21 - DB57 

 

 

Figure 28 – LCD RGB display connections 
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3.2 Software design 

Therefore, before the actual implementation of the programs, scripts, services, etc. that this system 

will consist from, we need to analyze and visualize the system by breaking down the components 

and their functions. The design & analysis stage is part of many major system life-cycle software 

design processes like the waterfall model [202] or the agile software development [203]. Usually 

life cycles will have most of the stages shown at the diagram below. 

System concept

Design & 

Analysis

Implementation

System 

specification

Installation & 

Maintenance

Testing

 

Figure 29 – System development common life-cycle stages 

  

Hence, before implementation begins, we need to break down system processes in the design & 

analysis phase and a great way to do that is by using UML88 and specifically UML activity & 

sequence diagrams. UML is a modeling language developed [204] by Grady Booch, James 

Rumbaugh and Ivar Jacobson back in late 1990’s as a way to model object-oriented programs 

which had become the dominant programming method by then. UML is used to represent static 
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and dynamic data in the software and as such, there are two categories of diagrams responsible 

for the different data. Structural diagrams that include class, object, etc. diagrams and behavioral 

diagrams that include use case, activity, sequence, etc. diagrams. In this project, we will use 

activity and sequence diagrams to model the processes of the system. 

 Node design 

The current system design consists of four nodes. Three of the nodes mainly collect data and send 

them to the server and the fourth is displaying them. Additionally, the first node has sensors that 

are dealing with access to the enclosure housing the components. Therefore, we can discern 

between the four following services: 

➢ Reading data 

➢ Access data 

➢ Sending data 

➢ Displaying data 

While the system concept phase is not mentioned in this thesis, the idea was that the outdoor and 

indoor weather nodes would gather data and send them to the server to be displayed in the fourth 

node and of course on the website and mobile application. But also, that the nodes themselves 

will have an LCD display to provide live information about their operation. That made the design 

different in the sense that the reading data service had to be in somewhat sequential order so that 

the user could properly see live updates. Additionally, in order for the access part of the system 

to work live as well it could not be in sequential order but running in parallel. Finally, for the 

nodes that need to send data to the server. It could be a method of the reading data service but 

ultimately, I decided against it with the reasoning that the gathering and transmitting of the data 

can and should be two distinct services, because in case of a network failure for example the node 

would continue to work but send the data then the problem was resolved. 

So, to recap, the services of the nodes are the following for each node 

Table 8 – Node services 

 Reading Access Sending Displaying 

Node #1 x x x  

Node #2 x  x  

Node #3 x  x  

Node #4    x 
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Node #1 
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Figure 30 – Node #1 Readings activity diagram
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Node #1 - Readings
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Figure 31 – Node #1 Readings sequence diagram
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Figure 32 – Node # 1 Access activity diagram
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Figure 33 – Node #1 Access sequence diagram
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Figure 34 – Node #2 Readings activity diagram
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Figure 35 – Node #2 Readings sequence diagram
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Figure 36 – Node #3 Readings activity diagram
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Figure 37 – Node #3 Readings sequence diagram
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Figure 38 – Node #4 Display activity diagram
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Figure 39 – Node #4 Display sequence diagram
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Figure 40 – Node #1-3 Transmit activity diagram
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Figure 41 – Node #1-3 Transmit sequence diagram
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4 Implementation 

In this chapter we will try to implement the design analysis of the previous chapter and of course 

adjust it as needed, in order to achieve the desired result. As mentioned earlier the programming 

language chosen for the overall project, was Python, or at least for the client-side programming 

of the Raspberry Pi. Nevertheless, as mentioned on the design phase, in order for node #4 to 

display the data, most of monitor should be dark and thus it requires some kind of visual 

programming like Java. Python maybe the most popular language on the RPi platform but Java 

[124] was supported from the beginning, is open-source and of course it runs fine on Raspbian as 

the original Sun Microsystems moto claim [205], “Write once, run anywhere” thanks to Java’s 

JVM89. 

4.1 Client-side programming 

As mentioned in the design phase, there are four type of services that run on the nodes, reading, 

access, transmitting and displaying data. In this part we will see parts of the code that compose 

the different scripts of each type. 

  Reading data 

In every python script and actually in programming in general, initially there is an import of the 

libraries needed and this is especially true in this project because of the sensors used. Each sensor 

requires a library in order to interface it with Python. In this case we mostly use the manufacturer’s 

libraries, Adafruit. 

Importing libraries 

Adafruit libraries 

import adafruit_bme680 

import adafruit_tsl2591 

import Adafruit_MCP3008 

import digitalio 

import busio 

import board 

import adafruit_character_lcd. character_lcd as characterlcd 

 

                                                      

 

89 Java Virtual Machine 
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Each of these libraries provide methods in order to initialize the sensors or devices and retrieve 

or display data.  

System libraries 

import time 

import datetime 

import json 

import os 

import logging 

 

These libraries are in Python standard library and are needed for many things like retrieving the 

current date-time, creating json or logging. 

Sensor initialization 

lcd_columns = 16 

lcd_rows = 2 

lcd_rs = digitalio. DigitalInOut (board. D5) 

lcd_en = digitalio. DigitalInOut (board. D6) 

lcd_d4 = digitalio. DigitalInOut (board. D12) 

. 

. 

i2c = busio.I2C (board.SCL, board.SDA) 

bme680 = adafruit_bme680.Adafruit_BME680_I2C (i2c, debug=False) 

. 

. 

CLK = 18 

MISO = 23 

MOSI = 24 

CS = 27 

mcp = Adafruit_MCP3008.MCP3008(clk=CLK, cs=CS, miso=MISO, mosi=MOSI) 

 

Next, we need to initialize the sensors and devices by setting which GPIO pins they use 

Methods 

Every method, including the main program is enclosed in a try-catch-finally statement as is 

common practice in programming in order to catch errors and exceptions 

try: 

. 

. 

except Exception as e: 

 . 

 . 

finally:     

. 

. 

 

Almost every node uses a method for creating the JSON files containing the readings or errors of 

the sensors-devices in the node. 

Data = { 

        "Node_Name": Node_Name, 

        "Date": time.strftime("%d-%m-%Y %H:%M:%S"), 
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        "General_Error": General_Error, 

        "General_Error_Message": General_Error_MSG if General_Error is 

True else None, 

        "Readings": Readings, 

        "BME680": [ 

            {"BME680_Temperature": BME680_Temperature} if BME680_Read 

is True else None, 

            {"BME680_Humidity": BME680_Humidity} if BME680_Read is 

True else None, 

. 

. 

  ] if BME680_Read is True else None, 

elif not Readings: 

    Data = { 

        "Node_Name": Node_Name, 

        "Date": time.strftime("%d-%m-%Y %H:%M:%S"), 

        "General_Error": General_Error, 

        "General_Error_Message": General_Error_MSG if General_Error is 

True else None, 

        "Error Data": [ 

            {"BME680_Error": BME680_Error} if BME680_Error is True 

else None, 

            {"BME680_Error_MSG": BME680_Error_MSG} if BME680_Error is, 

. 

. 

  ] if BME680_Error is True else None 

  } 

 

After which, the JSON object gets exported in a text file 

JSONFilename = JSONDirectoryNew + Node_Name + "_ReadingsJSON_ " +\ 

    time. strftime("%d-%m-%Y_%H-%M-%S"). replace (" ", "-") + ".txt" 

 

with open (JSONFilename, 'w') as outputFile: 

    json. dump (Data, outputFile) 

 

Methods for sensors gathering or reading data are pretty straight forward because of the use of 

the manufacturers libraries we mentioned earlier. So, for example getting the measurements from 

sensor BME 680 is as follows 

BME680_Temperature = str (round (bme680.temperature, 5)) 

BME680_Humidity = str (round (bme680.humidity, 5)) 

BME680_Gas = str(bme680.gas) 

BME680_Pressure = str (round (bme680.pressure, 5)) 

We just round them in 5 decimals and convert them to string type for use later. 

In some cases, such as the anemometer method, we need to perform some calculations, in order 

to get usable data. At referred in the design phase, the anemometer returns an analog signal for 

the voltage based on how fast it is spinning.  

In our design we get this output with the help of the ADC MCP3008 which outputs a value that 

corresponds to a voltage value. According to the manufacturer’s datasheet (equation 4-2) the 

output is calculated with the equation shown below. 
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𝐷𝑖𝑔𝑖𝑡𝑎𝑙 𝑂𝑢𝑡𝑝𝑢𝑡 =
1024 𝑥 𝑉𝑖𝑛

𝑉𝑅𝑒𝑓
 

Also, in the prototyping phase we took measurements with a multimeter and saw that while the 

anemometer was not moving, the output value from the MCP3008 channel was around 124-127. 

According to the anemometer manufacturer’s datasheet, the voltage correlation with wind speed 

in meters per seconds is the following 

𝑊𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑 − 0.4

1.6
∗ 32.4 

In the program it looks like this 

 
MCP3008_output = mcp. read_adc (0) 

WindSpeedVoltage = MCP3008_output / 310 

MCP3008_output2 = str (MCP3008_output) 

WindSpeed = ((WindSpeedVoltage - 0.4) / 1.6) * 32.4 

Main program 

In the main program there is a continuous loop that makes calls to the methods getting data from 

the sensors and when conditions are met, either and occurred error or a set time limit was reached, 

dump JSON data into a file. 

while True: 

    if Readings_start is None: 

        Readings_start = time.time() 

    if SGP30_Baseline_Timer is None: 

        SGP30_Baseline_Timer = time.time() 

     

    print(Node_Name + " : " + time.strftime( 

        "%d-%m-%Y %H:%M:%S") + " : " + "Main" + " : " + "Getting 

BME680 readings!!") 

    getBME680Data() 

    time.sleep(2) 

. 

.  

. 

if General_Error or BME680_Error or SGP30_Error: 

    lcd.color = [100, 0, 0]  # red color 

    lcd.message = "JSON error dump\n" + time.strftime("%d-%m-%Y 

%H:%M:%S") 

    print(Node_Name + " : " + time.strftime("%d-%m-%Y %H:%M:%S") + " : 

" + "Main" + " : " + 

          "Json error dump!!") 

    writeJSON() 

. 

. 

. 

if (Readings_now - Readings_start > 90) and Readings: 

    print(Node_Name + " : " + time.strftime("%d-%m-%Y %H:%M:%S") + " : 

" + "Main" + " : " + "Json dump!!") 

    lcd.color = [50, 0, 50]  # purple color 

    lcd.message = "JSON dump\n" + time.strftime("%d-%m-%Y %H:%M:%S") 

     

    writeJSON() 

    Data.clear() 
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 Access data 

This script is specific to the first node for controlling and registering access in the enclosure of 

the node and while it is similar to the readings script, it is also the only script that manipulates a 

device, the lock solenoid.  

The two devices responsible for access are the door contact and the lock solenoid 

In the case of the door contact the method just checks if the GPIO input has changed 

if GPIO.input(7) == 1 and not Door_Open: 

    Door_Open = True 

    Access = True 

    Door_Contact = True 

    print (Node_Name + “: " + time. strftime ("%d-%m-%Y %H: %M: %S ") 

+ “: " + "checkDoorContact" + “: " + "Door #2 open! - Magnetic con-

tact") 

    logger.info (Node_Name + “: " + time. strftime ("%d-%m-%Y %H: %M: 

%S ") + “: " + "checkDoorContact" + “: " + "Door #2 open! - Magnetic 

contact") 

 

In the case of the lock solenoid, by changing the GPIO pin output, it manipulates voltage reaching 

the lock with the help of the TIP120 transistor.  

id, text = reader. readInterval () 

. 

. 

if (id) is not None: 

    textremovespaces = text. rstrip () 

 

    for x in Access_list_id: 

        if x == id: 

            Access = True 

. 

. 

RFID_Read = True 

if Access: 

    RFID_Closed = not RFID_Closed 

. 

. 

if Access and not RFID_Closed: 

    print(Node_Name + " : " + time.strftime("%d-%m-%Y %H:%M:%S ") + " 

: " + "checkMFRC522" + " : " + "User: " + RFID_Card_User + " with ID: 

" + RFID_Card_No) 

    logger.info(Node_Name + " : " + time.strftime("%d-%m-%Y %H:%M:%S 

") + " : " + "checkMFRC522" + " : " + "User: " + RFID_Card_User + " 

with ID: " + RFID_Card_No) 

    print(Node_Name + " : " + time.strftime("%d-%m-%Y %H:%M:%S ") + " 

: " + "checkMFRC522" + " : " + "Lock #1 open for 5 seconds!") 

    logger.info(Node_Name + " : " + time.strftime("%d-%m-%Y %H:%M:%S 

") + " : " + "checkMFRC522" + " : " + "Lock #1 open for 5 seconds!") 

    GPIO.output(4,GPIO.HIGH) 

. 

. 
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 Sending data 

The Transmit script has two methods for sending data that work in similar fashion. For example, 

for sending JSON data it searches for files in a specific path, calls the web service of the site to 

send the data and if it’s successful, moves the JSON files in a different folder 

JSONDirectoryNew = "/home/pi/NodePrograms/JSON_NEW_FILES/" 

if not os. path. Exists (JSONDirectoryNew): 

    os. makedirs (JSONDirectoryNew) 

     

JSONDirectoryOld = "/home/pi/NodePrograms/JSON_OLD_FILES/" 

if not os. path. exists (JSONDirectoryOld): 

    os. makedirs (JSONDirectoryOld) 

 

for r, d, f in os. walk (JSONDirectoryNew): 

    for files in f: 

        j_file_names. append (os. path. join (r, files)) 

 

for f in j_file_names: 

    with open (f, "r") as filescontent: 

        temp = filescontent. readlines () 

 . 

 . 

 . 

 if service_success: 

  shutil. move (f, JSONDirectoryOld) 

 

 

 Displaying data 

Initially it was thought that this node would use a PIR sensor to detect movement and then display 

information on the monitor. While implementing this seemed a bad design for two reasons. 

Initially the movement detection didn’t offer any additional value because by the time the sensor 

detected movement, the information had been displayed in the monitor and the person watching 

it didn’t distinguish any difference. The second reason had to do with the way the 2-way mirror 

works. Since it needs to be darker in some parts in order to behave like a mirror, somehow the 

brightness of the screen needs to be adjusted. So, the solution for that would be using a graphic 

environment like Java.  

The operation part of the program is pretty simple, it’s essentially an SQL query in the database 

to retrieve information about the nodes and display it in specific part of the screen. For example 

Connection conn = DriverManager.getConnection(WebURL, "root", ""); 

String query = "SELECT * FROM Nodes"; 

Statement st = conn.createStatement(); 

ResultSet rs = st.executeQuery(query); 

while (rs.next()) 

    { 

        node_id = rs.getInt("node_id"); 

        node_active = rs.getBoolean("online"); 

        node_data = rs.getString("node_data"); 

    } 

    st.close(); 
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5 Conclusions 

In this final chapter, there will be a summary on the Internet of Things microcosm, the specific 

platform chosen in the Raspberry Pi and the outcome of this project, along with problems tha 

emerged while trying to complete it. 

5.1 Internet of things 

It is clear by now, I think, that IoT is a very consequential concept in this technologic era. While 

maybe not in the way, pioneers thought of it a few decades ago, but adjusted in the reality today. 

Because of the rise of complementary concepts and technologies, like AI and Blockchain, that 

help advance IoT, but also stand on their own, IoT isn’t just about every device or sub-device of 

a machine connected to the Internet. The future of IoT is about combining technologies to increase 

the value of each technology in an array of applications, either in everyday life consumer devices, 

industrial uses to increase productivity or just for monitoring academic purposes. 

The downside of relying to other technologies to provide added value, infers that IoT is bound to 

the standards and problems of these technologies. Moreover, it suffers from a lack of 

standardization. That and platform fragmentation are the main reasons, that hammer the efforts 

for further development. 

Ultimately one of the biggest problems that IoT faces, as many technologies in this era, is security 

and privacy concerns. It seems counterintuitive that in the golden era of social media and smart 

devices in people’s homes and cars, security and privacy has become the hampering effect to 

advancement, or as other people see it, including this author, the aftermath of what happens when 

security isn’t part of the design process. As any issue in software engineering, security is better 

addressed in the early stages of development, rather than dealt with after release patches. 

Thus, it stands to reason that ineffective design and the fact that every new technology is bound 

to the Internet, that Cybersecurity is one of the top emerging technologies and rightly so. With 

the emergence of revelations [206] [207] by Edward Snowden and WikiLeaks about surveillance, 

the Cambridge Analytica scandal [208] with Facebook and others, there have been people that 

are vocally resistant to technologies that they regard to be a threat to their privacy. Also, 

governments show through regulations [209], like GDPR90 in Europe that they take the threat of 

security & privacy breaches very seriously. 

                                                      

 

90 General Data Protection Regulation 
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5.2 Raspberry Pi sensor network 

When one of the founders of Raspberry Pi, Eben Upton, launched it seven years ago, he didn’t 

expect, as stated in interviews [210], that it would turn out this way. In March 2019, the company 

shipped its 25th million unit. 

I can personally attest, that the Raspberry Pi foundation, have achieved much of what it intended 

to do. It is an excellent platform for learning, in many areas, like electronics & programming and 

can be suitable for a great number of applications, albeit none of the non-crucial kind as it will be 

explained promptly. 

 Platform quality & sensor consistency 

The Raspberry Pi foundation by trying to make the RPi an affordable product, has of course 

inadvertently reduced how and in which applications it can be used. So, while I would trust the 

platform for monitoring or for controlling non-essential functions, I would never presume to think 

it could be used for applications of the serious variety. 

Another problem encountered while tackling with this project was sensors that were incompatible 

with the Raspberry Pi or required additional units, like an analog to digital converter chip, in order 

to interface them with the RPi. Furthermore, most sensors were as accurate as they could be in 

their price range and time will tell on how long they will operate. 

A sensor that has both of the problems mentioned above is the distance sensor of the second node. 

It suffers from both inconsistent readings thanks to interference for weather effects such as the 

sun and rain and the fact that it requires an ADC to work with the RPi. 

 Project problems and future development 

By far the biggest problem with the project the number of parts required to construct the nodes, 

from specific spaces, cable glands, etc. to the actual acrylic 2-way mirror. Also, while somewhat 

adept with electronics and programming, this author’s knowledge of woodworking hampered and 

delayed the construction of the housing enclosures for the nodes that required them. Which meant 

that while the prototyping and testing of most of the nodes had been completed with the 

submission of this thesis, the remaining nodes would be installed after. 

One successful aspect of this project is that it can be evolved later on with the addition of other 

nodes, with different functions. For example, in the planning stages of this project, there was an 

idea for node that it would be interactive in nature, maybe some application with face-recognition 

properties or a social media node. 

The most important aspect of Raspberry Pi and every other open source platform is that when it 

has support from the community, it can evolve exponentially. 
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Appendix  

A – Software – Datasheets - Code 

List of software used in preparing this thesis 

1. PyCharm IDE – Python programming 

2. Thonny IDE – Python programming 

3. NetBeans – Java programming 

4. Notepad++ - General Editor 

5. dB Forge Studio – Database management 

6. Visio 2016 – Diagrams design 

7. Fritzing – Breadboard & schematic design program 

8. PuTTY – Connecting – transferring files to Raspberry Pi & the virtual server 

9. RealVNC - Connecting – transferring files to Raspberry Pi 

Datasheets of sensors – devices used in the project 

1. AMS TSL2591 [211] 

2. Anemometer [212] 

3. Bosch BME680 [213] 

4. LCD HD4470U [214] 

5. MCP3008 [215] 

6. MFRC522 (RFID) [216] 

7. Parallax PIR (motion) sensor 

8. RGB backlight positive LCD 16x2 - black on RGB 

9. Sensirion SGP30 [217] 

10. Sharp - GP2Y0A710K0F (Distance Measuring Sensor Unit - 100 - 550 cm) [218] 

Project code & additional data 

Code for the project of this thesis is available on GitHub along with additional information 

https://github.com/mentalgr/RPI-IHU-IoT-Project 

 

 

https://github.com/mentalgr/RPI-IHU-IoT-Project
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B – Project Pictures 

 

Figure 42 – Node #3 prototyping. 

 

Figure 43 – Testing the MFRC522 – Lock-style solenoid function 
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Figure 44 – Node #1 prototyping 
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Figure 45 – Node #3 with finished housing 



   -105- 

 

Figure 46 – Sensors & Parts 
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Figure 47 – All the sensors-devices and their connections of node #1
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C – Specifications 

Model Pi – Model B Pi Zero v1.3 Compute Module 3+ Pi 3 – Model B+ Pi 3 – Model A+ 

Release Date April 2012 February 2017 January 2019 March 2018 November 2018 

SOC Type Broadcom BCM2835 Broadcom BCM2837B0 

Architecture ARMv6Z (32-bit) ARMv8-A (64/32-bit) 

CPU 700 MHz/1GHz Single Core ARM1176JZF-S 1.2GHz / 1.4GHz Quad Core Arm Cortex-A53 

RAM 512 MB / 1 GB  

GPU Broadcom Video Core IV 1080p30 / p60 

C
o
n

n
ec

ti
v
it

y
 

USB 2 1 x Micro USB (OTG) 1 4 1 

Ethernet - - - 10/100/1000Mbit/s - 

Wi-Fi - 802.11n - 802.11ac Dual Band 2.4GHz & 5GHz 

Bluetooth - 2.0/4.1 - 2.0/4.1/4.2 LS BLE 

Video HDMI, RCA, DSI Mini HDMI, Composite HDMI, 2xDSI HDMI, Composite, DSI 

Audio HDMI, 3.5mm Jack Mini HDMI  HDMI, 3.5mm Composite 

Camera 15 pin CSI (Camera Serial Interface) 

GPIO 26 40 46 40 40 

Memory  SD microSD On-Board eMMC 8/16/32 GB microSD 

Size Mm / (g) 85.6 x 56.5 / (45) 65 x 35 / (9) 67.6 x 31 / (7) 85.6 x 56.5 / (45) 65 x 56 / (29) 

Table 9 – Raspberry Pi different model
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