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Chapter 1

Introduction

1.1 Purpose of the study

Thermoelectricity is the simplest technology applicable and environmentally friendly
solution for direct heat-to-electricity energy conversion. A typical thermoelectric (TE)
module is composed of n-type and p-type semiconductors connected electrically by
metallic conductive contact pads. When a temperature gradient is applied to a TE
module, the charge carriers at the hot side tend to diffuse to the cold side, producing
an electrical voltage. Since these TE generators have no moving parts, they are small
and quite reliable. It is why they are used in some spacecraft (like Voyager, Cassini,
and others). However, the TE is not a very efficient device due to their small power
factor (PF) and figure of merit (ZT ) values, which are key parameter for describing the
performance of TE materials. The PF and ZT depends on the electrical conductivity,
the Seebeck coefficient, and the thermal conductivity. In order to increase the PF
and ZT values, a theory to confined the electrons using low-dimensional materials
was proposed by Prof. Dresselhaus (MIT, USA) in 1993 [1, 2]. This general theory
showed that the TE power factor is enhanced by the confinement effect, which is
determined by the effective size of the electron wave functions in the nonprincipal
direction for low-dimensional materials, such as the thickness in thin films and the
diameter in nanowires. The Dresselhaus theory has really spurred the development of
the TE over the last 25 years. Since 1993, TE field has made a lot of progress on low-
dimensional nanostructure and their applications in TE. However, they also noticed
that some common materials such as Si nanowires did not show enhancement of the PF
although their confinement length is sufficiently small [3, 4]. Recently, we proposed a
update theory for the Dresselhaus theory, which can answer the question that why the
Dresselhaus theory fails in some exceptional materials. By theoretically investigate
the PF of the low-dimensional semiconductors, we found that the PF is enhanced
only when the confinement length is smaller than the thermal de Broglie wavelength,
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2 Chapter 1. Introduction

which about 5-100 nm depends on the effective mass of electron. Since it might be
difficult for experimentalists to obtain one-dimensional nanowires with diameters down
to few nanometers, the two-dimensional (2D) monolayer materials with extremely
small thickness (∼ 1 nm) are naturally a good candidate as a thermoelectric material.
However, the thermoelectric performance of 2D materials still need to be improved for
industrial applications, which requires a ZT value > 2 at room temperature.

The purpose of this thesis is to find new strategies to improve the thermoelec-
tric performance in 2D materials including monolayer InSe and tetradymites (Bi2Se3,
Bi2Te2Se, and Bi2Te2S). This thesis also presents a new dimensionless parameter con-
sisting of the optimum PF and lattice thermal conductivity (without electronic thermal
conductivity), it is possible to unify optimum ZT of both bulk and low-dimensional
semiconductors into a single universal curve that covers many materials with different
dimensionalities.

1.2 Organization

This thesis is organized into five chapters. Chapters 1 and 2 form basic information of
this thesis. In the remaining part of Chapter 1, we explain the background of the study.
In Chapter 2, we review the fundamentals of transport properties of low-dimensional
semiconductors and explain the methods we use in this study, the so-called one-band
and two-band models. We also introduce the density functional theory (DFT) calcu-
lations for electrical and thermal conductivities. In Chapter 3, we review a quantum
effect in thermoelectricity of low-dimensional materials. The main results of this thesis
are presented in Chapters 4, 5 and 6. In Chapter 4, we show calculated results for
the thermoelectric performance of 2D InSe. In Chapter 5, we show calculated results
for the power factor and figure of merit of 2D tetradymites (Bi2Se3, Bi2Te2Se, and
Bi2Te2S). In Chapter 6, we show an universal curve of optimum thermoelectric figure
of merit for bulk and low-dimensional materials. Finally, in Chapter 7, a summary of
this thesis is given.

1.3 Backgrounds

In this section, we review some backgrounds in the thermoelectric field that motivate
the present work. We will discuss the fundamental effects of thermoelectricity inclu-
ding the Seebeck effect and the Peltier effect. Then, we show some general concepts
on thermoelectric devices, such as the power factor PF, the figure-of-merit ZT , and
the output power density Q. Finally we briefly discuss the enhancement mechanisms
and strategies for higher performance thermoelectric materials.
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Figure 1.1 Illustration of the Seebeck effect. By moving electron from left to right, voltage
appears.

1.3.1 Entangling heat and charge

Thermoelectricity was discovered experimentally in 1821 by a German physicist, Tho-
mas Johann Seebeck. It is thus not surprising that the thermoelectric coefficient is
called as the Seebeck coefficient S, but often it is also referred to as thermoelectric
power (TEP) or thermopower. T. J. Seebeck made an important observation. After
connecting a bismuth wire to an antimony wire, he found a voltage between the two
free ends of the pair of wires by heating the junction region between the two wires.
This was the first thermoelectric effect with electricity. The Seebeck coefficient, S,
is defined by how much voltage difference, ∆V , develops in response to the applied
temperature gradient ∆T , which can be expressed as

S = −∆V
∆T . (1.1)

The units of the Seebeck coefficient is volts per kelvin (V/K) in SI units.
The origin of the voltage in the Seebeck effect can be understood by the following

simple explanation. Imagine a semiconductor (or metal) wire whose one end is touched
to a cold source and the other in a hot source, as shown in Fig. 1.1. There is a large
distribution charge of the carrier above the Fermi energy, EF, at the hot region based
on the Fermi-Dirac distribution function as shown in Fig. 1.1 left. In contrast, there is
small distribution of the carrier above EF at the cold region as shown in Fig. 1.1 right.
In addition, the carrier at the hot region have higher kinetic energy (KE), since the
averaged value of KE = 3

2kBT for an ideal gas, where kB is the Boltzmann constant and
T is the absolute temperature. The carriers are thus more agile than those at the cold
region. Therefore, the carriers (either electrons or holes) will flow from the hot region
to the cold region, which may generate a voltage difference ∆V in the semiconductor
wire [Fig. 1.1]. However, if the electrons and holes move in the same direction, we do

Fig. 1.1: Fig/chapter1-fig1.pdf



4 Chapter 1. Introduction

not get the net electronic current because they will cancel each other. Thermoelectric
devices are thus made by two types (n-type and p-type) of semiconductor [Fig. 1.2],
which allow major electrons (n-type) or holes (p-type) moving.

The second thermoelectric effect, which is the inverse of the Seebeck effect, was
discovered in 1834 by a French physicist Jean-Charles Peltier. While the Seebeck
effect can occurs in a single wire of conducting material, the Peltier effect is observed
when two different conductors are brought together at a junction. By passing a direct
current I through the two junctions, it can create a temperature difference between the
two junctions. This effect may sound similar to Joule heating, which is the generation
of heat by passing an electric current through a metal, but in fact it is not. In Joule
heating, the current is only increasing the temperature in the material in which it
flows. However, in Peltier effect devices, a temperature difference is created, i.e., one
junction becomes cooler and the other junction becomes hotter. Generation of the
heat ±Q per unit time occurs at the two junctions depending on the direction of the
electric current. The Peltier coefficient, Π, is defined by [5]

Π = −Q
I
. (1.2)

The units of the Peltier coefficients is the volts (V) in SI units. Twenty years later,
William Thomson (the future Lord Kelvin) argued that Seebeck and Peltier effects
were intimately connected and same phenomenon. The Seebeck and Peltier coefficients
are related by the Kelvin relationship [5]

Π = ST, (1.3)

which can be derived by applying irreversible thermodynamics [5].
The Seebeck effect is the basis for power-generation devices and the Peltier effect

is the basis for many modern refrigeration devices. The devices are not using only one
semiconductor “legs”; they use two types (n-type and p-type) of semiconductor that
are connected in series (thermocouple), as shown in Figs. 1.2 (a) and (b). Negatively
charged electrons carry electrical current in the n-type leg, whereas positively charged
holes carry the current in the p-type leg. A thermoelectric module is built up of an
array of these couples, arranged electrically in series and thermally in parallel [6], as
shown in Fig. 1.2 (c).

1.3.2 Thermodynamic origin of thermoelectricity

As show in Section 1.3.1, we can explain the thermoelectric effects by using the Fermi-
Dirac distribution. In this section, we will try to answer the following question: What
is the basic physic picture for observing an electric field by a thermal gradient? Does
we need a Fermi-Dirac distribution to explain the Seebeck effect?

Fig. 1.2: Fig/chapter1-fig2.pdf
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Figure 1.2 Thermoelectric devices are shown, configured for (a) power generation (See-
beck effect) or (b) refrigeration (Peltier effect). Thermocouple is a simple thermoelectric
device including both the n-type and p-type semiconductors that are connected in series.
(c) State-of-the-art thermoelectric modules can contain up to several thousand individual
thermocouples. (Taken from graphics of S. Williams, www.thermoelectrics.com.)

The answer is YES and this answer is given by the paper which was published by
Herbert Callen in 1948 [7]. In his paper, the thermoelectric effect are explained by
using the first and second law of thermodynamics. In equilibrium thermodynamics,
an infinitesimal change in Gibbs free energy, δG, can be expressed as

δG = TδS̃ + µδN + pδV, (1.4)

where, the entropy S̃, number of particle N , and volume V are extensive quantities,
and the temperature T , chemical potential µ, and pressure P are intensive quantities.
The extensive parameters depend on the size of the system, while the intensive ones
do not. Let us neglect the PδV term since the P and V do not play a role in the
generation of thermoelectricity. To consider the energy flow in such a system, we will
quantify the energy flux as the amount of energy flowing per second and per unit area:

JG = TJ S̃ + µJN , (1.5)

where, J S̃ and JN are flux densities of entropy and number of particle per second and
per unit area, respectively. According Eq. (1.5), there are two ways of carrying energy
from one place to the other. One way is to move a finite entropy (i.e. a finite number
of configurations) at a given temperature. Another way is to displace a number of
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particles, each with their chemical potential. We now want to know how the system
responds to a temperature gradient or a gradient of chemical potential. Let us take
the divergence of Eq. (1.5):

∇ · JG = ∇T · J S̃ + T∇ · J S̃ +∇µ · JN + µ∇ · JN . (1.6)

According to the first law of thermodynamics, energy is conserved, that means that
in any given region of the system, the flow of incoming and outgoing energy should
cancel out for thermal equilibrium state. We thus have

∇ · JG = 0. (1.7)

Here, we consider the system in which the number of particles is conserved, then we
can take

∇ · JN = 0. (1.8)

On the other hand, according to the second law of thermodynamics, entropy is not
conserved. In contrast to the Gibbs free energy G and the particle number N in a
steady-state system, entropy S̃ can grow with time as

∇ · J S̃ = ṡ, (1.9)

where ṡ is the changing rate in entropy per volume.
With all constraints in Eqs. (1.7), (1.8), (1.9), Eq. (1.6) can be rewritten as

0 = ∇T · J S̃ + T ṡ+∇µ · JN . (1.10)

For the sake of simplicity, let us consider on the case of ṡ = 0 (no new entropy
is produced as time goes on). When, we apply a gradient of the chemical potential
(∇µ 6= 0), the particles moving along or opposite to this gradient lose or gain a energy
as they flow. Since each particle has a finite degree of freedom, the flow of particles is
also a flow of entropy. In order to conserve the total energy, a temperature gradient
(∇T 6= 0) is generated to eliminate the total energy flow from Eq. (1.10). Therefore,
in any system where both energy and number of particle are conserved, a gradient
in the chemical potential generates a temperature gradient and vice versa. This is
the fundamental reason for the existence of the thermoelectricity in any materials.
In other words, the thermoelectricity is a consequence of the first and second laws of
thermodynamics in a system with a fixed number of particles. We note that in almost
all macroscopic systems, the particles are scattered during their moving from one side
of the system to the other side. Therefore, the local entropy are generated (ṡ 6= 0).
For this general case, the sign and magnitude of the temperature gradient is given by
balance between the change in the potential energy and the continuous production of
entropy.
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1.3.3 Seebeck coefficient as a measure of entropy per carrier

The Seebeck coefficient of a given material is defined as the electric field (or voltage)
generated by a temperature gradient in Eq. (1.1). However, this definition does not
explain physical meaning of the Seebeck coefficient. There is an alternative definition
of the Seebeck coefficient that was formulated by Callen in 1948 [7]. According to the
Callen’s paper, the Seebeck coefficient is the ratio of entropy flow to particle flow in
the absence of a thermal gradient. Let us consider a system as shown in Fig. 1.1, the
energy per carrier is equal at any position in this system for a steady state,

U(T1) + qV (T1) = U(T2) + qV (T2), (1.11)

where U(T ) and V (T ) are the energy of carrier and themoelectric voltage at tem-
perature T , q is charge of carrier. In the limit of T1 → T2, the Seebeck coefficient
S = −dV/dT reduces to

S =
(

dU
dT

)
/q, (1.12)

dU/dT is equal to the specific heat c per carrier. If c is linear to T (i.e., c = αT ),
then the entropy S̃ is given by S̃ =

∫
c dT/T =

∫
α dT = c. Then Eq. (1.12) can

be rewritten as S = S̃/q = c/q. Therefore, the Seebeck coefficient is a measure of
the entropy per carrier or a measure of the number of degrees of freedom traveling
carriers with itself. Since the entropy is positive, the sign of S is equal to the sign of
the carrier, and thus S is negative and positive for electrons and holes, respectively.

Now we are going to see how to explain the experimental observations of S value
in the metal and semiconductor by using the notion of the entropy per carrier. In
particular let us discuss the reason why S values in the metals are usually smaller
than kB/e ∼ 87 µV/K. Of course, these observations can be also explained by using
the Boltzmann’s transport equation, which requires more complex calculations while
it does not provide a simple physical picture.

For the metals, let us consider a metal as a degenerate electron gas with a tempe-
rature much less than the Fermi temperature (typically on the order of ∼ 10000 K).
When we heat the system from 0 K, the state of the electron does not differ much
from the ground state: A few of the electron have been excited, from states just inside
the Fermi surface (EF−kBT ≤ E < EF) to states just outside (EF < E ≤ EF +kBT ),
where EF is Fermi energy. Let us consider these electrons close to the Fermi energy
behave like the ideal gas, then the energy of an ideal gas is

U = 3
2NkBT, (1.13)

whereN is the number of excited electron (not the total number of electrons in system).
We can estimate N with the number of electrons that are within the energy interval
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of dE = kBT inside the Fermi surface, then

N = 2
∫ EF+kBT

EF−kBT

D(E)f(E)dE, (1.14)

where the factor of 2 again comes from the spin states of the electrons. D is the
density of states, and D at the Fermi energy as D(EF) = 3Ntot/4EF for the case of
three dimension, where Ntot is the total number of electrons. f(E) is the Fermi-Dirac
distribution, and inside and close to the Fermi surface, f(E) ∼ 1. Equation (1.14) can
be rewritten as

N ≈ 23Ntot

4EF
kBT = 3

2Ntot
kBT

EF
. (1.15)

By inserting Eq. (1.15) into Eq. (1.13), we get the energy for the excited electrons
as

U ≈ 9
4NtotkB

kBT
2

EF
. (1.16)

The electronic heat capacity per carrier is then

c ≈ 1
Ntot

dU
dT = 9

4kB
kBT

EF
. (1.17)

The Seebeck coefficient for a metal is thus given by

S = c

e
≈ 9

4
kB

e

kBT

EF
� kB

e
≈ 87 µV/K. (1.18)

Thus the characteristic S of a metal decreases with decreasing temperature and is
much smaller than kB/e. It is much less than S ≈ 3/2(kB/e) which is the case of the
classical electron gas [8].

For a semiconductor, on the other hand, we consider a simplest case with only
one type of carrier, say electrons in the conduction band (n-type). The energy of the
electrons is essentially given by the half of energy band gap Eg/2. The “heat” of a
carrier is the difference in its energy from the chemical potential µ ≈ EF, i.e., “heat”
= 〈E−µ〉 ∼ Eg−µ ∼ Eg/2. The Seebeck coefficient for a semiconductor is thus given
by

S ≈ Eg/2
eT

≈ kB

e

Eg
2kBT

� kB

e
≈ 87 µV/K. (1.19)

Therefore, the characteristic of S for a semiconductor is much larger than 87 µV/K
and S increases with decreasing temperature. Since the Seebeck coefficient is a kind
of entropy, one might expect that it must go to zero as T → 0. However, if there are
no carriers then their entropy does not matter. Thus the real requirement of the third
law of thermodynamics is lim

T→0
σS = 0, where σ is electrical conductivity of carrier. A

semiconductor for example has divergent S when T → 0, but a faster decrease in σ

when T → 0.
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Figure 1.3 A thermoelectric power generator consists of two semiconductors (n-type and
p-type). In a temperature gradient, electrons and holes tend to move from the hot to the
cold side, which generates a voltage.

1.3.4 Power factor PF and figure of merit ZT

In section 1.3.1, 1.3.2 and 1.3.3, we discussed the Seebeck coefficient and its thermo-
dynamics origin. In this section, we will discuss which parameters are important for
a thermoelectric devices. A thermoelectric device should be operated at maximum
power and/or maximum efficiency. In applications where the heat source is essentially
free of charge (e.g., solar heat, nuclear power, or waste-heat from cars), the minimum
cost of generating total power is achieved by operating at maximum power [9]. On the
other hand, when heat source is expensive (e.g., fossil fuel combustion), the maximum
efficiency is important to reduce the cost of generating power. For maximizing the
power or the efficiency, it is required to optimize the electrical power density Q or the
figure of merit ZT , respectively.

The electrical power Pout or the Joule heat delivered to the load as shown in Fig. 1.3
is given by

Pout = I2RL, (1.20)

where I is the electric current and RL is the resistance of the load. The units of Pout

is the watt (W) in SI units. If we ignore the thermal and electrical contact resistance,
the current I is induced by the Seebeck effect

I = S(Th − Tc)
RL +R

, (1.21)

where, S = Sp−Sn and R = Rp +Rn represent the Seebeck coefficient and resistivity
of the thermocouple (p-type and n-type legs) in the thermoelectric device. Th and Tc
are the temperatures at the hot and cold sites, respectively. Here, we assume that S

Fig. 1.3: Fig/chapter1-fig3.pdf
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and R are constants, and Th and Tc are given by the boundary condition. We can now
determine the maximum output power as a function of RL from Eqs. (1.20) and (1.21)
by solving d(Pout)/d(RL) = 0. The maximum out power, Pmax, is found to be

Pmax = 1
4
S2(Th − Tc)2

R
, (1.22)

which occurs the case that the load resistance is RL = R. The electrical resistance of
the thermocouple (R = hl/σA) can be written in terms of the thermocouple geometry
(that is sum of cross-sectional areas for the n-type and p-type legs A = Ap + An and
leg length hl = hp = hn) and the electrical conductivity, σ = σpσn/(σp + σn), of the
thermocouple. Using σ and A, Eq. (1.22) can then be written by

Pmax = 1
4hl

S2σ(Th − Tc)2A. (1.23)

In Eq. (1.23), the term S2σ is known as the power factor PF = S2σ. Out power
density Q is defined by

Q = Pmax

A
= 1

4hl
PF(Th − Tc)2, (1.24)

The units of Q for the thermocouple is the watt per unit area (W/m2). Equation (1.24)
shows that high PF is required for optimizing Q. The output power density can
increased, too, by decreasing the leg hl of the thermocouple.

Now let us consider the heat flow into the hot side, Pin, which consists of three
components. They are: (1) the heat flow through the thermoelectric material due to
the thermal conductance of the material (Pcond), (2) the absorbed heat at the hot
junction due to the Peltier effect (PPelt), and (3) the heat that arrives at the hot side
due to the Joule heating of the thermocouple with the assumption that half of this
heat goes to the hot side and the other half to the cold side (PJoule). We can write as

Pin = Pcond + PPelt − PJoule = κ
A

hl
(Th − Tc) + SITh −

1
2I

2R, (1.25)

where κ = κpκn/(κp + κn) is the thermal conductivity of the thermocouple (p-type
and n-type legs).

Since the output power and the input power are both observed, the efficiency can
be computed. The efficiency η of a thermoelectric generation device is measured as
the ratio of output power delivered to the load (Pout) to the heat flow into the hot
side of the thermocouple (Pin).

η = Pout

Pin
. (1.26)

In the case of maximum of power output (Pmax), and substituting Eqs. (1.22) and (1.25)
into Eq. (1.26), η can be expressed as

η = Th − Tc
3Th + Tc

2 + 4
Z

. (1.27)
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where Z is given by

Z = S2σ

κ
. (1.28)

The quantity Z is intrinsically determined by the physical properties of the thermo-
couple. However, RL = R, that is the condition for Pmax, is not the condition for
maximizing efficiency. If we denote m = RL/R and substituting Eqs. (1.20), (1.21),
and (1.25) into Eq. (1.26), then η is generally expressed as

η = Th − Tc
Th

m

1 +m

1 + 1 +m

ThZ
− Th − Tc

2Th(1 +m)

. (1.29)

We can see from Eq. (1.29), η is a function of the temperatures at the hot and cold
junctions, of Z, and of m. By solving d(η)/d(m) = 0, the maximum efficiency is given
by

ηmax = Th − Tc
Th

√
1 + ZT − 1

√
1 + ZT + Th

Tc

, (1.30)

whereas the corresponding value for m is m =
√

1 + ZT . Here, the average tempera-
ture T of the hot and cold side is defined by

T = Th + Tc
2 . (1.31)

The unit of Z is (1/K), but the commonly used combined quantity ZT is dimensionless.
It is then named the (dimensionless) figure-of-merit, which can be rewritten as

ZT = PF
κ
T, (1.32)

One realizes that the larger ZT is the higher efficiency. Equations (1.24) and (1.30)
show that increasing the PF value is important to enhance not only Q but also ZT
for power generation applications, respectively.

1.3.5 Enhancement mechanisms and strategies for higher
performance thermoelectric materials

As is discussed in Section 1.3.4, the efficiency of a solid-state thermoelectric power-
generator is evaluated by the power factor PF = S2σ and the dimensionless figure of
merit, ZT = S2σκ−1T . A fundamental aspect in the research of thermoelectricity is
the demand to maximize the PF and ZT values by having large S, high σ, and low
κ. However, since the transport characteristics, σ and κ, are generally interdependent
according to the Wiedemann-Franz law κ/σ = LT , in which L ∼ 2.44×10−8 WΩK−2,
it has always been challenging for researchers to find materials with ZT > 2 at room
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temperature [10, 11]. Huge efforts have been dedicated to reduce κ using semicon-
ducting materials by adopting low-dimensional structures, in which κ is dominated by
phonon heat transport. For example, Boukai et al. [3] showed that experiments using
Si nanowires have observed that κ can be reduced below the theoretical limit of bulk
Si (0.99 W/mK) because the phonon mean free path is limited by boundary scattering
in nanostructures. In their experiments, the reduction of the semiconducting nano-
wire diameter is likely to achieve a large enhancement in thermoelectric efficiency with
ZT > 1 at room temperature [3, 4]. The success in reducing κ thus leads to the next
challenge for increasing the thermoelectric power factor PF = S2σ.

The importance of maximizing the PF can be recognized by the fact as we discussed
in Section 1.3.4 that when the heat source is unlimited, the ZT value is no longer a
good parameter to evaluate the thermoelectric efficiency. In this case, the output power
density Q is important to be evaluated [12, 13]. The PF term appears in the definition
of Q, particularly for its maximum value, Qmax = PF(Th−Tc)2/4h` [Eq. (2.24)]. Since
the term (Th − Tc)2/4h` is given by the boundary condition, Q is mostly affected by
the PF. Therefore, increasing the PF value is important to enhance not only ZT but
also Q for power generation applications.

In this thesis, we thus would like to consider several mechanisms to improve PF
such as using low-dimensional materials (Chapter 3), convergence of electronic bands,
in particular the two-dimensional InSe (Chapter 4) and tetradymites (Chapter 5).
We also introduce a new performance parameters (Chapter 6), which show a directly
relationship between the PF and ZT despite of the fact that the two quantities are
generally given by different values of chemical potentials.

1.3.5.1 Low-dimensional materials

The phenomenon of thermoelectricity was first observed by Thomas Johann Seebeck
in 1821. For over a century thermocouples were made from metallic conductors and
though many different metals were investigated, efficiencies rarely exceeded 3% [8].
The voltage generated by the metallic thermocouples are relatively small and it is
not enough to make a practical thermoelectric generator. Following the development
of semiconductors in the 1950s, by replacing the metals with bulk semiconductors
improved the efficiency of thermocouples by more than an order of magnitude [8].
The commercial solid-state power generation systems using bulk semiconductors have
been the technology for the space missions, including the Voyager I and II probes
to the outer planets and, more recently, the Cassini mission to Saturn [11]. A big
improvement, but normal thermoelectric technology would still cost too much and
consume too much electricity to replace that conventional generators in industry.

With the introduction of low-dimensional materials and concepts based on na-
nostructuring, however, the thermoelectricity field has witnessed truly dramatic gro-
wth over the past 25 years. Heremans et al. [14] have shown the evolution of the
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Figure 1.4 Evolution of the maximum ZT over time [Ref. [14]]. Materials for thermoelectric
cooling are shown as blue dots and for thermoelectric power generation as red triangles. The
material systems that have achieved ZT > 1 have been based on nanostructuring.

thermoelectric efficiency, which is characterized by figure-of-merit ZT value, as a
function of time as shown in Fig. 1.4. It is important to note that some material
systems that have achieved high ZT values have been based on nanostructuring. A
theoretical study by Hicks and Dresselhaus in 1993 predicted the potential benefits
of low-dimensional materials to thermoelectrics in their seminal articles [1, 2] on the
modeling of thermoelectric thin films and nanowires. In these structures, electrons
are confined to a physical space with lower dimensions, and the resulting density of
states exhibits sharp transitions with respect to energy in particular near the Fermi
energy, which is desirable for a high Seebeck coefficient. This quantum confinement
effect was confirmed experimentally in 1996 using PbTe/Pb1−xEuxTe, which exhibi-
ted a thermoelectric figure-of-merit value up to about five times greater than that of
the corresponding bulk value [15]. It is thus intriguing to evaluate thermoelectricity
in low-dimensional semiconductors that might have excellent thermoelectric perfor-
mance, either theoretically or experimentally. However, if we look at some previous
works more carefully into the subject of the confinement effects on the PF, there were
some experiments which showed that the PF values of Si nanowires is still similar
to that of the bulk values [3, 4], while other experiments on Bi nanowires show an
enhanced PF values compared to its bulk state values [16]. This situation indicates
that there is another parameter that can be compared with the confinement length.

In this thesis, we will show that the thermal de Broglie length is a key parameter

Fig. 1.4: Fig/chapter1-fig4.pdf
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that defines the quantum effects in thermoelectricity (Chapter 3). In order to show
these effects, we investigate the quantum confinement effects on the PF for typical low-
dimensional semiconductors. By comparing the confinement length with the thermal
de Broglie length, we can obtain an appropriate condition to optimize the PF.

1.3.5.2 Two-dimensional InSe

Let us discuss some particular low-dimensional materials that we discuss in this thesis
including 2D InSe (Chapter 4) and 2D tetradymites (Chapter 5). Recent advances
in the fabrication and characterization of 2D materials such as the transition metal
dichalcogenides (TMDs), black phosphorus (BP), and group III chalcogenides have
allowed researchers to look up unique electronic properties of the materials and utilize
them in various electronic applications [17, 18, 19]. Research on thermoelectricity,
which is intended to convert waste heat into electric energy, should also benefit from
the advances of the 2D materials. Unlike graphene, the TMDs, BP, and group III
chalcogenides have finite values of energy band gaps that could enable the enhan-
cement of thermoelectric properties due to the quantum confinement effects in the
low-dimensional semiconductors [20]. It is thus important to predict the best ther-
moelectric 2D material theoretically.

The improvement of thermoelectric PF and ZT strongly depend on the optimiza-
tion of electronic and thermal transport properties, in which the 2D materials may
serve as a good candidate [21, 22, 23, 24, 25]. For example, using the electric-double-
layer transistor configuration, it was found that the Seebeck coefficient of 2D BP
reached 510 µV/K at 210 K, which is much higher than the bulk BP (340 µV/K at
300 K) [21]. Monolayer BP also exhibits a strong spatial anisotropy in electrical and
thermal conductivities, which makes the ZT in the armchair direction larger than
that in the zigzag direction [23]. However, it is known that the 2D BP reacts strongly
with chemical species in air and thus the thermoelectric device can be quickly de-
grading. As for TMDs such as MoS2, MoSe2, WS2 and WSe2, these materials show
thickness-dependent thermoelectric properties and maximum PF of about 0.34 and
0.15 W/K2m for n-type monolayer MoSe2 and p-type MoS2 monolayers, respectively,
which are much higher than those of bulk (0.02 and 0.03 W/K2m for bulk n-type
MoSe2 and p-type MoS2, respectively) [26].

In the family of 2D semiconductors, the band structure of monolayer group III
chalcogenides such as InSe, GaSe, or GaS are rather unusual, having combination of
a flat band in the top of the valence band and a parabolic band in the bottom of con-
duction band. This feature leads to appearance of a very sharp peak in the electronic
density of states (DOS) at the top of the valence band and an almost constant DOS at
the bottom of the conduction band [27, 28, 29], as shown in Fig. 1.5. A recent report
by Geim’s group has shown that the carrier mobility in few-layer InSe may exceed 103

cm2V−1s at room temperature [30] as shown in Fig. 1.5. In an earlier experiment,
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Figure 1.5 (a) Crystal structure of the two-dimensional InSe, in which purple and red
spheres correspond to indium and selenium atoms, respectively. (b) T dependence of the
Hall mobility µ for the 6-layers InSe [30]. (c) The density of states (DOS) of the monolayer
InSe. Relatively constant DOS in the conduction band is enclosed by a dotted box [29].

Rhyee et al. showed that the bulk InSe crystal exhibits a low thermal conductivity,
κ < 1.2 W/mK, at room temperature [31], and the thermal conductivity decreases
with increasing temperature (0.74 W/mK at 705 K), giving ZT = 1.48. By using
constant relaxation time in Boltzmann transport theory, Wickramaratne et al. [32],
showed thickness-dependent thermoelectric properties of 2D group III chalcogenides.
From these results, it seems that both the electrical and thermal transport properties
of InSe are beneficial for thermoelectric performance and efficiency with both high PF
and ZT . We thus expect that InSe in its 2D form could be a good thermoelectric
material, which we will discuss in Chapter 4.

1.3.5.3 Two-dimensional tetradymites

Semiconductors based on heavy elements in a tetradymite structure (such as Bi2Te3,
Sb2Te3, and Bi2Se3), as shown in Fig. 1.6, are the most investigated TE materials
and have been of interest as the best ZT value for near room temperature TE ap-
plications [33]. Recently, Kim et al. [34] claimed a record ZT ∼ 1.85 at 320 K for
Bi0.5Sb1.5Te3 nano-particles in which grain boundary and point-defect scattering sup-
press lattice thermal conductivity, which has the potential to revolutionize the TE
industry. However, as the structure with a high density of dislocation arrays between
grains is difficult to control in the synthesis and large volume production for industry.

On the other hand, the tetradymites have also emerged as important materials
for the topological surface state, which creates additional energy levels that are avai-
lable to electrons at the surface. Recent first-principles calculations show that the
topological nature of the surface states remains robust with the film thickness of the

Fig. 1.5: Fig/chapter1-fig5.pdf
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Figure 1.6 (a) Crystal structure of the tetradymite compounds M2X3. As the difference
in electronegativity between M and X increases from the top right corner to the bottom
left corner, these materials crystallize in progressively more distorted lattices, resulting in a
structure evolves from tetradymite (b) to stibnite (c), and to orpiment (d) [33].

two-dimensional (2D) Bi2Te3 and Sb2Te3 [35]. In particular, for 2D tetradymites con-
sisting of layers of five atomic planes (a quintuple layer), the surface states can exhibit
the intrinsic convergence of multivalley bands, which is the most effective way to im-
prove the TE power factor PF = S2σ [36]. Moreover, as expected for heavy elements
and weak chemical bonds, the phonon properties of tetradymites produce a very low
intrinsic κph due to small sound velocities [33]. From these results, it seems that both
the electrical and thermal transport properties of 2D tetradymites are beneficial for
thermoelectric performance and efficiency with both high the PF and ZT . Recently,
Sharma et al. [37] showed that the ZT value of a single quintuple layer Bi2Te3 is up to
0.8 and 1.4 at 300K and 500K, respectively; however, these ZT values are still smaller
than 2 at operating temperature range of 300 − 500 K of the industry application.
Therefore, we should encourage the exploration of new thermoelectric materials in the
family of 2D tetradymite compounds with ZT > 2 at near room temprature.

In this thesis, the two-dimensional (2D) tetradymites with M2X3 compounds inclu-
ding Bi2Se3, Bi2Te2Se, and Bi2Te2S are theoretically investigated for thermoelectricity
in Chapter 5. We find a variety of favorable properties for high power factor in the 2D
tetradymites such as small energy gaps, high group velocities, small effective masses,
nonparabolic Kane bands and multi-valleys convergences. By mixtures of X elements

Fig. 1.6: Fig/chapter1-fig6.pdf
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at the middle and surface layers, we can tune the multi-valleys convergences effect,
which leads to improve the power factor whereas the lattice thermal conductivity is
decreased. Our first-principles calculations show that the p-type 2D Bi2Te2Se is a
promising p-type material with large PF and intrinsically low κph, resulting in a high
ZT from 1.4 to 2.0 at 300K and 500K, respectively.

1.3.5.4 Performance parameters

It is well-known that obtaining the optimum ZT (ZTopt) for a certain TE material,
where ZTopt is defined as the maximum value of ZT as a function of the chemical
potential, is often complicated by the interdependence of S, σ, and κ (see Eq. (1.32)).
Therefore, finding the best material to obtain as large ZTopt as possible has been a
great challenge for many years. As one strategy, using low-dimensional semiconduc-
tors as discussed above. Another strategy to find the best thermoelectric materials
is by defining a material parameter that can be the most essential one to determine
ZTopt. We can mention several efforts by researchers in the past who proposed some
parameters for evaluating ZTopt. For example, in 1996, Mahan and Sofo introduced
a dimensionless material parameter kBT/Eb [38], where kB and Eb, are the Boltz-
mann constant and the energy band width, respectively. When Eb is infinitesimal,
the transport distribution function T = v2τD forms a delta function that leads to
the largest possible value of ZTopt, where v is the carrier velocity, τ is the carrier
relaxation time, and D is the density of states of the carrier at the Fermi energy. This
work was revisited from a Landauer perspective by Jeong et al. [39], they found that
a finite Eb dispersion produces a higher ZT when the lattice thermal conductivity
is finite. Much earlier, in 1959, Chasmar and Stratton suggested that a parameter
B = 5.745× 10−6(µ/κl)(m/m0)3/2T 5/2, where µ, κl, m, and m0 are the carrier mobi-
lity, the lattice thermal conductivity, the carrier effective mass, and the free electron
mass, respectively, determines the optimum ZT [40]. Here we note that the product
of µ and (m/m0)3/2 was commonly called weighted mobility. A large B usually cor-
responds to a high ZT value at a certain chemical potential. The advantage of the
parameter B is that to obtain a good TE material, instead of checking all the in-
terdependent transport properties, one should look for a semiconductor with a high
weighted mobility and a low lattice thermal conductivity κl, which are less dependent
on each other. Although Eb and B have been used to guide researches in thermoelec-
tricity for many years, it is not possible to directly identify ZTopt by using only these
parameters. On the other hand, there have been a lot of efforts dedicated to optimize
the PF, giving the optimum power factor PFopt that can be obtained by changing the
chemical potential [5]. Since ZTopt generally occurs at a different chemical potential
from PFopt, i.e., ZTopt 6= PFoptκ

−1T , one always needs to measure or estimate ZTopt

independently from PFopt by checking again chemical potential dependence of ZT .
Therefore, it should be useful for thermoelectric applications if we can calculate ZTopt
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from the information of PFopt or other simple parameters.
In this thesis, we propose that a new material parameter α = (PFopt/κl)T can

be defined to directly determine ZTopt (Chapter 6). Although, ZTopt and PFopt are
generally optimized at different chemical potentials, the value of ZTopt can be cal-
culated using an analytical formula that involves the so-called Lambert W function,
where α can be used as an input parameter. Without losing generality, the analytical
formula for ZTopt is derived within the one-band model and nondegenerate semicon-
ductor approximation. We will show that ZTopt for both bulk and low-dimensional
semiconductors can be unified into a single universal curve, which allows us to predict
and understand the materials of different dimensions that can have better ZTopt by
simply calculating the α parameter.



Chapter 2

Theoretical methods

In this chapter, first the transport properties will be discussed for the semiconductors,
starting from the Boltzmann transport equation (BTE) in Section 2.1. Then the the
Seebeck coefficient S, electrical conductivity σ, and electronic thermal conductivity
κe are obtained from the BTE for electrons within framework one-band model of
semiconductor in Section 2.1.1. Then we discuss the physical meaning of S, σ, and κe

in Section 2.1.1.1. Similarly, the lattice thermal conductivity κph will be given from
the BTE for phonons. The results will be particularized to low-dimensional material
for the case of thermoelectric power factor (Section 2.1.2).

2.1 Boltzmann transport formalism for carriers

The central concept in the Boltzmann approach is the existence of the distribution
function f(r,k, t), which is the probability of occupation of a carrier (electron or hole)
at time t at r with the wavevector lying between k. Under the condition equilibrium
without external electric or magnetic field and thermal gradients, the distribution
function is given by quantum-statistical physics as the Fermi-Dirac function for Fer-
mions

f0(E) = 1

1 + e
E(k)−µ(r)
kBT (r)

, (2.1)

where E(k) is the energy of the electron, µ(r) is the chemical potential, T (r) is the
absolute temperature as a function of position r, and kB is the Boltzmann constant.
Here we assume that µ(r) and T (r) are slowly changing with changing r so that local
thermal equilibrium works. It is thus known that the transport properties of solids
are given by the energy dispersion relations E(k) near the Fermi energy.

For a given external perturbation such as an electric field or a thermal gradients, the
carriers in a semiconductor move and change momentum in their trajectory [r(t), k(t)].
In Fig. 2.1, we show several trajectories in the phase space. Let us consider a carrier
at the A′ and A positions on the trajectory 2 at time t and t− dt, respectively. There

19
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Figure 2.1 Illustration of trajectories in position-momentum space. Carriers move along a
trajectory according to Newton’s laws. Scattering changes the carrier’s momentum, but does
not affect its position.

are three possible processes under a carrier moving from A to A′: the diffusion, the
effect of external forces and the collisions.

Let us take a fixed k, one can say that the carriers in the small volume dr at the
position r at the time t are those who were at the position r− vdt at the time t− dt,
where v = dr/dt is the velocity of a carrier. The probability of occupation of a carrier
at the time t is the same as the probability of occupation of a carrier at the time t−dt.
So f(r,k, t) = f(r− vdt,k, t− dt) = f(r,k, t− dt)− v∂f∂r dt. We can write this as

∂f

∂t

∣∣∣∣
diffusion

= −v∂f
∂r . (2.2)

Similarly for a given position r, one can say that the carriers of wavevector k at
the time t had the wavevector k− ∂k

∂t dt at the time t− dt. This gives that f(r,k, t) =
f(r,k− ∂k

∂t dt, t− dt) = f(r,k, t− dt)− ∂k
∂t

∂f
∂k dt. We can write this as

∂f

∂t

∣∣∣∣
fields

= −∂k
∂t

∂f

∂k . (2.3)

The remaining change of f(r,k, t) as a function of the time t can be treated by
∂f
∂t

∣∣∣
collisions

, in which a carrier is scattered by collision of the electron-phonon inte-
raction or scattered by the defect.

Finally, we obtain the Boltzmann equation as

∂f

∂t
= ∂f

∂t

∣∣∣∣
diffusion

+ ∂f

∂t

∣∣∣∣
fields

+ ∂f

∂t

∣∣∣∣
collisions

= −v∂f
∂r −

∂k
∂t

∂f

∂k + ∂f

∂t

∣∣∣∣
collisions

. (2.4)

The Boltzmann equation is solved using the following two approximations:
Fig. 2.1: Fig/chapter2-fig1.pdf
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1. The perturbation due to external fields and forces is assumed to be sufficiently
small so that the distribution function can be linearized and written as

f = f0 + f1, (2.5)

where f0(E) is the Fermi-Dirac equilibrium distribution function in Eq. (2.1),
while f1(r,k) is the perturbation term.

2. The collision term in the Boltzmann equation is written in the relaxation time
approximation (RTA) so that the system returns to equilibrium experimentally

∂f

∂t

∣∣∣∣
collisions

= −f − f0

τ
= −f1

τ
, (2.6)

where τ is the relaxation time and in general, τ is a function of wavevector k, i.e.,
τ = τ(k). The physical interpretation of τ is the time associated with the rate
of returning to the equilibrium distribution when the external fields or thermal
gradients are turned off. Here we consider a system when the fields are turned
off at t = 0 (i.e. no diffusion and no effect of forces and fields), the Boltzmann
equation in Eq. (2.4) becomes

∂f

∂t
= ∂f

∂t

∣∣∣∣
collisions

= −f − f0

τ
, (2.7)

which has solutions
f(t) = f0 +

(
f(0)− f0

)
e−t/τ , (2.8)

where f0 is the equilibrium distribution and f(0) is the non-equilibrium distri-
bution function at time t = 0. This result suggests that any perturbation in the
system will decay exponentially by a characteristic time constant τ .

Using the approximations, the Boltzmann equation in Eq. (2.4) can be written as

∂(f0 + f1)
∂t

= −v∂(f0 + f1)
∂r − ∂k

∂t

∂(f0 + f1)
∂k − f1

τ
. (2.9)

When the distribution function reaches a steady state and considered uniform systems
so that there is no gradient of f1 with respect to r, k, and t, (∂f1

∂t = ∂f1
∂r = ∂f1

∂k = 0)
then Eq. (2.9) can be rewritten as

f1

τ
= −v∂f0

∂r −
∂k
∂t

∂f0

∂k . (2.10)

As for the external force, let us consider the electric force F = ~dk/dt = qE , where
q = ±e is the unit charge of a carrier and E is the electric field. The the Boltzmann
equation is obtained as

f1

τ
= −v

(
∂µ

∂r
∂f0

∂µ
+ ∂T

∂r
∂f0

∂T

)
− qE

~

(
∂E

∂k
∂f0

∂E

)
, (2.11)
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where we adopt the assumption of µ(r) and T (r) as discussed above. Substituting
Eq.(2.1) and using the definition of the velocity v = 1/~(∂E/∂k) into Eq. (2.11), we
get

f1 = τv∂f0

∂E

(
∇µ+ E − µ

T
∇T − qE

)
. (2.12)

Eq. (2.12) is a solution of the Boltzmann equation in the presence of ∇µ, ∇T and E
and it applies equally for holes and electrons in a semiconductor.

2.1.1 One-band model for semiconductors

Let us apply Eq. (2.12) for semiconductor that have one energy band. The number of
charge carriers per unit volume in the range of energy from E to E + dE is given by
f1D(E)dE, where f1 is the occupation probability of a carrier that given by Eq. (2.12),
and D(E) is the density of state (DOS). Because the carriers with a charge q = −e
for the electron and q = +e for the hole, move with a velocity vα in the α direction
(α = x, y, z), the electric current density J is defined by

J =
∫
qvf1D(E)dE. (2.13)

Further, since E − µ represents the total energy transported by a carrier, the flux of
the energy W is defined by

W =
∫

(E − µ)vf1D(E)dE. (2.14)

By inserting Eq. (2.12) into Eqs. (2.13) and (2.14), we get, respectively,

J =
∫
qvτv∂f0

∂E

(
∇µ+ E − µ

T
∇T − qE

)
D(E)dE, (2.15)

and
W =

∫
(E − µ)vτv∂f0

∂E

(
∇µ+ E − µ

T
∇T − qE

)
D(E)dE. (2.16)

From Eq. (2.15), we can obtain an expression for the electrical conductivity, by
setting a zero temperature gradient ∇T = 0 and a zero carrier concentration gradient
∇µ = 0, so that the electrical conductivity tensor σ is expressed by

σ = J
E

=
∫
−q2vτv∂f0

∂E
D(E)dE. (2.17)

When we use the definition of the electric field E = −∇ϕ(r) and the chemical
potential µ(r) = Φ− qϕ(r), where Φ is the electrochemical potential, and ϕ(r) is the
electrostatic potential energy, Eq. (2.15) can be rewritten as

J =
∫
qvτv∂f0

∂E

(
∇Φ + E − µ

T
∇T
)
D(E)dE. (2.18)
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For obtaining the Seebeck coefficient, we now set a non-zero temperature gradient
∇T 6= 0, when the circuit is open and no electric current flows (i.e. J = 0 in
Eq. (2.18)), then we obtain the tensor of the Seebeck coefficient from Eq. (2.18) as

S = −∇V
∇T

= −1
q

∇Φ
∇T

= 1
qT

∫
qvτv∂f0

∂E
(E − µ)D(E)dE∫

qvτv∂f0

∂E
D(E)dE

. (2.19)

On the other hand, the electronic thermal conductivity tensor κe can be obtained
by setting no current flows (i.e. J = 0). Using Eq. (2.16), we get

κe = − W
∇T

= − 1
T

[∫
vτv∂f0

∂E
(E − µ)2D(E)dE

+

(∫
vτv∂f0

∂E
(E − µ)D(E)dE

)2

∫
vτv∂f0

∂E
D(E)dE

]
. (2.20)

All of the integrations that appear in Eqs. (2.17), (2.19), and (2.20) have the similar
form to one another. They may be expressed conveniently as

Li =
∫
T (E)(E − µ)i

(
−∂f0

∂E

)
dE, (i = 0, 1, 2), (2.21)

where a tensor for the transport distribute function as a function of E T (E) is defined
as

T (E) = v(E)v(E)τ(E)D(E). (2.22)

Thus, the transport coefficients σ, S, and κe within the one-band model can be written
in terms of the transport integrals Lα as

σ = q2L0, (2.23)

S = 1
qT

L1

L0
, (2.24)

κe = 1
T

(
L2 −

L2
1
L0

)
. (2.25)

2.1.1.1 A physical picture of transport coefficients

In this section, we wish to focus on the physics of Eqs. (2.23), (2.24), and (2.25). We
saw that the three transport coefficients S, σ, and κe are expressed as the product
of a quantized physical quantity and the convolution of two functions. Of the two

Fig. 2.2: Fig/chapter2-fig2.pdf
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Figure 2.2 Function Ii = −∂f0/∂E(E − µ)i of the integrals defining transport coefficients.

functions, one is the materials-specific transport distribution function T (E), and the
other is a function, Ii, defined as

Ii = (E − µ)i
(
−∂f0

∂E

)
, (i = 0, 1, 2). (2.26)

The profiles of the three Ii functions are plotted in Fig. 2.2 as a function of E − µ.
This functions lead to selection of relevant carriers for different transport coefficients.
In the case of charge conductivity [Eq. (2.23)], I0 probes carriers residing on the Fermi
surface. In the case of entropy transport (that is both Seebeck coefficient [Eq. (2.24)]
and electronic thermal conductivity [Eq. (2.25)]), the carriers which has slightly lower
or slightly higher energy than the chemical potential contribute to S by I1 and κe by
I2, respectively. These profiles also explain the reason why the electrical and thermal
conductivities can only be positive, while the Seebeck coefficient can present either of
the two signs since I0 > 0 and I2 > 0, but I1 can have both positive and negative
values. From Eq. (2.21), it is noted that the sign of the transport coefficients is set
by not only Ii but also T functions. However, in x direction, T can be expressed
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by T = v2
xτD, which always has a positive value and does not depend on chemical

potential. Therefore, the sign of the transport coefficients is only set by Ii function.

2.1.1.2 Transport coefficients of low-dimensional materials

The calculation of transport coefficients S, σ, and κe requires knowledge of the trans-
port distribution function T = vvτD, which depends on the carrier group velocity
v(E) of the energy band, the relaxation time τ(E), and the density of state D(E).
For the sake of simplicity, we consider a single parabolic band, in which the energy
band structure can be given as E(k) = ~2k2/2m, where k is wavevector of the carrier,
m is the carrier effective mass, and ~ is the Planck constant. We assume that the
material is isotropic with a dimension d = 1, 2, 3 for one-, two-, and three-dimensional
materials, respectively. In such case, v(E), τ(E), and D(E) are given by

v2(E) = 2E
md

, (2.27)

τ(E) = τ0

(
E

kBT

)r
, (2.28)

D(E) = 1
L3−d2d−1πd/2Γ

(
d
2
) (2m

~2

)d/2
Ed/2−1, (2.29)

where r is a characteristic exponent for τ(E), τ0 is the relaxation time constant, and L
is the confinement length for a particular material dimension, Γ(p) =

∫ +∞
0 xp−1e−xdx

is the Gamma function.
Substituting Eqs. (2.27), (2.28), and (2.29) into Eq. (2.21) yields

Li = −4τ0md/2−1

dL3−d(2π)d/2~dΓ(d2 )(kBT )r

×
∫
∂f0

∂E
Er+d/2

[
Ei −

(
i

1

)
Ei−1µ+

(
i

2

)
Ei−2µ2 + . . .

]
dE, (i = 0, 1, 2),

(2.30)

where the symbol of
(

i

n

)
is the number of combination,

(
i

n

)
= i!
n!(i− n)! for 0 ≤ n ≤ i, (2.31)

which is a specific positive integer known as a binomial coefficient. The integrals term
in Eq. (2.30) can be simplified using the product rule for j = 0, 1, 2 as∫

∂f0

∂E
EjdE = f0E

j
∣∣∞
0 − j

∫
f0E

j−1dE = −j
∫
f0E

j−1dE. (2.32)
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Then defining the reduced band energy ξ = E/kBT and the reduced chemical potential
η = µ/kBT , Eq. (2.32) is rewritten as∫

∂f0

∂E
EjdE = −j(kBT )j

∫
f0ξ

j−1dξ = −j(kBT )jFj−1, (2.33)

where
Fj =

∫
f0ξ

jdξ, (2.34)

which is called the Fermi-Dirac integral [41]. Inserting Eq. (2.33) into Eq. (2.30), we
get after some calculation

Li = −4τ0md/2−1(kBT )d/2+i

dL3−d(2π)d/2~dΓ(d2 )

[
−(r + d

2 + i)Fr+d/2+i−1

+η
(

i

1

)
(r + d

2 + i− 1)Fr+d/2+i−2

−η2

(
i

2

)
(r + d

2 + i− 2)Fr+d/2+i−3 + . . .

]
. (2.35)

Substituting Eq. (2.35) with i = 0 and 1 into Eqs. (2.23) and (2.24) we obtain the
following formula for σ and S as

σ = q2L0 =
4q2τ0m

d/2−1(kBT )d/2
(
r + d

2
)

dL3−d(2π)d/2~dΓ(d2 )
Fr+d/2−1, (2.36)

and

S = 1
qT

L1

L0
= −kB

q

(
η −

d
2 + r + 1
d
2 + r

×
Fd/2+r

Fd/2+r−1

)
. (2.37)

2.1.2 Power factor of low-dimensional materials

Using Eqs. (2.36) and (2.36), let us give an analytical formula for the power factor
PF. By changing η, we get the optimum PF value which can show the interplay
between the quantum confinement length and the thermal de Broglie wavelength in
low-dimensional semiconductors [20].

The thermal de Broglie wavelength, Λ, a measure of the thermodynamic uncer-
tainty (see detail in Appendix A) for the localization of a particle (electron or hole in
this case) of mass m, is defined by

Λ =

√
2π~2

kBTm
. (2.38)

For a given τ(E), the carrier mobility is defined by

µ0 = q〈〈τ(E)〉〉
m

, (2.39)
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where
〈〈τ(E)〉〉 ≡ 〈Eτ(E)〉

〈E〉
, (2.40)

where 〈x〉 =
∫∞

0 xe−E/kBTdE is a canonical average of x. Here, the quantity 〈〈τ(E)〉〉
is introduced to make an energy-dependent relaxation time. When we insert τ(E) in
power law form as τ(E) = τ0[E(k)/kBT ]r in Eq. (2.40), we find

〈〈τ(E)〉〉 = τ0

∫∞
0 (k2/2mkBT )re−k2/2mkBTk4dk∫∞

0 e−k2/2mkBTk4dk
. (2.41)

With the substitution, y = k2/2mkBT ,

〈〈τ(E)〉〉 = τ0

∫∞
0 yr+3/2e−ydy∫∞

0 y3/2e−ydy
. (2.42)

After recalling the definition of the Gamma function, Γ(t) =
∫∞

0 xt−1e−xdx, we can
rewrite Eq. (2.40) as

〈〈τ(E)〉〉 = τ0
Γ
( 5

2 + r
)

Γ
( 5

2
) . (2.43)

From Eqs. (2.28), (2.39), and (2.43), the carrier relaxation time τ(E) can be rewritten
as

τ(E) =
µ0mΓ

( 5
2
)

qΓ
( 5

2 + r
) ( E

kBT

)2
. (2.44)

Substituting Eqs. (2.38) and (2.44) into Eq. (2.36) we obtain the following formula for
the electrical conductivity as

σ = 4qµ0

L3

(
L

Λ

)d (r + d
2
)

Γ( 5
2 )Fr+d/2−1

dΓ(d2 )Γ( 5
2 + r)

. (2.45)

From Eqs. (2.37) and (2.45), the thermoelectric power factor can be written as

PF = S2σ = 4k2
Bµ0

qL3

(
L

Λ

)d(
η −

d
2 + r + 1
d
2 + r

Fd/2+r

Fd/2+r−1

)2 (
r + d

2
)

Γ( 5
2 )Fr+d/2−1

dΓ(d2 )Γ( 5
2 + r)

.

(2.46)
Equation (2.46) is an analytic expression for the power factor within the one-band mo-
del. However, it contains some Fermi-Dirac integrals Fj which can be solved by further
approximations. In the following, we consider the two typical cases: (1) nondegenerate
semiconductor and (2) degenerate semiconductor.

2.1.2.1 Nondegenerate semiconductors

The nondegenerate semiconductors correspond to the case where η � 0, i.e., the Fermi
level lies within the band gap. In this case, the Fermi level lies within the band gap,
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we can thus use an approximation

Fj =
∫
f0ξ

jdξ =
∫ 1
eξ−η + 1ξ

jdξ

≈
∫ 1
eξ−η

ξjdξ = eη
∫
e−ξξjdξ = eηΓ(j + 1), (2.47)

where Γ(j) =
∫
e−ξξjdξ is the Gamma function. Then Eqs. (2.45) and (2.37) become

σ = 4qµ0

L3

(
L

Λ

)d (r + d
2
)

Γ( 5
2 )Γ(r + d

2 )
dΓ(d2 )Γ( 5

2 + r)
eη, (2.48)

and

S = −kB

q

(
η −

d
2 + r + 1
d
2 + r

×
Γ(d2 + r + 1)

Γ(d2 + r)

)
. (2.49)

Using the recursion formula for Γ(x), Γ(j + 1) = jΓ(j), Eq. (2.49) can be simply
written as

S = −kB

q

(
η − d

2 − r − 1
)
. (2.50)

From Eqs. (2.48) and (2.50), the power factor for nondegenerate semiconductors can
be written as

PF = S2σ = 4k2
Bµ0

qL3

(
L

Λ

)d(
η − d

2 − r − 1
)2 (r + d

2
)

B(r, 5
2 )

dB(r, d2 )
eη, (2.51)

where B(x, y) = Λ(x)Λ(y)/Λ(x+ y) is the Beta function.
It is conventional to describe κe in terms of the Lorenz number Le, which defined

as Le = κe/σT . Then, from Eqs. (2.23), (2.25), (2.35) and (2.47),

Le = 1
(qT )2

(
L2

L0
− L

2
1
L2

0

)
=
(
kB

q

)2(
r + d

2 + 2
)
. (2.52)

It is noted that Le is independent of the Fermi energy, but depends on the exponent
r and the dimension d in Eq. (2.50) for the nondegenerate semiconductors.

2.1.2.2 Degenerate semiconductors

Now we turn to the degenerate semiconductors when η � 0. This means that the
Fermi level lies above the conduction-band bottom for electrons or below the valence-
band top for holes. In this case, the conductor is metallic. Thus, the Fermi-Dirac
integral can be expressed in the form of a rapidly converging series

Fj =
∫
f0ξ

jdξ = − 1
j + 1

∫
∂f0

∂ξ
ξj+1dξ

= − 1
j + 1

∫
∂f0

∂ξ

[
ηj+1 +

(
j

1

)
ηj(ξ − η) +

(
j

2

)
ηj−1(ξ − η)2 + . . .

]
dξ

= ηj+1

j + 1 + jηj−1π
2

6 + j(j − 1)(j − 2)ηj−3 7π4

360 + . . . .

(2.53)
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The electrical conductivity of the degenerate semiconductor is found by inserting only
the first term in Eq. (2.53) into Eq. (2.45),

σ = 4qµ0

L3

(
L

Λ

)d Γ( 5
2 )

dΓ(d2 )Γ( 5
2 + r)

ηr+
d
2 , (2.54)

On the other hand, if only the first term in Eq. (2.53) is used, the Seebeck coefficient
in Eq. (2.37) would be zero, which is consistent with the fact that most metals have
negligibly small values of the Seebeck coefficient. To obtain a nonzero value for the
the Seebeck coefficient, the first two terms of Eq. (2.53) are used. Then we obtain

S = kB

q

π2

3

(
r + d

2
)

η
. (2.55)

From Eqs. (2.54) and (2.55), the power factor for nondegenerate semiconductors can
be written as

PF = S2σ = 4π4k2
Bµ0

9qL3

(
L

Λ

)d (r + d
2
)2 Γ( 5

2 )
dΓ(d2 )Γ( 5

2 + r)
ηr+

d
2−2. (2.56)

The first two terms in Eq. (2.53) are also needed to obtain the Lorenz number,
which is given by

L = π2

3

(
kB

q

)2
= 2.44× 10−8 WΩK−2. (2.57)

This shows that the Lorenz number is constant for degenerate semiconductor (or
metal) and, in particular, it should not depend on the scattering mechanisms or the
dimensional materials. These features is called by the Wiedemann-Franz-Lorenz law
which states that the ratio of the electronic contribution of the thermal conductivity
to electrical conductivity of a metal is proportional only to the absolute temperature,
and does not depend on materials.

In Fig. 2.3, we compare the PF of 3D system as a function of the dimensionless
chemical potential η for three different cases, in which the PF for the exact, nonde-
generate, and degenerate semiconductor cases are obtained from Eqs. (2.46), (2.51),
and (2.56), respectively. For the exact case, we can determine the optimum PF from
Eq. (2.46) by calculating the Fermi-Dirac integral in Eq. (2.46) numerically. The op-
timum PF is found at η > 0, i.e., the Fermi energy exists in the valence or conduction
bands. For the nondegenerate semiconductor case, we can determine the optimum PF
from Eq. (2.51) by solving d(PF)/d(η) = 0 analytically. The optimum PF is found
at η = 0, i.e., the Fermi energy touches the top (bottom) of the valence (conduction)
energy band in a p-type (n-type) semiconductor, while the optimum PF does not
appear for degenerate semiconductor case [see Eq. (2.56)]. As shown in Fig 2.3, the
optimum PF value of the nondegenerate case is similar to that of the exact case. The-
refore, Eq. (2.51) can be used directly to evaluate the optimum PF value, which will
be discussed in Chapter 3.

Fig. 2.3: Fig/chapter2-fig4.pdf
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Figure 2.3 Power factor PF as functions of the dimensionless chemical potential η in
the 3D system (d = 3). Theoretical results for the PF and their nondegenerate (η � 0)
and degenerate (η � 0) approximations are represented by solid, dashed, and dotted lines,
respectively. The thermal de Broglie wavelength is set to be Λ = 4.5 nm (for n-type Si) and
the mobility µ0 = 420 cm2/Vs.

2.1.3 Electron scattering

Now let us discuss the scattering of carrier. The thermoelectric properties of materials
depend on the availability of carriers and on their scattering rates. In the previous
sections 2.1.1 and 2.1.2, we focused on the carriers and their generation using the
time-dependent scattering. In this section, we will derive and explain the key ideas
behind a time-dependent formulation of quantum scattering theory.

2.1.3.1 Defining scattering coefficient from the Fermi golden rule

The Fermi golden rule gives the scattering rate of transitions for a given the pertur-
bation potential V between discrete states |k〉 and |k′〉 as follows [41]

1
τ(k→ k′) ≈

2π
~
|〈k′|V |k〉|2δ[E(k)− E(k′)], (2.58)

where ~ is the Planck constant, δ is the Dirac-delta function, and E is the energy
dispersion. The general scattering rate is given by the product of a constant 2π/~,
the square of transition matrix element and a Dirac-delta function. For the one-band
model, the scattering rate is calculated between the states within the parabolic energy
band (intraband scattering), where a continuum of states exists. In this case, the final
scattering rate will be obtained by summation over all relevant unoccupied k′ states,

1
τ(k) =

∑
k′

1
τ(k→ k′) = 2π

~
∑
k′
|〈k′|V |k〉|2δ[E(k)− E(k′)]. (2.59)

As an example, let us consider the scattering rate between the electron states in
the conduction band by a point scatterer in a 3D semiconductor, in which a perturbing
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potential is given by V (r) = V0δ(r) for short-range interactions, where the unit of the
constant V0 is Jm3. The matrix element between electronic states |k〉 and |k′〉 can be
obtained as [41]

|〈k′|V0δ(r)|k〉| =
∫

d3r
(
e−ik

′·r
√

Ω

)
V0δ(r)

(
e+ik′·r
√

Ω

)
= V0

Ω , (2.60)

where Ω is the volume of the system. After substituting the matrix element of
Eq. (2.60) into Eq. (2.59), the scattering rate can be written as

1
τ(k) = 2π

~

(
V0

Ω

)2∑
k′
δ[E(k)− E(k′)]. (2.61)

By using the carrier density of states (DOS), defined as

D(E) = 2
Ω
∑

k
δ[E − E(k)] (2.62)

in units of J−1m−3, where the factor 2 accounts for the spin degeneracy, Eq. (2.61) is
expressed as

1
τ(E) = πV 2

0
~Ω D(E). (2.63)

This example shows an important result indicating that the scattering rate for
the continuum of states is, in general, proportional to the DOS, while the strength of
scattering increases with the square of the scattering potential. The carrier relaxation
time τ(E) is thus inversely proportional to the carrier DOS:

τ(E) = CD−1(E), (2.64)

where C = ~Ω/(πV 2
0 ) is the scattering coefficient in units of W−1m−3. Note that

according to the Fermi golden rule, the coefficient C can be a constant value when the
matrix element is approximately constant.

2.1.3.2 Calculating scattering coefficient from experimental data

Here we derive a formula of the coefficient C in Eq. (2.64) considering a parabolic
band for any semiconductor so that C can be calculated from experimental data.
From Eqs. (2.28), (2.39), and (2.43), the carrier relaxation time τ(E) can be rewritten
as

τ(E) =
µ0mΓ

( 5
2
)

qΓ
( 5

2 + r
) ( E

kBT

)r
. (2.65)

We assume that the acoustic phonon scattering is the main carrier scattering me-
chanism at the room temperature, i.e., τ(E) ∝ D(E)−1 [41]. From Eqs. (2.29), (2.65)
and τ(E) ∝ D(E)−1, we obtain r = 1− d/2 for the system with the dimension d. By



32 Chapter 2. Theoretical methods

using r = 1−d/2, from Eqs. (2.64), (2.29), and (2.65), the coefficient C can be written
as

C = τ(E)D(E) =
2µ0mΓ

( 5
2
)

qkBTL3−dΓ
( 7−d

2
)

Γ
(
d
2
) (mkBT

2π~2

)d/2
. (2.66)

After substituting the thermal de Broglie wavelength Λ = (2π~2/mkBT )1/2 into
Eq. (2.66), the coefficient C is given by

C = 2µ0m

qkBTL3

(
L

Λ

)d Γ
( 5

2
)

Γ
( 7−d

2
)

Γ
(
d
2
) . (2.67)

Equation (2.67) is useful to calculate the coefficient C from µ0 and m, which
can be obtained from experimental data. For example, in the 3D (d = 3) n-type
Bi2Te2.7Se0.3 [42], at room temperature (T = 298 K) and doping concentration on the
order of 1019 cm−3, the carrier mobility and the carrier effective mass are µ = 173
cm2/Vs and m = 1.12m0, respectively, where m0 is the free electron mass. From
Eq. (2.67), we obtain the C value of about 1.18× 1033 W−1m−3 and correspondingly
the average relaxation time is about 0.1 ps.

2.1.4 Two-band model of semiconductor

Next we consider the two-band model of semiconductor. In 1D nanowire with large
width or 2D layer with large thickness, there are many energy subbands that need to
be taken into consideration due to the degeneracy of the multiple carrier pockets at the
conduction band and valence band extrema for a given energy. For a low-dimensional
system, besides the degeneracy effect, quantum confinement also introduces subband
splitting, and results in a set of subbands that is given by zone-folding of a single band
of the bulk materials. In such a case, the one-band model does not work well to describe
the thermoelectricity of the low-dimensional systems. Therefore, contributions from
all of the subbands with band extrema that fall within a few kBT window around the
Fermi energy need to be included for the calculation of S, σ, and κe. For a multi-band
system, Eqs. (2.23)-(2.25) needs to be replaced by sum Li,total =

∑
b Lbi with i = 0, 1, 2

of contributions from each subband b, and the quantities of transports coefficients, we
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Figure 2.4 Schematics of convergence of multivalley bands in the case of two conduction
valleys.

finally get

σtotal =
∑
b

Lb0, (2.68)

Stotal = 1
qT

∑
b

Lb1∑
b

Lb0
, (2.69)

κe,total = 1
q2T


∑
b

Lb2 −

(∑
b

Lb1

)2

∑
b

Lb0

 . (2.70)

An important example is to find the optimum power factor values of in which there
are significant contributions from two energy bands. For that purpose, let us consider
the two-band model to find the optimum power factor. We consider two conduction
valleys (1) and (2) at different energies E1 and E2, respectively, as shown in Fig. 2.4. In
the converged condition, the valley splitting energy ∆E = E2−E1, which is the energy
difference between the two valleys, is going to be zero by changing some parameters
[see the middle panel of Fig. 2.4].

Electrical conductivity of a two-band semiconductor is defined by [Eq. (2.68)]

σ = σ1 + σ2, (2.71)

where σ1,2 for the valleys (1) and (2) are expressed as [Eq. (2.48)]

σ1,2 =
4q2τ1,2

(
r + d

2
)

(kBT )d/2Γ(d2 + r)
d L3−d(2π)d/2~dΓ(d2 )

m
d/2−1
1,2 eη1,2 , (2.72)

where mb and ηb (b = 1, 2) are the effective mass and the reduced chemical potential
of the valleys (b), respectively. We adopt the energy dependent relaxation time ap-
proximation for both valleys (1) and (2), i.e. τ(E) = τ1,2(E/kBT )r1,2 , where τ1,2 and

Fig. 2.4: Fig/chapter2-fig5.pdf
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r1,2 are the relaxation time coefficients and the characteristic exponent determining
the scattering mechanism of the valleys b = 1, 2, respectively. Assuming that the val-
leys (1) and (2) have the same scattering mechanism, we can adopt r1 = r2 = r in
Eq. (2.72).

By substituting Eq. (2.72) into Eq. (2.72), we obtain

σ =
4q2 (r + d

2
)

(kBT )d/2Γ(d2 + r)
d L3−d(2π)d/2~dΓ(d2 )

[
τ1m

d/2−1
1 + τ2m

d/2−1
2

e∆E/kBT

]
e−η. (2.73)

The Seebeck coefficient of the two-band semiconductors is defined by [5]

S = σ1S1 + σ2S2

σ1 + σ2
, (2.74)

where S1,2 for the valleys b = 1, 2 are expressed as [Eq. (2.50)]

Sb = −kB
q

(
ηb −

d

2 − r − 1
)
, (b = 1, 2), (2.75)

Substituting Eqs. (2.72) and (2.75) into Eq. (2.74), and after doing some algebra, we
can obtain

S = −kB
q

(
η1 −

d

2 − r − 1
)
σ1

σ2
+
(
η2 −

d

2 − r − 1
)

σ1

σ2
+ 1

. (2.76)

where σ1/σ2 = (τ1/τ2) (m1/m2)d/2−1
eη1−η2 = Aeη1−η2 , withA = (τ1/τ2) (m1/m2)d/2−1.

Here we set η1−η2 = ∆E/kBT , and η1 = −η. The Seebeck coefficient of nondegenerate
semiconductors within the two-band model can be written in terms of η1, ∆E/kBT ,
r, d, and A as

S = kB

q

(
η + d

2 + r + 1 + ∆E/kBT

Ae∆E/kBT + 1

)
. (2.77)

2.1.4.1 Two-band model for two-dimensional materials

For two-dimensional (2D) semiconductors, we set d = 2, so that S and σ are rewritten
as

S = kB

q

[
η + r + 2 + ∆E/kBT

(τ1/τ2)e∆E/kBT + 1

]
, (2.78)

and
σ = q2kBTΓ(r + 2)

Lπ~2

(
τ1 + τ2

e∆E/kBT

)
e−η. (2.79)

From Eqs. (2.78) and (2.79), the thermoelectric power factor can be written as

PF2D ≡ S2σ = A(η +B)2e−η, (2.80)

where A (in units of W/mK2) and B (dimensionless) are given by

A = k3
BTΓ(r + 2)
Lπ~2

(
τ1 + τ2

e∆E/kBT

)
, (2.81)
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and
B = r + 2 + ∆E/kBT

(τ1/τ2)e∆E/kBT + 1 , (2.82)

respectively.
We can now determine the optimum power factor as a function of η from Eq. (2.80)

by solving d(PF)/dη = 0. The optimum power factor, PF2D
opt, of the 2D semiconductor

is analytically given by

PF2D
opt =4k3

BTΓ(r + 2)
Lπ~2

(
τ1 + τ2

e∆E/kBT

)
e

(
r+

∆E/kBT

(τ1/τ2)e∆E/kBT + 1

)
(2.83)

whereas the corresponding value for the reduced (dimensionless) chemical potential is
η2D

opt = 2 − B. We will discuss about multi-valley bands convergence using Eq.(2.83)
in Chapters 4 and 5 in this thesis.

2.2 Phonon transport properties

Finally we briefly mention lattice thermal conductivity. Thermal conductivity in die-
lectric materials and most semiconductors is dominated by phonons. The purpose of
this section is to describe how phonons carry heat through the material, i.e. to evaluate
the lattice thermal conductivity κl. At high temperatures, the main factor limiting
κl is the phonon-phonon scattering. However, at low temperature, the size effects
are extremely important, even in macroscopic samples, because the phonon mean free
path can be longer than the sample size [43]. Therefore, the ultimate scattering me-
chanism of κl at low temperatures is the boundary scattering [43]. The reduction of κl
is very important for thermoelectricity since it can enhance ZT = PF/(κe+κl). Thus
adopting the low-dimensional material is an efficient way to reduce κl due to the size
effects. For example, the thermoelectric measurement for Si nanowires have observed
that κl can be reduced below the theoretical limit of bulk Si (0.99 W/mK) because
the phonon mean free path is limited by boundary scattering in nanostructures [3, 4].
This phenomenon can be understood by using the models for κl of semiconductors,
which were developed by Callaway [44], Holland [45], and Guyer [46]. In these models,
they observed that κl starts to decrease showing a T 3 behavior when temperature
below 10− 20 K. Therefore, κl behaves in temperature like the specific heat since the
scattering of the phonons by the boundaries is a constant. Such models are useful to
understand the lattice thermal conductivity.

2.2.1 Boltzmann transport formalism for phonons

As discussion in Section 2.1, the Boltzmann equation describes the changes in the
distribution function due to the drift to the changes in the distribution function due



36 Chapter 2. Theoretical methods

to scattering processes. The general form of this equation in the stationary state is,
as in the case of electrons (see Section 2.1),

∂n

∂t
= ∂n

∂t

∣∣∣∣
diffusion

+ ∂n

∂t

∣∣∣∣
collisions

, (2.84)

where n is the phonon distribution function. We note that, in the case of electrons,
the equilibrium distribution function is Fermi-Dirac distribution function f . In the
case of phonons, the equilibrium distribution function corresponds to a Bose-Einstein
distribution function, which is given as

n0,ν(q) = 1
e

~ων
kBT − 1

, (2.85)

where ν is the phonon mode, ω is the phonon frequency, and q is the phonon wa-
vevector. Different from the case of electrons that a term of external forces appears
[see Eq. (2.3)], phonons do not experience any external forces. Therefore, only spacial
variations of the distribution function must be taken into account, Eq. (2.85) can be
written as

∂n

∂t
= vνq

∂n

∂r + ∂n

∂t

∣∣∣∣
collisions

, (2.86)

where vνq = ∂ων/∂q is the phonon group velocity. The scattering integral depends
on scattering processes due to electrons, impurities, boundaries, and other phonons.
In the local equilibrium approaches, the collision term (or scattering term) in the
Boltzmann equation is written within the relaxation time approximation, which is
similar to the case of electron. The rate of change of the distribution function n

depends on the difference of the distribution out of equilibrium with that of equilibrium
n0. In terms of the relaxation time τνq, Eq. (2.86) can be written as

∂n

∂t
= vνq

∂n

∂r + n− n0

τνq
. (2.87)

Eq. (2.87) suggests that the distribution function decays exponentially to n0 in a time
decay τνq, which is similar to the case of electrons (see Eq. (2.8)). This approximation
allows us to obtain a solution for κl in terms of an integral expression depending on
the relaxation time. Since the distribution function can be linearized as n = n0 + n1,
where n1(r,q) is the perturbation term. Eq. (2.87) can be rewritten in term of n1 as

∂(n1 + n0)
∂t

= vνq
∂(n1 + n0)

∂r + n1

τνq
. (2.88)

When the distribution function reaches a steady state and considered uniform systems
so that there is no gradient of n1 with respect to r and t, then Eq. (2.88) can be
rewritten as

n1

τνq
= −vνq

∂n0

∂r = −vνq
∂n0

∂T

∂T

∂r . (2.89)
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The lattice thermal conductivity κl can be obtained from Eq. (2.89) by using the
definition of the thermal current density (or heat flux), JQ, that is the integral over
the phonon population of the energy times the group velocity:

JQ = 1
NqΩ

∑
νq

~ωνn1vνq, (2.90)

where Ω is the volume, and Nq is the number of q points. According to the Fourier
law, the heat flux resulting from thermal conduction is proportional to the magnitude
of the temperature gradient ∇T and opposite to it in sign, that means

JQ = −κl∇T. (2.91)

Substituting Eqs. (2.89) and (2.91) to Eq. (2.90), we obtain the following formula
for the lattice thermal conductivity as

κl = − 1
NqΩ

∑
νq

~ωντνqvνqvνq
∂n0

∂T
. (2.92)

In general, κl is a second rank tensor and the direction of κl does not necessarily
coincide with the thermal gradient. However, when τνq and vνq are isotropic, we can
transform Eq. (2.92) into an integration as

κl =
∫ ωmax

0
τvvCωdω, (2.93)

where ωmax represents the highest phonon frequency, such as the Debye frequency in
the Debye model, and Cω = ~ωD(ω)(−∂n0/∂T ) is the specific heat per unit frequency
at frequency ω and temperature T , where D(ω) =

∑
νq δ(ω − ωνq) is the phonon

density of state. The phonon mode ν and wavevector q indexes have been omitted
in Eq. (2.93) for clarity. In particular, for x direction, the phonon group velocity can
explained as v2

x = v2/d, where d = 1, 2, 3 denotes the dimension of the material (1D,
2D, or 3D systems). Eq. (2.93) can be rewritten as

κl = 1
d

∫ ωmax

0
τv2
xCωdω. (2.94)

In the case that both τ and vx are independent of frequency, Eq. (2.94) can be rewritten
as

κl = 1
d
CvxLmfp, (2.95)

where Lmfp = τvx is the phonon mean free path.

2.2.2 Phonon scattering

Whereas electron scattering is important in electronic transport properties as dis-
cussed in Section 2.1.3, phonon scattering is important in thermal transport, parti-
cularly for the case of insulators and semiconductors where heat is carried mainly
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q1 q2

q3

First Brillouin zone First Brillouin zone
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Figure 2.5 Phonon-phonon normal (N-process) and Umklapp processes (U-process) in a
plane square lattice. In an N-process case, the wave number q1 + q2 = q3 is conserved, while
in a U-process case, any additional vector of the reciprocal space is added in the conservation
law as q1 + q2 = q3 + Q.

by phonons. The scattering mechanisms for phonons are phonon-phonon scattering,
phonon-boundary scattering, defect-phonon scattering, and phonon-electron scatte-
ring. However, the dominant phonon scattering process in crystalline materials at
high temperature is usually phonon-phonon scattering (also known as phonon anhar-
monicity). Phonons are scattered by other phonons because of anharmonic terms in
the restoring potential. This scattering process permits:

1. Two phonons to combine to form a third phonon.

2. One phonons to break up into two phonons.

In these anharmonic processes, the quasi-momentum conservation law is:

q1 + q2 = q3 + Q, (2.96)

where Q is any reciprocal lattice vector. If Q = 0, the process is called normal process
(N-process), while in the general case, Q 6= 0, and the process is called Umklapp pro-
cess (U-process). In Fig. 2.5, we show the quasi-momentum conservation law for both
N- and U-processes. U-process is important when q1 or q2 are large, i.e. comparable
to a reciprocal lattice vector (see Fig. 2.5). When U-process is present in system, the
scattered phonon wavevector q3 can be in a direction opposite to the energy flow, the-
reby giving rise to thermal resistance. At high temperature, U-process dominate the
lattice thermal conductivity because the high momentum transfer and large phonon
energies that are involved.

The phonon density is proportional to the Bose factor so that the scattering rate
is proportional to

1
τ
∼ 1
e~ω/kBT − 1 . (2.97)

Fig. 2.5: Fig/chapter2-fig6.pdf



2.2. Phonon transport properties 39

At high temperatures T � ΘD, where ΘD = ~ωD/kB is the Debye temperature, where
ωD is the the Debye cutoff frequency, the scattering time thus varies as T−1 since

τ ∼ ~ω/kBT , (2.98)

while at low temperatures T ∼ ΘD, an exponential temperature dependence for τ is
found

τ ∼ e~ω/kBT − 1. (2.99)

These temperature dependences are important in considering the lattice contribution
to the thermal conductivity.





Chapter 3

Quantum effect in thermoelectricity
of low-dimensional materials

The aim of this chapter is to draw a simple picture of quantum effect in thermoelectri-
city in a Fermi liquid. Recently, we have introduced a new concept in the thermoelec-
tric field, in which the interplay between the confinement length L and the thermal de
Broglie wavelength Λ can enhance the thermoelectric power factor of semiconducting
materials [20]. In this chapter, we will discuss a physical picture of these lengths for
the thermoelectric properties of low-dimensional materials. Then an analytical formula
for the optimum PF is derived based on the one-band model assuming nondegenerate
semiconductors as discussed in Section 2.1.2.1. The PF is enhanced for one- and two-
dimensional semiconductors when L is smaller than Λ of the semiconductors. In this
case, the low-dimensional semiconductors having L smaller than their Λ will give a
better thermoelectric performance compared to their bulk counterpart. On the other
hand, when L is larger than Λ, bulk semiconductors may give a higher PF compared
to the lower dimensional ones.

3.1 Picture in physic of lengths

In the Section 2.1.2, we show that the PF depends on the thermal de Broglie wave-
length Λ, which is defined as

Λ =

√
2π~2

mkBT
. (3.1)

In Fig. 3.1, we show Λ as function of the temperature T and the relative effective
mass m. When the temperature T is sufficiently low, for Λ to become longer than
the average distance between two fermions, the system becomes so-called degenerate
system [47]. Thus, at the Fermi temperature TF = EF/kB, where EF is the Fermi
energy and kB is the Boltzmann constant, Λ =

√
2π~2

mEF
for each particle become almost

41
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Figure 3.1 Thermal de Broglie wavelength as a function of effective mass m/m0 (m0 is the
mass of a free electron) for several different temperature values.

equal to the average inter-particle distance
(
V
N

)1/3, where N is the number of particles
and V is the volume of the system. Note that

(
V
N

)1/3 for three-dimensional system is
given by

(
V
N

)1/3 =
√

(3π2)2/3~2

2mEF
[47]. This is one definition of the thermal de Broglie

wavelength. Another definition for Λ is based on the thermodynamic uncertainty
principle (see Appendix A). The thermal de Broglie wavelength is a measure of the
thermodynamic uncertainty in the localization of a particle whose momentum is set
by thermal energy kBT . Note that the heavier the quasi-particles leads to the shorter
Λ and the Λ diverges at the zero temperature.

When we consider the carriers in the reciprocal space, it is useful to define the
counterparts of Λ in the reciprocal space. The Fermi wavelength ΛF is inversely
proportional to the Fermi wavevector kF as

ΛF = 2π
kF
, (3.2)

where kF is the radius of the Fermi sphere in the reciprocal space of a (1D, 2D, and
3D) gas systems. Similarly, we can define a thermal de Broglie wavevector as

kdB = 2π
Λ . (3.3)

What is the physical meaning of kdB in the reciprocal space? To answer this
question we will use the Fermi-Dirac distribution function, which is given by [Eq. (2.1)]

f0(E) = 1

1 + e
E−EF
kBT

. (3.4)

Fig. 3.1: Fig/chapter3-fig1.pdf



3.1. Picture in physic of lengths 43

2kF

~kdB
(a) (b)

Figure 3.2 (a) The Fermi-Dirac distribution function for the 3D system is plotted as function
of the wavevector k for several values of the thermal de Broglie wavevector kdB. The Fermi
wavevector kF is set at 10 × 109 m−1. (b) kdB in the reciprocal space. 2kF is the diameter
of the Fermi sphere, and kdB is its thermal thickness, set by temperature and the effective
mass.

Substituting Eqs. (3.1), (3.2), and EF = ~2k2
F/2m into Eq. (3.4), the Fermi-Dirac

distribution function can be rewritten as

f0(k) = 1

1 + e

k2−k2
F

k2
dB

π

. (3.5)

In Fig. 3.2(a), we show the Fermi-Dirac distribution function f0 for the 3D system
as function of the wavevector k and the thermal de Broglie wavevector kdB, in which
kF is set at 10× 109 m−1. We note that, giving a Fermi energy EF ∼ 4 eV and using
the effective mass m = m0, where m0 is the mass of a free electron, then we have
kF = 10.2 × 109 m−1 and ΛF = 0.6 nm, while kdB = 1.5 × 109 m−1 and Λ = 4.3
nm. As show in Fig. 3.2(a), the Fermi-Dirac distribution function for several values
of kdB present a transition from the occupied to the unoccupied states will become
broader as kdB increases (or Λ decreases). In the case kdB = 0 (or Λ = ∞), the
distribution becomes f0(E) in Eq. (3.4) at T = 0. Interestingly, when the system is
warmed to TF/π, the kdB and kF become equal. Above this temperature, the system
becomes non-degenerate system. Since the Fermi temperature TF has an extremely
large magnitude, typically on the order of ∼ 10000 K, the system is a degenerate
system in the normal case. Thus in the normal case, kdB is smaller than kF and
quantifies the thermal thickness (∼ kdB) of the Fermi surface in the k-space as shown
in Fig. 3.2(b). It is noted that the definition of kdB for the 1D and 2D systems are
the same as the case of the 3D system, which will be discussed as below.

Fig. 3.2: Fig/chapter3-fig2.pdf
Fig. 3.3: Fig/chapter3-fig3.pdf
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Figure 3.3 Hollow sphere, hollow cylinder and flat sheets Fermi surfaces for 3D, 2D, and
1D systems, respectively. The volume of carriers, which will contribute to the transport
properties, are characterized by three wavevectors kF, kC, and kdB.

Now we will discuss the confinement length L in the reciprocal space. We also
introduce a wavevector for the confinement length as

kC = 2π
L
. (3.6)

In Fig. 3.3, we show the hollow sphere, hollow cylinder and flat sheets Fermi surfaces for
3D, 2D, and 1D systems, respectively. As discussed above, there are only the carriers
around the Fermi surfaces with a thermal thickness ∼ kdB which contribute to the
transport properties. For low-dimensional systems (1D and 2D), these carriers are
also confined by a confinement length wavevector kC, which corresponds the thickness
(2D) or edge lengths of the cross section (1D). Therefore, it is clear that the transport
properties depend on not only ∼ kdB (or Λ) but also kC (or L) in the low-dimensional
materials.

3.2 Optimum power factor of low-dimensional materials

From Eq. (2.51), the thermoelectric power factor can be written as

PF = A(η − C)2eη, (3.7)

where A (in units of W/mK2) and C (dimensionless) are given by

A = 4µ0k
2
B

qL3

(
L

Λ

)d (r + d
2
) (
r, 5

2
)

d B
(
r, d2
) , (3.8)

and
C = r + d

2 + 1. (3.9)

We can now determine the optimum power factor as a function of the dimensionless
chemical potential η = µ/kBT from Eq. (3.7) by solving d(PF)/dη = 0. The optimum



3.2. Optimum power factor of low-dimensional materials 45

0

PFopt = 4Aeηopt

PF

ηηopt C

Figure 3.4 The power factor as a function of the reduced chemical potential η for the
non-degenerate semiconductors.

power factor, PFopt, and the corresponding value for the reduced (or dimensionless)
chemical potential, ηopt, are given, respectively, by

PFopt = 16µ0k
2
B

qL3

(
L

Λ

)d (r + d
2
)

B
(
r, 5

2
)

d B
(
r, d2
) er+d/2−1, (3.10)

and
ηopt = r + d

2 − 1. (3.11)

In Fig. 3.4, we shows the PF as a function of η. Since η is measured from the top
of the valence band, ηopt < 0 (ηopt > 0) corresponds to a condition in which the Fermi
energy is located inside (outside) the energy gap. Here we assume that the energy
gap is much larger than kBT for the non-degenerate semiconductors. For example,
in the 1D system, if r and d are taken to be 0 and 1 [41], respectively, Eq. (3.11)
gives ηopt = − 1

2 which means that ηopt is located around 1
2kBT (∼ 0.013 eV at 300

K) below the top of the valence band. Since the values of the characteristic exponent
r in the description of τ(E) [Eq. (2.28)] are ranging from −0.5 to 1.5 for various
scattering processes [41, 48, 49, 50], we find that the range of the ηopt values would be
(−1, 1), (− 1

2 ,
3
2 ), and (0, 2) for the 1D, 2D, and 3D systems, respectively. Therefore,

the small ηopt value will make position of the Fermi energy below (within a few kBT )
the valence band edge for the p-type semiconductor [51]. It is noted that for an n-type
semiconductor, we can redefine η to be measured from the bottom of the conduction
band. We also note that the PF in Eq. (3.10) is derived by using the one-band model.
Therefore, if we consider 1D and 2D systems having quite large confinement length
L such that many subbands contribute to the transport properties at the same time,
the electronic density of states would resemble the 3D system [52]. In such a case, the

Fig. 3.4: Fig/chapter3-fig4.pdf
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Figure 3.5 Optimum power factor PFopt as a function of confinement length L and thermal
de Broglie wavelength Λ for (a) 1D, (b) 2D, and (c) 3D systems.

one-band model does not work well to describe the thermoelectricity because several
subband energies fall within a few kBT window around the Fermi energy, which is
beyond the scope of this model. We will discuss in Chapter 4 for the case of multi-
band.

3.3 Quantum and classical size effects on power factor

In Fig. 3.5, we shows PFopt Eq. (3.10) as a function of confinement length L and
thermal de Broglie wavelength Λ for the 1D, 2D, and 3D systems. The mobility is set
to be µ0 = 420 cm2/Vs for all systems and the scattering rate is proportional to be the
density of states (DOS) (see Section 2.1.3). The assumption of proportionality of the
scattering rate with respect to the DOS, the scattering rate corresponds to r = +0.5,
r = 0 and r = −0.5 for 1D, 2D, and 3D systems, respectively [48]. The curves in the
left and middle panel of Fig. 3.5 particularly show a L−2 and L−1 dependence of the
power factor for 1D and 2D systems, respectively [Eq. (3.10)]. These results are in good
agreement with the model by Hicks and Dresselhaus [1, 2]. It is important to point out
that the dependence of PFopt on Λ also needs to be considered. For an ideal electron
with dimensionless d gas under the trapping potential, the thermodynamic uncertainty
principle may roughly be expressed as ∆P/P×∆V/V ≥ (d3/2/

√
2π)Λ/L, where P and

V are the pressure and volume of the system, respectively (see in Appendix A). The
uncertainty principle ensures that when the confinement length is comparable with the
thermal de Broglie wavelength, i.e., L ≤ (d3/2/

√
2π)Λ, the P and V cannot be treated

as commuting observables. In this case, the quantum effects play an important role
in increasing PFopt for nanostructures. For the 1D system [Fig. 3.5 (a)] PFopt starts
to increase significantly when L is much smaller than Λ, while for the 2D system

Fig. 3.5: Fig/chapter3-fig5.pdf
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Figure 3.6 Enhancement factor PFopt/PF3D
opt as a function of L/Λ for different dimensions.

The L/Λ axis is given using a logarithmic scale. Theoretical results for 1D, 2D, and 3D
systems are represented by dashed, dotted, and solid lines, respectively. Asterisks, pentagons,
diamonds, circles, and triangles denote experimental results for 1D Si nanowires [4], 1D Bi
nanowires [16], 2D Si quantum wells [53], 2D PbTe-1 quantum wells [54], and 2D PbTe-2
quantum wells [55], respectively. For the experimental results, we set the thermal de Broglie
wavelength of each material as: ΛBi = 32 nm, ΛSi = 4.5 nm, and ΛPbTe = 5 nm. We also
have the following PF values for 3D systems: PF3D

Bi = 0.002 W/mK2 [16], PF3D
Si = 0.004

W/mK2 [56], PF3D
PbTe−1 = 0.002 W/mK2 [54], and PF3D

PbTe−2 = 0.003 W/mK2 [55].

[Fig. 3.5 (b)] PFopt starts to increase significantly when L is comparable to Λ. As
for the 3D system [Fig. 3.5 (c)], PFopt increases with decreasing Λ for any L values.
Therefore, a nanostructure having both small L and Λ (while L is also much smaller
than its Λ) will be the most optimized condition to enhance the PF.

Now we can compare our model with various experimental data. In Fig. 3.6, we
show PFopt [Eq. (3.10)] as a function of L/Λ for the 1D, 2D, and 3D systems. The
PFopt values are scaled by the optimum power factor of a 3D system, PF3D

opt. From
Eq. (3.10), the enhancement factor is given by the ratio PFopt/PF3D

opt ∼ (L/Λ)d−3 for
d = 1, 2 (1D and 2D). Hence, the enhancement factor from various materials can be
compared directly with the theoretical curves shown in Fig. 3.6. The experimental data
in Fig. 3.6 are obtained from the PF values of 1D Bi nanowires [16], 1D Si nanowires [4],
2D Si quantum wells [53], and two different experiments of 2D PbTe quantum wells
labeled by PbTe-1 and PbTe-2 [54, 55]. Here we use fixed parameters for the thermal de
Broglie wavelength of each material: ΛBi = 32 nm, ΛSi = 4.5 nm, and ΛPbTe = 5 nm.
We also set some PF values for 3D systems: PF3D

Bi = 0.002 W/mK2 [16], PF3D
Si = 0.004

W/mK2 [56], PF3D
PbTe−1 = 0.002 W/mK2 [54], and PF3D

PbTe−2 = 0.003 W/mK2 [55],
which are necessary to put all the experimental results into Fig. 3.6.

We find that the curves in Fig. 3.6 demonstrate a strong enhancement of PFopt

Fig. 3.6: Fig/chapter3-fig6.pdf
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in 1D and 2D systems when the ratio L/Λ is smaller than the unity (or L < Λ). In
contrast, if L is larger than Λ, the bulk 3D semiconductors may give a larger PFopt

value than the lower dimensional semiconductors, as shown in Fig. 3.6 up to a limit of
L/Λ ≈ 2. We argue that such a condition is the main reason why an enhanced PF is
not always observed in some low-dimensional materials although experimentalists have
reduced the size of material. For example, in the case of 1D Si nanowires, where we
have ΛSi ∼ 4.5 nm, we can see that the experimental PF values in Fig. 3.6 are almost
the same as the PF3D

opt. The reason is that the diameters (supposed to represent L) of
the 1D Si nanowires, which were about 36-52 nm in the previous experiments [3, 4], are
still too large compared with ΛSi. It might be difficult for experimentalists to obtain a
condition of L < Λ for the 1D Si nanowires. In the case of materials having larger Λ,
e.g., Bi with ΛBi ∼ 32 nm, the PF values of the 1D Bi nanowires can be enhanced at
L < Λ, which is already possible to achieve experimentally [16]. Furthermore, when
L � Λ, it is natural to expect that PFopt of 1D and 2D semiconductors resemble
PF3D

opt as shown by some experimental data in Fig. 3.6. It should be noted that,
within the one-band model, we do not obtain a smooth transition of PFopt in Fig. 3.6
from the lower dimensional to the 3D characteristics for large L because we neglect
contributions coming from many other subbands responsible for the appearance of the
3D DOS [52]. Very recently, Ohta et al. [57, 58], who is motivated by this model, have
shown the observation of high PF (∼ 9 mWm−1K−2) in 2D GaN at room temperature,
which is an order magnitude higher than that of 3D GaN, when the confinement length
(∼ 2 nm) is smaller than the thermal de Broglie wavelength (∼ 10 nm).

So far, we have used the confinement length L as an independent parameter in
Eq. (2.46). However, for extremely thin films or nanowires, L is expressed by two
components as L = L0 + ∆L, where L0 is the thickness of the material and ∆L is
the size of the evanescent electron wavefunction beyond the surface boundary. Within
the box of L0 the electron wavefunction is delocalized, approximated by the linear
combination of plane waves, while within ∆L the electron wavefunction is approxi-
mated by evanescent waves. For a single-layered material, e.g., a hexagonal boron
nitride (h-BN) sheet, L0 ≈ 0 so that L ≈ ∆L = 0.333 nm [59]. As for ultra-thick
1D nanowires or 2D thin films, we have L� ∆L, and thus the confinement length is
mostly determined by the size of the material such as L ≈ L0. Creating a 1D channel
from a 2D material by applying negative gate voltages on two sides of the 2D material
can be an example to engineer the confinement length [60]. However, unlike L, which
can be controlled by engineering techniques within the same material, the thermal de
Broglie wavelength Λ is temperature-dependent and intrinsic for each material. As
shown in Fig. 3.1, we can see that Λ decreases (∝ T−1/2 or m−1/2) with increasing
temperature T or with increasing effective mass m, which indicates that the PFopt

[∝ (L/Λ)d] of nondegenerate semiconductors would be enhanced at higher T or at
larger m (smaller Λ). This result is consistent with the experimental observations for
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the PF values of Si and PbTe, which are monotonically increasing as a function of tem-
perature [4, 56, 61]. It should be noted that Λ is not necessarily independent of L and
d because the term m may be altered by varying L or by changing d. This fact might
contribute to the small discrepancy between the PF values from our theory and those
from experiments since we set Λ as a fixed quantity upon variation of L in 1D and
2D systems (see Fig. 3.5). For the 3D system, the theoretical values (PF3D

Bi = 0.0019
W/mK2 and PF3D

Si = 0.0044 W/mK2) are in good agreement with the experimental
data (PF3D

Bi = 0.002 W/mK2 [16] and PF3D
Si = 0.004 W/mK2 [56]).





Chapter 4

Thermoelectric properties of
two-dimensional InSe

In this Chapter, we show the thermoelectric properties of two-dimensional (2D) InSe
by using the Boltzmann transport formalism combined with the density functional
theory (DFT) as a function of Fermi energy and crystal orientation. In Section 4.3,
we show that the maximum power factor of p-type (n-type) monolayer InSe can be as
large as 0.049 (0.043) W/K2m at 300K in the armchair direction. The excellent ther-
moelectric performance of monolayer InSe is attributed to both its Seebeck coefficient
and electrical conductivity. In Section 4.4, we also investigate a possibility of impro-
ving thermoelectric performance of monolayer InSe through convergence of multivalley
energy bands (CMB), in which some distinct valleys become almost degenerate. The
CMB is achieved by applying mechanical strain. We show that the thermoelectric
power factor of monolayer InSe can be significantly enhanced by nearly a factor of 3
through the CMB in both valence (p-type) and conduction (n-type) bands under a
biaxial compressive stress of about 1.16 GPa. However, the maximum enhancement
of the figure of merit ZT in the p-type and n-type InSe are different from each other
depending on how the valleys converge in each case. The optimal scenario is that the
heavy valleys approach the light valleys in the band convergence, which leads to an
increase in the power factor and, at the same time, a decrease in the thermal conducti-
vity of electron. This optimal condition can be obtained in the strained n-type InSe
that gives the largest enhancement of ZT as high as 230% ZT of unstrained InSe.
In contrast, the enhancement of ZT in the strained p-type InSe, which exhibits the
opposite valley convergence (light valleys joining heavy ones) to the n-type InSe, gives
only 26% ZT of unstrained InSe.

51
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4.1 Method and computational details for InSe

In this section, we evaluate the thermoelectric properties of monolayer InSe by the
Boltzmann transport theory and first-principles calculations. To calculate the trans-
port coefficients, i.e., Seebeck coefficient S, electrical conductivity σ, and electronic
thermal conductivity κe we need the electronic energy dispersion Enk and the car-
rier relaxation time τnk for each band n and for each wave vector k (see Section
2.1). The electronic structure are performed by using Quantum ESPRESSO [62]. The
ground-state electronic structure is calculated within the norm-conserving pseudopo-
tential with the Perdew-Zunger [63] local density approximation (LDA) [64] for the
exchange-correlation functional and a plane-wave basis set with kinetic energy cutoff
of 160 Ry. Note that the LDA without spin-orbit interaction is adopted in this work
because the band gap is not really affected by the spin-orbit interaction. [65] The
system is modeled by adopting a hexagonal supercell geometry where the vacuum
distance is set to 12 Å to eliminate the interactions between the InSe layer and fo-
cus on the monolayer in the simulation. To obtain the the optimized geometry, the
atomic positions and supercell vectors are fully relaxed by using the Broyden-Fretcher-
Goldfarb-Shanno minimization method. [66, 67, 68, 69] This system is considered to
be optimized when all the Hellmann-Feynman forces and all components of the stress
are less than 5.0×10−4 Ry/a.u. and 5.0×10−2 GPa, respectively, which are adequate
for the present purpose.

We employ the electron-phonon Wannier (EPW) package [70] to calculate the
electron-phonon relaxation time, τnk = ~(Im

∑
nk)−1/2, where ~ is the Planck con-

stant and Im
∑
nk is the imaginary part of the electron self-energy of the nth band at

a given k point. We use Gaussian broadening of 10 meV to approximate the Dirac
delta function in the electron self-energy. The electron energy and phonon dispersions
are initially calculated on 24× 24× 1 k-point and 6× 6× 1 q-point grids for the first
Brillouin zone using DFT and density functional perpetuation theory (DFPT) [71],
respectively. Since a finer grid is required to evaluate the transport coefficients, we
interpolate the electronic energy and phonon dispersions on a dense mesh of both k
and q points of 200×200×1, which is sufficient to obtain convergence of the transport
coefficients [72]. In this calculation, all electron-phonon scattering processes due to
acoustic, optical, and polar-optical phonons are considered.

Using the output data from first-principles calculations, we can obtain the Seebeck
coefficient S, electrical conductivity σ, and electronic thermal conductivity κe along a
certain direction (zigzag or armchair) of monolayer InSe by employing the relaxation-
time approximation of the Boltzmann equation in our own computer code. For one
particular direction, the formulas for S, σ, and κe can be expressed by the transport
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integral Li [see Eqs. (2.23)-(2.25)]:

σ = q2L0, S = 1
qT

L1

L0
, κel = 1

T

(
L2 −

L2
1
L0

)
, (4.1)

where q is the charge of carrier (electron or hole). Li is defined by [see Eq. (2.21)]

Li = − 2
NV

∑
nk

v2
nkτnk

∂f0

∂E
(Enk − EF)i, i = 0, 1, 2, (4.2)

where N is the number of k points, V is the volume of the unit cell using a constant
thickness of 0.8 nm for the monolayer InSe, EF is the Fermi energy, fnk is the Fermi-
Dirac distribution function, vnk = ∇kEnk/~ is the component of the group velocity
in zigzag or armchair direction, and the factor 2 accounts for the spin degeneracy [5].
Eventually, the power factor PF and the figure of merit ZT can be calculated by using
the following formulas:

PF = S2σ, (4.3)

and
ZT = S2σT

κel + κph
, (4.4)

where κph is the lattice thermal conductivity. Here we simply adopted κph for mono-
layer InSe of about 27 W/mK [73] for the calculations of PF and ZT .

4.2 Structure and electronic properties

In Fig. 4.1(a), we show the top view and side view of the unit cell of monolayer InSe
with the lattice constant a = 3.902 Å. Two sublayers exists in a monolayer InSe, in
which the first and second sublayers are separated by dIn = 2.662 Å and dSe = 5.147
Å from the optimized geometry calculation. In Fig. 4.1(b), we give the calculated
electronic structure of the monolayer InSe from the LDA calculation. The minimum
point of the first conduction band appears at the Γ point, while the maximum of the
first valence band appears at a point along the Γ-M direction. The indirect band gap
of monolayer InSe within the LDA is about 2.06 eV. Here EF = 0 is set to be in the
center of the energy gap. Since the Seebeck coefficients are sensitive to the shape of the
band gap, we also check the band gaps obtained by using the Perdew-Burke-Ernzerhof
(PBE) [74] and the Heyd-Scuseria-Ernzerhof (HSE) [28] hybrid functionals, which
result in band gaps of about 1.55 eV and 2.24 eV, respectively. The HSE approach is the
closest to the band gap of monolayer InSe observed in the experiment [30]. However,
the EPW package does not support the HSE pseudopotential [70]. Therefore, the
LDA with 2.06 eV band gap is a reasonable approximation in this study. Figure 4.1(c)
shows the DOS of the monolayer InSe, in which we can see a very sharp DOS at the

Fig. 4.1: Fig/chapter4-fig1.pdf
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Figure 4.1 Lattice structure and electronic properties of monolayer InSe. (a) Top view
and side view of the unit cell. There are two sublayers in a monolayer InSe. The x- and
y-axes correspond to the armchair and zigzag directions, respectively. (b) Electronic energy
dispersion of monolayer InSe. (c) Density of states (DOS). Relatively constant DOS in the
conduction band is enclosed by a red box.

top of the valence band due to the quartic energy dispersion. In the conduction band,
a finite and almost constant 2D DOS appears for a limited range within 1.0-1.3 eV due
to the parabolic energy dispersion as shown in red box. We argue that the existence
of such a characteristic for DOS should be relevant to the excellent thermoelectric
properties of the 2D monolayer InSe that we will discuss below.

4.3 Power factor of two-dimensional InSe

In Figs. 4.2(a-d), we show the transport and thermoelectric properties of monolayer
InSe. Firstly, in Fig. 4.1(a), we plot the scattering rate (1/τnk) for all k states in the
electron energy range [−2.0, 2.0] eV for three different temperatures at 300 K, 500 K,
and 700 K with EF = 0 eV. Carrier densities for EF = −2 eV and EF = 2 eV are

Fig. 4.2: Fig/chapter4-fig2.pdf
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Figure 4.2 Transport and thermoelectric properties of monolayer InSe. (a) Carrier scatte-
ring rate (inverse of relaxation time) as a function of electron energy in a logarithmic scale.
Solid line is the DOS of monolayer InSe. (b) Seebeck coefficient, (c) electrical conductivity,
and (d) power factor as a function of Fermi energy for three different temperatures at 300 K,
500 K, and 700 K. Solid and dashed lines in (b-d) for each temperature denote the quantities
along the armchair and zigzag directions, respectively. Note that the different directions give
negligible difference of the Seebeck coefficients so that two curves for each temperature in (b)
overlap each other.

respectively 2.75 × 1013 cm−2 and 1.875 × 1013 cm−2 for hole doping and electron
doping. Since 1/τ ∝ DOS [see Section 2.1.3], the shape of the 1/τ curve resembles
that of the DOS that is plotted by solid line. When we increase temperature, the
relaxation time τnk decreases. We find a relatively small value of scattering rate
at the conduction band of monolayer InSe, which means a larger relaxation time at
energy around 1.0-1.3 eV where a constant small DOS appears. We thus expect that
the conductivity σ and power factor PF = S2σ are enhanced in this conducting regime
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for the n-type InSe. On the other hand, within the valence band, the scattering rate is
relatively large (the relaxation time is small) but there is a very sharp DOS at energy
around top of the valence band which, according to the Mahan-Sofo theory, [38] is also
a good region to obtain an enhancement of the PF from the enhancement of S in the
PF.

In Fig. 4.2(b), we show the calculated Seebeck coefficient S as a function of the
Fermi energy EF. For the calculation the thermoelectric properties, we adopt the
rigid band approximation, which assumes that the band structure remains unchanged
as we shift the Fermi level up and down to simulate the electron and hole doping,
respectively. It is a good approximation as long as the doping levels used are not high
enough to change the bonding properties of the material [5]. We found the larger S
at lower temperature since S ∝ 1/T as given in Eq. (1.19). The maximum value of
S for monolayer InSe at room temperature can be more than 3000 µV/K, which is
also a very large S among the 2D materials. This value of S is mainly determined
by the band gap of the monolayer InSe, in which for band gaps much larger than the
thermal energy we can approximate the Seebeck coefficient to be proportional to the
band gap [75]. It is important to note, however, that the peak S at the energy gap
region can not be used since there is no conductivity.

The transport coefficients such as S and σ are often measured in a particular
direction [8]. In the case of monolayer InSe, we have defined the armchair and zigzag
direction from the x- and y-axes as shown in Fig. 4.1(a). Therefore, besides the
temperature dependence, there is also an orientation dependence of the transport
coefficients. However, as for the Seebeck coefficient in Fig. 4.2(b), we find that the
S values for the two orientations almost overlap to each other. The origin of S can
be traced back to the contribution of the group velocity in both the numerator and
the denominator parts of Eq. (2.19) for S, where the contribution from group velocity
might be canceled by the division. On the other hand, we show in Fig. 4.2(c) that the
electrical conductivity σ depends on the crystal orientation because only one group
velocity term appears in the expression of σ in Eq. (2.17) and the band structure (thus
group velocity) of monolayer InSe is slightly anisotropic. We find that the armchair
direction of monolayer InSe gives a larger σ than the zigzag direction.

By combining S with σ, we can calculate PF = S2σ as a function of the Fermi
energy, as shown in Fig. 4.2(d). We obtain the largest PF for the armchair direction
at the high temperature of both p-type and n-type monolayer InSe. This result is
different from the previous work by Wickramaratne et al., [32], in which they stated
that the p-type monolayer InSe has a much larger PF than the n-type. The discrepancy
between the previous and the current results should come from the fact that they
treated the relaxation time τ as a constant, [32] while in this work we consider τ to
be energy-dependent as a result of taking the electron-phonon scattering into account.
Nevertheless, we note that the PF of p-type monolayer InSe is still on the same order of
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magnitude with that of the n-type. Therefore, experimentalists could have flexibility to
dope monolayer InSe by p-type or n-type dopings and to obtain the most optimized PF
depending on the device setup. From our calculation, the optimized carrier density
to obtain the maximum PF 0.049 W/K2m (0.043 W/K2m) in the p-type (n-type)
monolayer InSe is 3.0 × 1012 (0.14 × 1012) cm−3 by hole (electron) doping. The
high PF in monolayer InSe (PF = 0.049 W/K2m for p-type) originates from both
the large S and σ, corresponding to the unique band structure of monolayer InSe
with semiconducting and unusual shape of DOS, respectively. Furthermore, we have
shown in Chapter 3 that one way to obtain large PF is by using a low-dimensional
semiconductor with high intrinsic carrier mobility and small confinement length L (the
thickness of the 2D material in this case). [20] The confinement length L of monolayer
InSe is found to be very small, about 0.8 nm, compared with thermal de Broglie
wavelength Λ ∼ 10 nm at room temperature [30] and thus improving the PF of the
monolayer InSe compared to its bulk form. Wickramaratne et al., [32] reported PF
= 0.006 (0.001) W/K2m for bulk p-type (n-type) InSe, which is much smaller than that
of 2D InSe with PF = 0.049 (0.043) W/K2m for monolayer p-type (or n-type) InSe.
It should be noted that, not only the dimensionality, but the scattering mechanisms
and DOS could also be important to enhance the PF of the 2D InSe [76].

4.4 Convergence of multivalley bands

Now, we further improving the thermoelectric properties by applying the strain, which
makes two energy bands degenerate. This concept is called by convergence of multi-
valley bands (CMB). Recently, Pei et al., Tang et al., and Liu et al. [77, 78, 79] showed
that the conduction or valence energy band extrema can be tuned to be almost de-
generate by doping, modification of composition, or temperature, which can enhance
both the PF and ZT in PbTe [77], CoSb3 [78], and Mg2(Sn,Si) [79]. Thus, we expect
that thermoelectric performance of the 2D InSe can be also improved by the CMB.
Jin et al. [80] reported that the electronic energy band of the monolayer InSe can be
tuned by the in-plane strain. This fact inspired us to study the CMB in monolayer
InSe by applying strain, which will be disscued below.

In Fig. 4.3, we show the energy band structures of monolayer InSe for several in-
plane biaxial compressive strains ε, which is defined by ε = (a− a0)/a0, where a and
a0 are the in-plane lattice constants with strain and unstrain, respectively. In the case
of ε = 0, the calculated monolayer InSe has an indirect band gap of 2.06 eV as shown
in Fig. 4.3. In the p-type InSe, there exist four “light valleys” (LVs) at the Γ point
and one “heavy valley” (HV) along Γ–M(K) line in the valence bands as shown in
Fig. 4.3, where the LV and HV denote the valleys having lighter and heavier effective

Fig. 4.3: Fig/chapter4-fig3.pdf
Fig. 4.4: Fig/chapter4-fig4.pdf
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Figure 4.4 Valley splitting energy ∆E and in-plane stress as a function of compressive
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masses of electrons, respectively. Similarly, in the case of n-type InSe, there is one LV
at the Γ point and two HVs at the M and K points in the conduction bands as shown
in Fig. 4.3. The valley splitting energy ∆E between HV and LV for the both cases
of conduction and valence bands is indicated in the case of ε = 0 of Fig. 4.3. It is
noted that ∆E = 0 represents the case of CMB, in which some distinct valleys become
degenerate at ε = −0.025. When compressive strain (ε < 0) is applied, the energy
extrema (both minima and maxima) of the LVs at the Γ point increase monotonically
(see red lines in Fig. 4.3), while the energy extrema of the HVs along the Γ −M(K)
and at the M and K points decrease (see blue lines in Fig. 4.3). As a result, the value
of ∆E at T = 300 K decreases approximately linearly with deceasing ε [see Fig. 4.4].
In Fig. 4.4, we plot ∆E for the n-type and p-type as a function of ε, in which we can
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see that both ∆E values for the p-type and n-type InSe becomes zero at the same
compressive strain ε = −0.025, which corresponds to the stress of about 1.16 GPa.

We notice that there are two different behaviors of the CMB in the monolayer InSe
depending on the doping. In the p-type InSe, the energy up shift of the LV is larger
than that of the HV so that the LV looks like “approaching” the HV (LV → HV).
This behavior is opposite in the n-type InSe, in which the HV approaches the LV
(HV→ LV). Here, we will show in Section 4.4.1 that the case of HV→ LV gives much
larger enhancement of ZT than the LV → HV, while changes of PF in the two cases
are quite similar.

4.4.1 Thermoelectric power factor

In order to discuss the PF in the monolayer InSe, in Fig. 4.5(a), we firstly plot the
electrical conductivity σ at 300 K as a function of carrier concentration for the three
values of strain ε for both p-type (left figure) and n-type (right figure) InSe along arm-
chair (solid line) and zigzag (dashed line) directions. Note that with our investigated
strain range, the monolayer InSe is always a semiconductor with band gap around 2
eV (see Fig. 4.3). For obtaining a large σ, the semiconductor is generally doped. In
this present study, doping is treated within the rigid-band model as mention before,
in which the corresponding carrier concentration of the 2D materials in units of cm−2

can be calculated as n = 2
NA

∑
nk fnk, where N is number of k point, A is the area of

the unit cell, fnk is the Fermi-Dirac distribution function, and the factor 2 accounts
for the spin degeneracy. The summation for n is taken by the n-th band and all k in
the first Brillouin zone. When no strain is applied (ε = 0), σ shows anisotropy for arm-
chair and zigzag directions at high carrier concentration as shown in Figs. 4.5(a), with
the value along the armchair direction larger than that along the zigzag direction. An
origin of the anisotropy is due to the different velocities along the armchair and zigzag
directions, which has also been confirmed by our previous works [72]. For compressive
strain ε < 0, σ of the p-type InSe increases with increasing |ε| due to the LV → HV,
while σ of the n-type InSe decreases with increasing |ε| due to the HV→ LV.

In Fig. 4.5(b), we plot the Seebeck coefficient S at 300 K as a function of the carrier
concentration for both p-type and n-type InSe with the three different ε values. The
absolute value of S is proportional to N

2/3
v m [79], where m is the carrier effective

mass and Nv is number of degenerate band valleys. Therefore, the HV with larger
effective mass enhances |S|, while the LV with lighter effective masses reduces |S|.
For the p-type InSe (left figure of Fig. 4.5b), the |S| has a maximum at ε = −0.025
due to the CMB. When we increase |ε| further from |ε| = 0.025, |S| then decreases
at ε = −0.05 due to the LV → HV convergence because only the LV contributes to
S. On the other hand, for the n-type InSe (right figure of Fig. 4.5b), |S| increases

Fig. 4.5: Fig/chapter4-fig5.pdf
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Figure 4.5 (a) Electrical conductivity σ, (b) Seebeck coefficient S, and (c) power factor PF
of p-type and n-type monolayer InSe as a function of strain ε and carrier concentration at
300 K. Solid and dashed lines denote armchair and zigzag directions, respectively.

significantly at the optimum at ε = −0.025, and decreases with increasing |ε| due to
the HV→ LV convergence.

In Fig. 4.5(c), we plot the power factor PF as a function of the carrier concentration
in the zigzag and armchair directions with the three strain ε for the p-type and n-type
InSe at 300 K. For ε = 0, the maximum PF of the p-type (n-type) is 0.049 (0.041)
W/K2m at 300K in the armchair direction, which is consistent with the results of
Section 4.3 [72]. For compressive strain, the PF of both the p- and n-type InSe has a
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maximum at ε = −0.025 because of the CMB effect. Although the LV→ HV (in the
p-type) and HV → LV (in the n-type) show different σ and S behaviors as shown in
Fig. 4.5(a) and (b), respectively, both these types of the CMB give rise to a significant
enhancement of the PF. We note that the PF of the n-type InSe reaches the maximum
at the carrier concentration of about 4 × 1013 cm−2, which can be experimentally
accessible [30]. On the other hand, the maximum PF of p-type is difficult to achieve
by experiment because of a relatively higher carrier concentration of 6 × 1014 cm−2.
Therefore, the selection of n-type InSe might be better than that of the p-type InSe
to enhance the PF by the CMB. At ε = −0.05, the splitting of the degenerate LV and
HV in p-type InSe leads to new energy band with the maximum energy of −1.7 eV at
the Γ point as shown in Fig. 4.3. Since this energy band is almost flat at the Γ point
(in other words, having heavy effective mass), S and the PF significantly increase at
high carrier concentration of ∼ 1015 cm−2 (corresponding to the Fermi energy of −1.7
eV) for the p-type InSe as shown in Figs. 4.5(b) and 4.5(c), respectively. Although
this concentration is even harder to dope.

4.4.2 Thermoelectric figure of merit

In Figs. 4.6(a)-(b), we plot the electronic thermal conductivity κel and the figure of
merit ZT at 300 K as a function of strain ε and carrier concentration for both p-type
and n-type InSe along zigzag and armchair directions, respectively. Here, we estimate
ZT values by using a constant κph of 27 W/mK [73]. In the case of ε = 0, the
maximum ZT of the n-type (p-type) is 0.13 (0.21) at 300K in the armchair direction,
which is better than other some other 2D materials, for example, monolayer MoS2

with ZT ∼ 0.1 [81, 82]. Then, we further obtain an increased ZT by the CMB at the
critical strain ε = −0.025. The optimum ZT value for the n-type InSe (ZT = 0.41) is
enhanced by nearly 230 % of ZT at ε = 0, while the ZT is slightly enhanced by about
26 % of ZT at ε = 0 for the p-type InSe (ZT = 0.25), as shown in Fig. 4.6(b). At
first sight, this result looks inconsistent with the optimum PF which shares a similar
magnitude at ε = −0.025 for both p-type and n-type InSe [see Fig. 4.5(c)]. However,
the different features for enhancement of the PF and ZT actually exist because there
is an additional effect of the electronic thermal conductivity κel in ZT . The κel

increases (or decreases) toward the CMB in the p-type (or n-type) InSe, as shown
in Fig. 4.6(a). This behavior that κel is relevant to σ is known as the Wiedemann-
Franz law κel = LσT , where L is the Lorentz number [41]. The ZT value of the n-type
InSe is thus more improved than that of p-type InSe. Since the HV → LV gives rise
not only to an enhanced PF, but also to a reduced κel, the HV→ LV should be better
than LV → HV to enhance ZT . It is important to note that the HV → LV often
appears in many bulk thermoelectric materials such as PbTe, SnSe, and Mg2(Sn,Si)
due to the CMB [77, 78], which should be investigated in the future.
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Figure 4.6 Electronic thermal conductivity κel and thermoelectric figure-of-merit ZT of
p-type (a) and n-type (b) monolayer InSe as a function of strain ε and carrier concentration
at 300 K. Solid and dashed lines denote armchair and zigzag directions, respectively.

In Figs. 4.7(a) and (b), we show the corresponding plots of optimum PF and ZT
as function of ε at room temperature. Both the PF and ZT are enhanced with the
compressive strain in the region from -0.02 to -0.03, which corresponds to the valley
splitting energy ∆E from 4kBT to −4kBT for T = 300 K (see Fig. 4.4). In addition,
the maximum PF and ZT are found at the critical strain ε = −0.025 with ∆E ∼ 0
for both the p-and n-type InSe.

4.4.3 Additional analysis based on two-band model

Finally let us discuss the enhancement of PF for |∆E| < 4kBT by so-called two-band
model [83]. In order to explain how the PF is enhanced with |∆E| < 4kBT and obtain
the maximum value at ∆E ∼ 0, we use the analytical formula for the optimum PF

Fig. 4.6: Fig/chapter4-fig6.pdf
Fig. 4.7: Fig/chapter4-fig7.pdf



4.4. Convergence of multivalley bands 63

(a) (b)

ε ε
- 0.04 - 0.02 0.00

0.03

0.06

0.09

0.12

P
F
(W

/m
K
2
)

- 0.04 - 0.02 0.00
0.1

0.2

0.3

0.4

Z
T

Figure 4.7 (a) Optimum PF and (b) optimum ZT are plotted as a function of strain ε at
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Figure 4.8 The dependence of optimum power factor PF2D
opt on valley splitting energy ∆E,

and on ratio of relaxation time coefficients between the two valleys τ1/τ2.

based on the two-band model (see Eq. (2.83) in Section 2.1.4.1) as

PF2D
opt = 4k3

BTΓ(r + 2)
Lπ~2

(
τ1 + τ2

e∆E/kBT

)
e

(
r+

∆E/kBT

(τ1/τ2)e∆E/kBT + 1

)
, (4.5)

where ~ is Planck’s constant, L is the confinement length, Γ(x) is the Gamma function,
r is the characteristic exponent that determines the scattering mechanism, and τ1 and
τ2 are the relaxation time coefficients of the valleys (1) and (2) (see Fig. 2.4 in Section
2.1.4), respectively.

In Fig. 4.8, we show a color plot of the PF2D
opt as a function of ∆E and the ratio

of τ1/τ2. In Fig. 4.8, we consider an arbitrary monolayer semiconductor with L = 0.8
nm, a fix value of τ1 = 0.4 ps at room temperature (T = 300 K), and r = 0 for the
both valleys. Since the 2D DOS is constant as a function of energy for the quadratic

Fig. 4.8: Fig/chapter4-fig8.pdf
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energy dispersion, we use r = 0 [Eq. (4.5)] for the scattering rate for both the valleys.
For ∆E > 4kBT , the PF2D

opt is independent of both ∆E and τ1/τ2, in which the PF2D
opt

value is given by the valley (1), while for ∆E < −4kBT , the PF2D
opt is dominated by

the valley (2). In the case of ∆E < −4kBT , on the other hand, the PF2D
opt increases

with the decreasing τ1/τ2 because τ1 is fixed. An interesting behavior of PF2D
opt can

be observed for |∆E| < 4kBT . Firstly, the PF2D
opt increases with decreasing |∆E|

and shows a maximum value when ∆E approaches zero. Secondly, at the multivalley
convergence point (∆E = 0), the PF2D

opt increases with the decreasing τ1/τ2. It should
also be noted that 1/τi ∝ DOS = mi/π~2 (i = 1, 2) [Eq. (4.5)], where mi is the
effective mass of the i-th valleys. Therefore, m1 6= m2 when τ1 6= τ2, which leads to
an asymmetric PF in terms of ∆E when τ1/τ2 6= 1 in Fig. 4.8. It is also clear from
Eq. (4.5) and Fig. 4.8 that we need to obtain ∆E = 0 to optimize the power factor,
which could be tuned by the mechanical strain as shown in Fig. 4.4. This general
behavior in the two-band model is thus consistent with the case of monolayer InSe as
discussed in Section 4.4.2.



Chapter 5

Thermoelectric properties of
two-dimensional tetradymites

In this Chapter, we show the thermoelectric properties of 2D tetradymites M2X3, in
which M is the group V metal (Bi or Sb) and X is the group VI anion (Te, Se, or S), by
using the Boltzmann transport formalism combined with the density functional theory
(DFT) as a function of Fermi energy and crystal orientation. We find that their energy
bands are characterized by small energy gaps, high group velocities, small effective
masses, nonparabolic the Kane bands and multi-valleys convergences at near the center
of the Brillouin zone, which are favorable for high power factor with the optimum power
factor values can up to 0.20 − 0.25 W/mK2 at room temperature. Moreover, the 2D
M2X3 are based on the heavy atomic masses and high polarizability of some chemical
bonds, which lead to low phonon group velocities and anharmonic phonon behaviour
that produce a very low intrinsic lattice thermal conductivity ∼ 1.5 − 2.0 W/mK at
room temperature. We show that by mixtures of M and X atoms, such as Bi2Te2Se,
the power factor increases whereas the lattice thermal conductivity decreases. This
approach leads to a high figure of merit of the p-type 2D Bi2Te2Se from 1.4 to 2.0
at operating temperature range of 300 − 500 K. Our results thus offer significant
applications for thermoelectric in next-generation vehicles.

5.1 Method and computational details

5.1.1 Transport properties of electron

In this work, the Seebeck coefficient S, electrical conductivity σ, and the electronic
thermal conductivity κe along a certain direction are calculated from the linearized
Boltzmann equation (BTE) for an electron with the relaxation time approximation

65
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(RTA) as,

σ = q2L0, S = 1
qT

L1

L0
, κe = 1

T

(
L2 −

L2
1
L0

)
, (5.1)

where q is the unit carrier charge, T is the temperature, and Li is the transport integral
that is defined by [38]

Li = − 2
NkV

∑
nk

v2
nkτ

e−ph
nk

∂f0

∂E
(Enk − EF )i, (i = 0, 1, 2), (5.2)

where the factor 2 accounts for the spin degeneracy, Nk is the number of k points, V is
the volume of system, EF is the Fermi energy, Enk is the electron energy at n-th band
and the wavevector k, fnk is the Fermi-Dirac distribution function, vnk = ∇kEnk/~,
where ~ is the Planck’s constant, is the group velocity, and τ e−ph

nk is the relaxation time
due to the electron-phonon interaction. The relaxation time is given by the inverse of
the scattering rate Γe−ph

nk as τ e−ph
nk = 1/Γe−ph

nk . According to the Fermi golden rule,
the scattering rate due to the e-ph interaction is given by [85]

Γe−ph
nk =2π

~
∑
mν

∫
dq

ΩBZ
|gmn,ν(k,q)|2[(fmk+q + nνq)δ(Enk − Emk+q + ~ωνq)

+ (1− fmk+q + nνq)δ(Enk − Emk+q − ~ωνq)], (5.3)

where gmn,ν(k,q) is the electron-phonon matrix element, which is the transition of
an electron from the n-th band and the wavevector k to the m-th band and the
wavevector k + q participated by a phonon with the ν-th mode and wave vector
−q, and ωpq and npq are the phonon frequency and the Bose-Einstein distribution
function. The integral is taken over the Brillouin Zone (BZ) of volume ΩBZ. The first
and second terms in the brackets in Eq. (5.3) are related to the phonon-absorption
and phonon-emission processes, respectively. We can evaluate the scattering rates in
terms of the imaginary part of the self-energy by Γe−ph

nk = (1/~) Im
∑e−ph
nk , because

the occupation probability at the state nk will decay by the factor of (∆t/~)Im
∑e−ph
nk

when an electron is added into a system after a time period ∆t [84].

5.1.2 Transport properties of phonon

By using the Fourier law for the heat flux by phonons J , J = −κph∇T , the pho-
non thermal conductivity along the direction of q is given by the linearized BTE for
phonons with the RTA as follows

κph = 1
NqV

∑
νq

~ωνqv
2
νqτ

ph−ph
νq

∂nνq
∂T

, (5.4)

where Nq is the number of q points, vνq is the phonon group velocity for q, and
τph−ph
νq is the relaxation time due to the ph-ph interaction. The phonon scattering
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rate (or spectral linewith), Γph−ph
νq = 1/τph−ph

νq , is given by [85]

Γph−ph
νq =~π

4
∑
ν′ν′′

∫
dq′

ΩBZ
[|V νν

′ν′′

qq′+q′′ |2(nν′q′+ − nν′′q′′)δ(~ωνq − ~ων′′q′′ + ~ων′q′+)

+ 1
2 |V

νν′ν′′

qq′−q′′ |2(nν′q′− + nν′′q′′ + 1)δ(~ωνq − ~ων′′q′′ + ~ων′q′−)], (5.5)

where V νν′ν′′qq′±q′′ are the phonon-phonon matrices for a three-phonon process satisfying
the momentum conservation relation of q ± q′ = q′′ + G, where G represents a reci-
procal lattice vector. The three-phonon processes is called either the normal process
when G = 0 or the Umklapp process when G 6= 0. The first term in the brackets in
Eq. (5.5) is the transition possibility of the process that two phonons merge to create
another phonon and the second term is vice versa.

5.1.3 Calculation details

In order to obtain the electron and phonon scattering rates of the e-ph and ph-ph inte-
raction as shown by Eqs. (5.3) and (5.5), we used the Quantum ESPRESSO (QE) [62],
EPW [86] and ShengBTE [87] packages. In which the EPW and the ShengBTE are
used to calculate the electron-phonon and phonon-phonon interactions, respectively. A
fully relativistic with norm-conserving pseudopotential using Perdew-Zunger parame-
terization [63] of exchange-correlation functional including local density approximation
(LDA) is employed in QE. Anharmonic, interatomic force-constants (IFCs) are cal-
culated by using 4 × 4 × 1 supercells with only the Γ-point. The phonon-phonon
interactions are considered up to the 6th nearest neighbors of the unit cell atoms for
the anharmonic IFCs calculations.

5.2 Structural properties

Tetradymites have the formula M2X3, in which M is the group V metal (Bi or Sb) and
X is the group VI anion (Te, Se or S). While Bi2Se3, Bi2Te3 and Sb2Te3 are common
tetradymites, recently other stoichiometry of M and X atoms such as Bi2Te2Se and
Bi2Te2S are synthesized as 2D materials [88]. In Fig. 5.1(a), we show the top and
side views of a single quintuple-layers (QL) Bi2Te2Se as a example structure of 2D
tetradymites. The 2D structure of the single-QL tetradymites is X1−M−X2−M−X1
stacked in the z direction of the unit cell. The X1 and X2 are two distinct types of
the X sites, in which the X1 sites are located at the top or bottom of the layers and
the X2 sites are in the middle. It is noted that the high-quality 2D tetradymites are
recently obtained by a layer-by-layer growth in molecular beam epitaxy [89, 90]. The
single-QL tetradymite is of great interest compared with a bulk (3D) tetradymites
for thermoelectric applications when we consider the confinement effect [20]. Since
the atomic mass of Bi is heavier than that of Sb, the thermal conductivity of Bi2X3
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Figure 5.1 (a) Top and side views of single quintuple-layers (single-QL) Bi2Te2Se. Bi and
Te, and Se atoms are represented by pink and green balls, respectively. The unit cell with the
in-plane basis vectors a1 and a2 contains five atoms in five sublayers. The x− and y−axes
correspond to armchair and zigzag directions, respectively. (b) Electronic energy dispersions
of single-QL Bi2Te2Se, Bi2Te2S, and Bi2Se3. The blue, red, and green dots represent the
contributions of atomic orbital from the Bi, X1 (Te, Se), and X2 (Se, S) atoms, respectively.
(c) Electronic dispersion of the Kane band due for α = 0.0, 0.5, 1.0 and m = me. (d) Phonon
dispersions of single-QL Bi2Te2Se, Bi2Te2S, and Bi2Se3.

Table 5.1: Calculated effective mass (m/me), band nonparabolicity (α), different energy
(∆E), and group velocities for LA (vLA), TA (vTA), and ZA (vZA) phonon modes.

Single-QL m/me

(kg)
α

eV−1
∆E
(eV)

vLA
(m/s)

vTA
(m/s)

vZA
(m/s)

Bi2Se3 0.10 1.2 0.065 444 268 78
Bi2Te2Se 0.09 1.4 0.098 454 267 94
Bi2Te2S 0.09 1.5 0.173 480 281 89

is generally lower than that of Sb2X3 [91]. In this work, we consider the three 2D
tetradymites based on Bi atom such as Bi2Se3, Bi2Te2Se, and Bi2Te2S.

5.3 Electronic and phonon properties

In Fig. 5.1(b), we show the energy dispersion of the single-QL Bi2Se3, Bi2Te2Se, and
Bi2Te2S which have indirect band gaps are 0.81, 0.85, and 0.93 eV, respectively. As
shown in Fig. 5.1(b), the conduction band (CB) of the single-QL M2X3 shows a non-

Fig. 5.1: Fig/chapter5-fig1.pdf
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parabolic dispersion. The nonparabolic dispersion is modeled by the Kane band [41],
in which the energy dispersion is given by E(1 + αE) = ~2k2/2m, where m is the
effective mass, and α is a parameter for describing the band nonparabolicity (α = 0
corresponds to the parabolic band). In Fig. 5.1(c), we plot energy dispersion of the
Kane band for α = 0.0, 0.5, 1.0 and m = me, where me is the mass of electron. For
αE � 1, we get a linear energy dispersion E ∼ ~|k|/

√
2mα while we have a parabolic

band for smaller E such that αE < 1 with the same α. The calculated m and α for
the CBs of the single-QL Bi2Se3, Bi2Te2Se, and Bi2Te2S are listed in Table 5.1. For
the common semiconductors such as Si and Ge, α = 0.50 eV−1 and 0.65 eV−1 [41],
respectively, are smaller than that of the single-QL M2X3 (α = 1.2− 1.5 eV−1).

The Kane band appears in many kinds of good thermoelectric materials such as
PbTe, GeTe, and SnTe [92]. Recently, Liu et al. showed that nonparabolic band with
the large α value is the cornerstone of the filtering effect of electron mean free path
which improves thermoelectric properties [93]. Therefore, the n-type single-QL M2X3

that have the large α (1.2 − 1.5 eV−1) is expected to show a good thermoelectric
properties. On the other hand, the valence bands (VBs) of the single-QL M2X3 exhi-
bit a convergence-of-multivalley energy bands, in which some distinct valleys become
almost degenerate in energy. Accoding to the two-band model, we showed that the
thermoelectric power factor can described as PF ∝ e−∆E/kBT [83], where kB is the
Boltzmann constant (kBT ∼ 0.026 eV at T = 300 K) and ∆E is the energy difference
between the two energy extrema of valleys. In present study, ∆E is defined by the
energy difference between the highest energy maxima and lowest energy maxima of
the four valleys of the M2X3 along Γ−M and Γ−K lines, which are denoted by VB1,
VB2, VB3, and VB4 as shown in Fig. 5.1(b). The calculated ∆E for the VBs of the
single-QL Bi2Se3, Bi2Te2Se, and Bi2Te2S are listed in Table 5.1. Since the VBs show
a small ∆E within a few kBT , the p-type single-QL M2X3 is also expected to have a
large power factor.

It is important to note that the PF is very sensitive to ∆E value due to the
exponential function e−∆E/kBT , in which we get an optimize value at ∆E = 0. There-
fore, tuning the multi-valleys converging effect (∆E = 0) is an effective approach for
increasing the PF, which is usually accomplished by chemical doping or strain engi-
neering [77, 83]. Interestingly, in the single-QL M2X3, the CB has the Bi character,
whereas the VBs consist of the hybridized orbitals of X1 (Te, Se) and X2 (Se, S)
atoms, as shown by colors in Fig. 5.1(b). Therefore, by mixing X1 with X2 atoms, we
can tune the multi-valleys convergence for improving the PF in the 2D tetradymites.
Since at least 10 M2X3 compounds are either easily or potentially exfoliable in 2D te-
tradymite structures [94], we need to investigate all possible compounds for obtaining
high thermoelectric performance 2D M2X3 tetradymites. In the present study, for
simplicity we focus on only the three 2D Bi2X3 compounds. As show in Fig. 5.1(b),
in Bi2Se3 case, the energies of VB1 and VB4 are higher than those of VB2 and VB3.
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Figure 5.2 (a) Carrier scattering rate (inverse of relaxation time) of the single-QL M2X3
as a function of electron energy at 300K, for electrons and holes with energies within 1.5 eV
of the band edges. Both the polar and non-polar cases due to all phonon modes are shown.
The dot, solid, and dashed lines are the density of states of the single-QL Bi2Se3, Bi2Te2Se,
and Bi2Te2S, respectively. (b) Electron charge density of the single-QL Bi2Te2Se in Bi, Te,
and Se planes. The color scale is linear from blue to red as charge density increases in unit
e/bohr3.

When we change X1 from Se to Te atoms (Bi2Te2Se), the VB1 and VB4 decreases
in energy, while the energies of VB2 and VB3 increases. In the case, we change X2
from Se to S atoms (Bi2Te2S), the VB1 and VB4 decrease further. In Fig. 5.1(d), we
plot the phonon dispersion of single-QL Bi2Se3, Bi2Te2Se, and Bi2Te2S. No negative
frequencies are observed in the first Brillouin zone, which confirms that all single-QL
M2X3 structures are dynamically stable.

In Table 5.1, we list the group velocities of the acoustic branches near the Γ points
including longitudinal (LA), in-plane transversal (TA), and out-of-plane (ZA) phonons.
Since the group velocities of the acoustic phonon of 2D M2X3 are much smaller than
that of other 2D material such as graphene and MoS2. The single-QL M2X3 are thus
expected to show a small thermal conductivity of lattice κph, which leads to high ZT .

5.4 Electron transport

Let us characterize the transport coefficients quantitatively. In Fig. 5.2(a), we plot
the calculated scattering rates of the single-QL M2X3 as a function of the energy
for electrons and holes with energies within 1.5 eV of the band edges. For the case
of non-polar materials, the scattering mechanisms include the electron-acoustic and
the electron-optical-phonons. Further, the Fröhlich coupling due to the polar optical
phonons is added to the plot by using Matthiessen’s rule for the case of polar materials.
In the case of non-polar materials, the scattering rate near the band edge follows the
shape of the density of states (DOS) [41]. It is known that acoustic phonons give
a dominant contribution to the scattering rate at room temperature. The electron-

Fig. 5.2: Fig/chapter5-fig2.pdf
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phonon (el-ph) coupling matrix element for the acoustic phonon can be assumed as a
constant, and thus we get τ−1 ∝ DOS based on the Fermi golden rule for non-polar
case [95]. However, in the case of polar materials, the electron-polar-optical-phonon
coupling has a factor of ε−1

∞ − ε−1
0 that measures the strength of the phonon-induced

dipole field in terms of the magnitude of dielectric constants [41], in which ε∞ and
ε0 are dielectric constants of the high- and low-frequency, respectively. Since the
best thermoelectric material is achieved for the heavily doped region where the polar
scattering is sufficiently screened, that is ε0 is usually larger than ε∞ [96], in particular
for the case of 2D material [72]. Therefore, the scattering rate no longer follow the
DOS shape in the case of polar materials as shown in Fig. 5.2(a).

According to the Lyddane-Sachs-Teller relation
√
ε0/ε∞ = ωL/ωT [97], where ωL

and ωT are the frequencies of the longitudinal (LO) and transversal optical (TO)
phonon modes, respectively, a large contribution to the factor ε−1

∞ − ε−1
0 comes from

phonons near the energy separation about 50 cm−1 between LO and TO phonons
[see Fig. 5.1(d)]. Since the Te atoms have a large charge density compared with the
Bi atoms [see Fig. 5.2(b)], resulting in a motion of Te atoms in longitudinal and/or
transverse modes which is the origin of the large polar scattering. By considering the
polar scattering, the magnitude of the scattering rates increases 8 times and 4 times
for the electrons and holes, respectivety, compared with the case of non-polar mate-
rials as shown in Fig. 5.2(a). Although the polar scattering will reduce the electrical
conductivity due to the Matthiessen’s rule, the polarizability of surface bonds will
reduce the lattice thermal conductivity because of the high anharmonicity [98].

5.5 Thermoelectric power factor

With the energy-dependent scattering rates, we obtain the Seebeck coefficient S, elec-
trical conductivity σ, and thermoelectric power factor PF by solving the Boltzmann
transport equation. In Figs. 5.3a and 5.3b we plot these thermoelectric properties
as function of carrier concentration at 300 K and 500 K for both n-type and p-type
single-QL M2X3, respectively. σ increases monotonically with increasing the carrier
concentration, while S is approximately linear to the carrier concentration in the range
1011 − 1013 cm−2 and 1013 − 1015 cm−2 for the n-type and p-type single-QL M2X3,
respectively. Let us consider the carrier concentration at 1013 cm−2, σ of the n-type
M2X3 is higher than that of the p-type M2X3. This because the n-type M2X3 have
the Kane band (α ∼ 1.2 − 1.5) and thus a extremely small effective mass ∼ 0.1me

(me is the mass of electron), which implies a high electrical conductivity if we adopt
the Drude model as σ ∝ ne2τ/m, where n is the carrier concentration. However, due
to the multi-valleys convergence |S| ∝ N2/3

v m, where Nv is number of the degenerate
band valleys, the absolute value of S of the n-type M2X3 is smaller than that of the
p-type M2X3. Since PF = S2σ, increasing |S| value is more contributing to improve
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Figure 5.3 Seebeck coefficient S, electrical conductivity σ (top), and thermoelectric power
factor PF (bottom) of the n-type (a) and p-type (b) single-QL M2X3 as a function of carrier
concentration at 300 K (thin lines) and 500 K (thick lines).

the PF compared with increasing σ. Therefore, the PF of the p-type M2X3 is much
higher than that of the n-type M2X3, as shown in Fig. 5.3. The maximum PF values
for the n-type (0.045 W/mK2) and p-type (0.26 W/mK2) are found in the single-QL
Bi2Te2Se at 500 K. The PF of the p-type 2D Bi2Se3 at 300 K (0.125 W/mK2) is much
higher than that of the p-type bulk Bi2Se3 (0.0018 W/mK2 [99]) due to the quantum
confinement effect [1, 20]. We note that the optimum carrier concentration at 5×1012

cm−2 and 1014 cm−2 for the n-type and p-type M2X3, respectively, can be accessible
experimentally by doping [100].

5.6 Lattice thermal conductivity

Finally let us discuss thermal conductivity. The total thermal conductivity is defined
κ = κe + κph, where κe is the electronic thermal conductivity and κe is obtained from
Eqs. 5.1 and 5.2 as shown in Fig. 5.5, while κph is the lattice (or phonon) thermal
conductivity. In Fig. 5.4(a) and (b), we plot κph [Eq. (5.4)] and 1/τph−ph [Eq. (5.5)]
as a function of temperature and the phonon frequency. As expected for the heavy
M and X atoms in the M2X3, the intrinsic phonon properties of the single-QL M2X3

produce a very low κph as shown in Fig. 5.4a. At room temperature, κph = 1.4, 1.3,

Fig. 5.3: Fig/chapter5-fig3.pdf
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Figure 5.4 (a) Lattice thermal conductivity of the single-QL M2X3 as function of tempera-
ture. (b) Phonon-phonon scattering rate of the single-QL M2X3 as function of frequency of
the phonon dispersion relations on a logarithmic scale. Dashed purple line is the fits to the
scattering rates describing the ω2 behaviors of the anharmonic in the low-frequency regime.

and 2.1 W/mK for the single-QL Bi2Se3, Bi2Te3Se, and Bi2Te3S, respectively. The
in-plane thermal conductivity of the single-QL Bi2Se3 in this calculation is in a good
agreement with the experimental data for Bi2Se3 (∼ 1 W/mK) [101]. There are two
main reasons for the intrinsic low value of κph ∝ v2τph−ph. First, since Bi, Sb, Te
and Se are one of the heaviest atoms in the periodic table, their chemical bonds are
relatively weak (see Fig. 5.2b), resulting in low sound velocities vLA, vTA, and vZA (see
Table 1). Second reason is that the strong effect of anharmonic scattering of phonon
is seen in Fig. 5.4b by the calculation of 1/τph−ph. Hellman et al. [101] showed that
the phonons with low-frequency ω < 50 cm−1 carry 60% of the total heat at room
temperature in Bi2Te3, which are extremely affected by the anharmonic scattering.
As seen in the log-log plot of Fig. 5.4(b), the acoustic scattering rates exhibit inversely
proportional to the square of frequency (1/τph−ph ∝ ω2) in the low-frequency region,
which is in a good agreement with Klemens’s prediction [102].

5.7 Thermoelectric figure of merit

In Fig. 5.6(a) and (b), we plot the thermoelectric figure of merit ZT for the n-type
and p-type single-QL M2X3, respectively, as a function of carrier concentration at
300 K and 500 K for each figure. ZT is obtained by using S, σ, κe, and κph that are
calculated by the DFT calculations, in which the electron-phonon and phonon-phonon
interactions are considered for σ and κph. Since the p-type single-QL M2X3 have a
high power factor due to the multi-valleys convergence and a intrinsic low thermal
conductivity, ZT of the p-type single-QL M2X3 is much higher than that of the n-
type single-QL M2X3 as shown in Fig. 5.6. The maximum ZT is found in the p-type
single-QL Bi2Te2Se from 1.4 to 2.0 at operating temperature range from 300 K to 500

Fig. 5.4: Fig/chapter5-fig4.pdf
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Figure 5.5 Electronic thermal conductivity of the n-type (a) and p-type (b) single-QL M2X3
as a function of carrier concentration at 300 K (thin lines) and 500 K (thick lines).
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Figure 5.6 Figure of merits ZT of the n-type (a) and p-type (b) single-QL M2X3 as a
function of carrier concentration at 300 K (thin lines) and 500 K (thick lines).

K, which implies that Bi2Te2Se is a best TE material design for the 2D tetradymite
materials. The optimized carrier concentrations for the maximum ZT at 500 K are
5×1010 and 5×1011 cm−2 for the n-type and p-type single-QL Bi2Te2Se, respectively,
which are two order of magnitude lower than those for the PF and are much easier
to achieve. We note that the single-QL Bi2Te2Se also shows a high ZT value for hole
doping case (n-type) with ZT = 1.2 at 500 K. The material with the high ZT values
for both hole (n-type) and electron (p-type) doping is very important for fabricating
TE devices. Therefore, the 2D Bi2Te2Se is very promising low-dimensional materials
of TE device operating at room temperature.

Fig. 5.5: Fig/chapter5-fig6.pdf
Fig. 5.6: Fig/chapter5-fig6.pdf



Chapter 6

Universal curve of thermoelectric
ZT for semiconductors

In this chaper, we will discuss a new parameter α, which provides a way to optimize
thermoelectric performance, that is independent of shape and dimension of the mate-
rials. First in Section 6.1 we obtain an analytical formula for thermoelectric figures
of merit (ZT ) and power factor (PF) are derived based on the one-band model. We
find that there is a direct relationship between the optimum ZT and the optimum
PF of semiconductors, even though the two optimum quantities are generally given at
different values of chemical potentials. In Section 6.2, we show example for the opti-
mum ZT and optimum PF as a function of the chemical potential. In Section 6.3, by
introducing the dimensionless parameter α consisting of the optimum PF and lattice
thermal conductivity (without electronic thermal conductivity), it is possible to unify
optimum ZT of both bulk and low-dimensional semiconductors into a single universal
curve as a function of α that covers many materials with different dimensionalities.

6.1 Power factor and figure of merit for semiconductor

We will start already derived formulas of thermoelectric properties by the conventional
Boltzmann transport theory. From Eqs. (2.23)-(2.25), the PF and ZT can be written
as

PF = S2σ = 1
T 2
L2

1
L0
, (6.1)

ZT = S2σ

κe + κl
T = β

L2
1

L0L2 − L2
1
, (6.2)

75
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where κl is the lattice thermal conductivity and β = 1/(κl/κe+1) ≤ 1 and Li i = 0, 1, 2
is the transport integral that is defined by [Eq. (2.21)]

Li =
∫
T (E)(E − EF)i

(
−∂f0

∂E

)
dE, i = 0, 1, 2, (6.3)

where ther Fermi energy EF is defined as the chemical potential measured from the
bottom (top) of the conduction (valence) energy band in an n-type (p-type) semicon-
ductor, and T (E) is the transport distribute function that is defined as [Eqs. (2.22)]

T (E) = v2
x(E)τ(E)D(E), (6.4)

where vx(E), τ(E), and D(E) are the group velocity in the x direction, the relaxation
time, and the density of states (DOS) of the carrier, respectively. It is clear from
Eqs. (6.1) and (6.2) that the PF and ZT have different dependence on EF.

For the sake of simplicity, we consider a single parabolic band, in which the
energy band structure and the group velocity can be given as E(k) = ~2k2/2m and
v(k) = 1

~ [∂E(k)/∂k] = ~k/m, respectively, where k is the wave vector of the car-
rier, m is effective mass of the carrier, and ~ is the Planck constant. We assumed
that the material is isotropic with a dimension d = 1, 2, 3, the group velocity in the
direction of x, v2

x(E) = v2(k)/d = ~2k2/m2d = 2E/md, and the relaxation time of
the carrier is inversely proportional to the DOS, τ(E) = CD−1(E), where C is the
scattering coefficient in units of W−1m−3 [see Eq. (2.67)]. The DOS is defined as
D(E) = 2

Ω
∑

k δ[E − E(k)] in units of J−1m−3, where the factor 2 accounts for the
spin degeneracy and Ω is the volume of the system. The calculation of C for a typical
material are given in Section 2.1.3.2. After substituting v2

x(E) and τ(E) into T (E) in
Eq. (6.4), the integrals Li in Eq. (6.3) can be written as

L0 = 2C
md

(kBT )F0, (6.5)

L1 = 2C
md

(kBT )2(2F1 − ηF0), (6.6)

L2 = 2C
md

(kBT )3(3F2 − 4ηF1 + η2F0), (6.7)

where η = EF/kBT is the reduced (or dimensionless) chemical potential and Fj(η) =∫
ηjf0dη is the Fermi-Dirac integral. By substituting Li in Eqs. (6.5), (6.6), and (6.7)

into Eqs. (6.1) and (6.2), we obtain the formulas of the PF and ZT as follows:

PF = 2Ck3
BT

md

(2F1 − ηF0)2

F0
, (6.8)

ZT = β
(2F1 − ηF0)2

F0(3F2 − 4ηF1 + η2F0)− (2F1 − ηF0)2 , (6.9)

where the integrals F0, F1, and F2 are calculated numerically.
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Figure 6.1 (a) S and σ, (b) PF, (c) β and κl/κe, and (d) ZT as a function of the reduced
chemical potential η for the 1D, 2D, and 3D systems, respectively. The carrier effective mass,
the carrier mobility, and the lattice thermal conductivity are set to be m = 1.12m0, µ = 173
cm2/Vs, and κl = 0.728 W/mK, respectively, for n-type Bi2Te2.7Se0.3 at room temperature
(T = 298 K) [42].

6.2 Example of a typical material

Using the definition if Eqs. (6.8) and (6.9) in Section 6.1, let us will discuss an example
of calculating the PF and ZT as a function of η for one semiconducting material. In
Fig. 6.1, we plot the dependence of (a) S and σ, (b) the PF [Eq. (6.8)], (c) β and
κl/κe, and (d) ZT [Eq. (6.9)] on the reduced chemical potential η for d = 1, 2, 3. When
plotting Figs 6.1(a)-(d), we consider a typical semiconductor, n-type Bi2Te2.7Se0.3, at
T = 298 K with the doping concentration of 0.92 × 1019 cm−3. The effective mass,
and mobility of carrier, lattice thermal conductivity are taken to be m = 1.12m0,
µ = 173 cm2/Vs, and κl = 0.728 W/mK, respectively, for the 3D (d = 3) bulk n-type
Bi2Te2.7Se0.3 [42]. The scattering coefficient C = 1.18×1033 W−1m−3 is obtained from
m and µ by using Eq. (2.67) in Section 2.1.3.2, which leads to an average relaxation
time of about 0.1 ps. We simply adopted the same parameter values of m, κl, and C
for the 1D (d = 1) and 2D (d = 2) systems as the 3D’s. However, these parameters

Fig. 6.1: Fig/chapter6-fig1.pdf
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are generally different for different d, as we adopt later in Section 6.3. As shown
in Figure 6.1(a), S is independent of d and S increases with decreasing η, while σ
depends on d and σ decreases with decreasing η. This behavior can be understood in
terms of their units since the units [V/K] of S show no dependence of length scale,
while the unit [1/Ωm] of σ show dependence of length scale. In Figure 6.1(b), we can
see a strong enhancement of the maximum PF around η ≈ 0 in the low-dimensional
systems (1D and 2D). For the bulk (3D) system, the theoretical maximum PF value
is about 0.0025 W/mK2, which is in a good agreement with the experimental data
of about 0.0021 W/mK2 [42]. In the case of η � 0, we can see that S decreases to
zero because the system becomes metallic at high doping concentrations, while σ is
close to zero when η � 0 as shown in Fig. 6.1(a). Therefore, the PFopt occurs at
η ≈ 0, in which EF lies at the bottom (top) of conduction (valence) energy band of
the p-type (n-type) semiconductor, for all the 1D, 2D, and 3D systems, as shown in
Fig. 6.1(b). In Figure 6.1(d), we also obtain a strong enhancement of the maximum
ZT values in the 1D and 2D systems, which is known to be the confinement effect or
the Hicks-Dresselhaus theory [1, 2]. For the 3D system, the theoretical maximum ZT

value is about 0.72, which is in a good agreement with the experimental data of about
0.73 [42]. In the case of η � 0, the coefficient β = 1/(κl/κe + 1) ≈ 1 since κe is much
larger than κl when the system is metallic, as shown in Fig. 6.1(c). In contrast, β ≈ 0
when η � 0 because ke is near zero (few free electron carriers in the insulators) [see
Fig. 6.1(c)]. Therefore, ZTopt is found at η < 0, in which EF lies in the energy gap,
as shown in Fig. 6.1(d). Important information in Figs. 6.1(b) and (d) is that the PF
and ZT are optimized at not the same point but of η ≈ 0 and η < 0, respectively, for
all 1D, 2D, and 3D systems.

6.3 Nondegenerate semiconductor approximation

Next, we would like to obtain the analytical formulas for both the PFopt and ZTopt.
In Eqs. (6.8) and (6.9), that we use to plot Figs. 6.1(b) and 6.1(d), we calculate the
Fermi-Dirac integrals F0, F1, and F2 numerically. The problem is how we can get
analytical formulas for PFopt and ZTopt. Since the PFopt (ZTopt) is optimized at
η ≈ 0 (η < 0), we can use the approximation for nondegenerate semiconductor that
is especially valid for η ≤ 0 [75]. In this approximation, the Fermi-Dirac integral can
be approximated as Fj(η) ≈ eηΓ(j + 1) [75], where Γ(j) is the Gamma function. By
substituting F0 = eη, F1 = eη, and F2 = 2eη into Eq. (6.8), we get the PF formula as

PF = 2Ck3
BT

md
(2− η)2eη. (6.10)

Since κe = 1
T (L2 − L2

1/L0) = 4Ck3
BT

2eη/(md) [see Eq. (2.25)], β in Eq. (6.2) can be
written as

β = 1
[2/(αeη)] + 1 , (6.11)
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Figure 6.2 (a) PF and (b) ZT as functions of the reduced chemical potential η. Results
from the formulas involving numerical integrations and those from analytical calculation
(the approximation for nondegenerate semiconductor) are represented by solid and dashed
lines, respectively. The carrier effective mass, the carrier mobility, and the lattice thermal
conductivity are set to be m = 1.12m0, µ = 173 cm2/Vs, and κl = 0.728 W/mK, respectively,
for 3D n-type Bi2Te2.7Se0.3 at room temperature [42].

where α is a dimensionless parameter as follows

α = 8Ck3
BT

2

mdκl
. (6.12)

Substituting β of Eq. (6.11) into Eq. (6.9) and applying the approximation of Fj , we
obtain for ZT as

ZT = (2− η)2

[4/(αeη)] + 2 . (6.13)

In Figs. 6.2(a) and 6.2(b), we respectively show PFopt and ZTopt that are calculated
by numerical calculation of the Fermi-Dirac integrals (solid lines) [Eqs. (6.8) and (6.9)]
and the approximation for nondegenerate semiconductor (dashed lines) [Eqs. (6.10)
and (6.13)]. If we see the values of PFopt and ZTopt (local maxima of PF and ZT ) at
η ≤ 0 in Fig. 6.2, we can see that the analytical formulas based on the approximation
for nondegenerate semiconductor can nicely reproduce the PFopt and ZTopt by nume-
rical calculation. In particular, we can see that the both results have almost the same
maximum value at the same η for both PF and ZT . Therefore, we can determine the
PFopt and ZTopt from Eqs. (6.10) and (6.13) by analytically solving d(PF)/dη = 0
and d(ZT )/dη = 0, respectively. By solving this we obtain PFopt and ZTopt as follows

PFopt = 8Ck3
BT

md
, ZTopt = W 2

0 (α)
2 +W0(α), (6.14)

where W0(α) is the principal branch of so-called the Lambert W function (see Appen-
dix B). By substituting the PFopt in Eq. (6.14) into Eq. (6.12), the α parameter is

Fig. 6.2: Fig/chapter6-fig2.pdf
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now expressed in terms of the PFopt and κl,

α = PFopt

κl
T. (6.15)

The corresponding reduced chemical potentials for the PFopt and ZTopt are ηPF
opt = 0

and ηZTopt = −W0(α), respectively [see Fig. 6.2]. Based on the simple analytical formulas
in Eq. (6.14), the values of the PFopt and ZTopt can be calculated directly from C,
d, m, κl, and T , which could be measured in experiments. For example, in the case
of 3D n-type Bi2Te2.7Se0.3 at room temperature, taken from Ref. [42], we have C =
1.18×1033 W−1m−3 (see also Section 2.1.3.2), d = 3, m = 1.12m0, κl = 0.728 W/mK,
and hence PFopt = 0.0024 W/mK2 and ZTopt = 0.72. This analytical result agrees
well with both fully numerical calculation (PFopt = 0.0025 W/mK2 and ZTopt = 0.72)
[see Fig. 6.2] and experimental data (PFopt = 0.0021 W/mK2 and ZTopt = 0.73) [42].

To gain insight into the PFopt, we can substitute the coefficient C in Eq. (2.67)
from Section 2.1.3.2 to the PFopt formula in Eq. (6.14), so that the PFopt is given by

PFopt = 16µk2
B

qL3

(
L

Λ

)d Γ
( 5

2
)

Γ
( 7−d

2
)

Γ
(
d
2
) , (6.16)

where L is the confinement length for a particular material dimension, and Λ =
[2π~2/(mkBT )]1/2 is the thermal de Broglie wavelength (see Chapter 3). Equation (6.16)
shows the dependence of the PFopt on µ, d, L, and Λ. By scaling the PFopt with the
optimum PF of a 3D system, i.e. PF3D

opt, we find that the ratio PFopt/PF3D
opt merely de-

pends on the factor (L/Λ)d−3, consistent with our results in Chapter 3. It is clear that
the PFopt is enhanced for 1D and 2D semiconductors only when L is smaller than Λ.
Interestingly, in this present study, we find that by defining α = (PFopt/κl)T , we can
obtain ZTopt from PFopt through Eq. (6.14). Note thatW0(α) monotonically increases
with α but a slightly saturated behavior with increasing α, as shown in Fig. B.1 in Ap-
pendix B. Now we understand that the factor (L/Λ)d−3 is not only the enhancement
factor of the PFopt, but also of ZTopt for the low-dimensional semiconductors.

6.4 The universal curve for ZT

Let us now compare the ZTopt formula as a function of α with various experimental
data. In Fig. 6.3, we plot theoretical ZTopt (solid curve) as a function of α [Eq. (6.14)].
Here ZTopt merely depends on PFopt, κl, and T , even though the PF and ZT are opti-
mized at different chemical potentials, i.e., ηPF

opt = 0 and ηZTopt = −W0(α), respectively.
Hence, ZTopt for various materials with different dimensions can be compared directly
with the universal theoretical curve. The experimental data (symbols) in Fig. 6.3
are extracted from plots of ZTopt, PFopt, and κl in Refs. [16, 54, 104, 103, 105] by

Fig. 6.3: Fig/chapter6-fig3.pdf
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Figure 6.3 ZTopt as a function of α = (PFopt/κl)T . The solid line denotes the theoretical
curve from Eq. (6.14), while the dashed line is the plot of ZTopt = α as a guide for eyes. The
symbols represent experimental results of 1D Bi nanowires (.) and 3D Bi (I) [16], 2D PbTe
quantum wells (�) and 3D PbTe (�) [54], 3D Pb0.98Na0.02Te (M) [103], 3D FeNb0.8Ti0.2Sb
(◦) [104], and 3D Mg2Sn0.78Ge0.2Sb0.02 (�) [105], respectively.

using digitizer software. These data include 1D Bi nanowires of different diameters
(∼ 38 − 290 nm) along with bulk 3D Bi at room temperature [16], 2D PbTe quan-
tum wells of different thicknesses (∼ 1.9 − 4.0 nm) along with 3D PbTe at room
temperature [54], also 3D Pb0.98Na0.02Te [103], 3D FeNb0.8Ti0.2Sb [104], and 3D
Mg2Sn0.78Ge0.2Sb0.02 [105] at different temperatures (∼ 300− 1100 K).

As is seen in Fig. 6.3, all experimental data for 1D, 2D, and 3D materials fit the
universal theoretical curve from Eq. (6.14). The values of ZTopt monotonically increase
as a function of α and thus we can say that any semiconductor should have α > 4.5
to obtain ZTopt > 2 thought it is not shown in Fig. 6.3. For α < 0.3 (high T or high
PFopt), we have ηZTopt ∼ ηPF

opt. In this case, ZTopt ∼ (PFopt/κl)T [see the dotted line in
Fig. 6.3]. On the other hand, for α > 0.3, we have ηZTopt < ηPF

opt that eventually results
in a nonlinear function of ZTopt versus (PFopt/κl)T . The main benefit of using the
universal curve of Fig. 6.3 is that it provides a new way to directly calculate ZTopt

from PFopt and κl without any necessity to check the electron thermal conductivity
κe nor the optimum chemical potential ηZTopt . This should be useful for researchers of
thermoelectric field.





Chapter 7

Conclusions

In this thesis, we have discussed theoretical calculation for the thermoelectric (TE)
properties (power factor PF and figure of merit ZT ) of two-dimensional materials.
Calculations have been performed for the PF of the low-dimensiona materials (1D and
2D) based on the one-band model. Then the PF and ZT of the 2D materials, in parti-
cular, InSe and tetradymites (Bi2Se3, Bi2Te2Se, and Bi2Te2S), are calculated by using
the Boltzmann transport theory and density functional theory (DFT) calculations.
Using the analytical approach based on the one-band model, we also derive a directly
relationship between the PF and ZT despite of the fact that the two quantities are
generally given by different values for a given value of chemical potential. Our finding
can then be divided into four parts as follows.

1 - Quantum effects on thermoelectric power factor of
low-dimensional semiconductors (Chapter 3)

We have shown that the largest PF values is obtained for low-dimensional materials
by decreasing both the confinement length L and the thermal de Broglie wavelength
Λ while keeping L < Λ. Depending on the dimension of materials, there is a different
interplay between L and Λ to enhance the power factor. A simple analytical formula
[Eq. (3.10)] based on the one-band model has been derived to describe the quantum
effects on the PF in 1D, 2D, and 3D materials. We would suggest to experimentalists
to check L < Λ in order to enhance PF for different dimensions of their semiconduc-
tors. Recently, our theory has attracted experimentalists. For example, Prof. Ohta
group (Hokkaido University) has shown that the PF of two-dimensional (2D) GaN are
enhanced by L < Λ [58].
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2 - Thermoelectric properties of two-dimensional InSe
(Chapter 4)

The 2D monolayer InSe has been shown to be a potential thermoelectric material with
high PF (0.049 W/K2m at 300K). The high PF of the monolayer InSe is attributed
to both its Seebeck coefficient S and electrical conductivity σ. The large S originates
from the moderate (about 2 eV) bandgap of the monolayer InSe as an indirect gap
semiconductor, while its large σ is due to its unique two-dimensional density of states
(DOS), which consists of an almost constant DOS near the conduction band bottom
and a sharp peak near the valence band top. We also show that the convergence of
multivalley bands (CMB) can be a good strategy to improve the TE performance of
the monolayer InSe. From the analytical formula within the two-band model [Eq.
(4.5)], we find that the PF can be greatly enhanced by tuning the valley splitting
energy ∆E within a few kBT , and the peak values of PF can be achieved at ∆E = 0.
Using first-principles calculations combined with the Boltzmann transport theory, we
demonstrate that the PF and ZT of the monolayer InSe can be significantly enhanced
by both valence (p-type) and conduction (n-type) valley convergence under a biaxial
compressive stress (1.16 GPa) that should be experimentally accessible. The PF is
enhanced by nearly a factor of 3 by the CMB in both the n-type and p-type InSe.

3 - Thermoelectric properties of two-dimensional tetradymites
(Chapter 5)

We have performed ab initio calculations of the full thermoelectric transport pro-
perties for the 2D single quintuple-layers (QL) M2X3 tetradymites, considering the
electron-phonon and phonon-phonon interactions, as well as the polar interaction. We
show that the unique electronic structure in the single-QL M2X3, represented by its
highly non-parabolic band in the conduction bands and a multi-valleys convergence
(CMB) in the valance bands, lead to high PF of about 0.20 − 0.25 W/mK2 at room
temperature. In addition, the single-QL M2X3 has a very low intrinsic lattice thermal
conductivity ∼ 1.5− 2.0 W/mK because of the heavy atomic (Bi, Te, Se, and S) mas-
ses and high polarizability of bonds, which produce a low phonon group velocities and
strong anharmonic scattering. The high ZT values are thus achieved for the single-QL
M2X3. The maximum ZT is found in the p-type single-QL Bi2Te2Se from 1.4 to 2.0
at operating temperature of 300 − 500 K with the optimized carrier concentrations
about 5 × 1011 cm−2. Our results present not only the high ZT materials at near
room-temperature and highlight the importance of the CMB to improve the PF, but
also provide a new approach to designing high TE performance 2D tetradymites.
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4 - Universal curve of thermoelectric figure of merit for
semiconductors (Chapter 6)

We have shown that the simple analytical formulas [Eq. (6.14)] based on the one-
band model can directly relate the optimum figures of merit ZTopt with the opti-
mum power factors PFopt of semiconductors. By introducing the material parameter
α = PFoptT/κl, where κl is the lattice thermal conductivity, we can obtain the uni-
versal curve of ZTopt as a function of α combining both bulk and low-dimensional
semiconductors, in which ZTopt monotonically increases in a slightly saturating way
with increasing α. Since this approach reduces parameters such as electron thermal
conductivity κe and optimized chemical potential ηopt in the calculation of ZTopt, we
think that it will help researchers to better identify new thermoelectric materials in
the future.





Appendix A

Thermodynamic uncertainty
principle

Let us consider an ideal gas moving randomly in a trapping potential. We assume
that the space of the potential has the volume V ∼ Ld, where L is the confinement
length (or potential size) and d = 1, 2, 3 denotes the dimension of the system. In the
classical system, the position of the wall in the container is well defined: at the wall, the
particle is reflected back into the container, also known as the classical turning point.
On the other hand, in a quantum system, the particle is reflected before reaching the
classical turning point or the particle tunnels over the turning point by the uncertainty
principle. That means that L has an uncertainty ∆L due to the uncertainty principle
that results in uncertainty of volume ∆V . We can use the law of ideal gas to define
the pressure (i.e., impulse of gas atoms per unit area by the reflection) as

P = 2pρv, (A.1)

where p is the component of momentum normal to the wall, ρ is the gas density, v is
the averaged velocity of gas, and ρv is the number of collisions per a unit time. In
quantum mechanics, the Heisenberg’s uncertainty principle tell us,

∆p∆L ≥ ~
2 , (A.2)

where ~ is the Planck constant. After substituting Eq. (A.1), the Eq. (A.2) can be
rewritten as

∆P∆L ≥ ~ρv. (A.3)

Since the equations of state for the ideal gas is expressed as PV = NkBT , where
N = pV is the total number of particles, T is the temperature of the gas, and kB is
the Boltzmann constant, the gas density can take the form ρ = P/kBT . In addition,
the averaged velocity of the particle in the Boltzmann distribution can be given as

v2 = d kBT

m
, (A.4)
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where m is the effective mass of the particle. Inserting these quantities into Eq. (A.3)
gives

∆P
P

∆L
L
≥
√

d

2π
Λ
L
, (A.5)

where Λ = (2π~2/kBTm)1/2 is defined by the thermal de Broglie wavelength of a
particle. Since the volume V is proportional to Ld, then we get

∆P
P

∆V
V
≥ d3/2
√

2π
Λ
L
, (A.6)

This is the generalized thermodynamic uncertainty principle for an ideal gas. This
means that when L is comparable with Λ, such as L ≤ (d3/2/

√
2π)Λ, the pressure and

the volume cannot be treated as commuting observable. In other words, the system
becomes the quantum system.



Appendix B

The Lambert W function

The LambertW function is defined as a multivalued complex function that satisfy the
following equation:

W (α) = αe−W (α), α ∈ C. (B.1)

Since Eq. (B.1) always has an infinite number of solution in the complex Liemann
plane, we expect the multivaluedness of the W function. The solutions of Eq. (B.1)
are indexed by the integer variable j and are called the branches of the W function,
Wj , for j ∈ Z. In particular, the solutions of Eq. (B.1) in the calculation of ZTopt
correspond to real α ∈ [0,∞). In this case there can be a real solution, corresponding
to the principal branch of the W function, i.e. W0(α) ∈ [0,∞).

The W0 function can be written in terms of series expansion as follows [106],

W0(α) =
∞∑
n=1

(−n)n−1

n! αn

= α− α2 + 3
2α

3 − 8
3α

4 + 125
24 α

5

− 54
5 α

6 + 16807
720 α7 + · · · . (B.2)

Figure B.1 shows W0(α) as a function of α when α ∈ [0,∞).

Fig. B.1: Fig/appendix-fig2.pdf
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Figure B.1 The real principal branch of the W function in the case of a ∈ [0,∞).
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