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Abstract

The target of photoacoustic (PA) imaging does not always have high opti-

cal absorption. Consequently, the PA signal sometimes weak. Therefore,

the PA contrast agents are required. This dissertation comprehends a

study on the application of carbon nanotubes (CNTs) as PA imaging

contrast agents. This study consists of three main parts. First, the de-

veloping of theoretical model of laser heating CNT to describe the tem-

perature profile during laser irradiation. Our theoretical model of laser

heating CNT declares that the maximum temperature during laser heat-

ing is proportional to the CNT diameter. Therefore, we suggest to use

the larger diameter of the CNTs for PA imaging contrast agents. Second,

the study on the PA properties of CNTs. Our experimental results con-

firm that CNTs have broad and high spectra in the visible and infrared

regions. Accordingly, the high PA signal can be generated. Third, the

investigation of filtering methods to remove the noise from the PA image.

The proposed filtering methods are non-local means denoising and dic-

tionary learning. Both filtering methods successfully enhanced the peak

signal-to-noise ratio of the PA images. The proposed filtering methods are

sensitive to the input parameters. So that, the suitable input parameters

of proposed filtering methods will be comprehensively discussed.

Keywords:

carbon nanotubes, photoacoustic imaging, laser heating, non-local means

denoising, dictionary learning



アブストラクト

光音響イメージングの観察対象は必ずしも吸光係数が高くないので光音響信号

が弱いことがある。したがって、光音響イメージングの増強剤が必要である。

本論文はカーボンナノチューブ (CNTs)の光音響増強剤への応用に関する研究に

ついて述べており、3つの部分から成っている。まず、レーザーによるCNTの

加熱による温度プロファイルの理論モデル構築について述べている。本モデル

において、レーザーによる加熱中の温度はCNTの直径に比例することが示され

た。したがって、光音響増強には直径の大きなCNTを用いることが望まれる。

次に、CNTsの光音響特性について述べている。実験的検討によりCNTは可視光

および近赤外領域におよぶ広い光音響スペクトルを有し、強い光音響信号を発生

することが示された。最後に光音響画像からのノイズ除去に関する検討につい

て述べている。提案するフィルタリング手法はnon-local meansによるノイズ除去

とdictionary learningで、それぞれのフィルタリング手法により光音響イメージン

グの信号／雑音比を高めることに成功した。本手法は入力パラメーターに鋭敏で

あり、適切な入力パラメーターを選択することが重要であることが示された。
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Chapter 1

Introduction

In this chapter, the important purposes of the study, the motivation and organization

of dissertation will be briefly discussed.

1.1 Purpose of the study

Medical imaging is the technique to obtain the image of organs or tissue in human

body. Medical imaging is started from the discovery of X-rays by Wilhelm Conrad

Roentgen[1]. Since the discovery of X-rays, the medical imaging technology has been

dramatically growth up, for example, the researcher is able to make 4D computed

tomography (CT) imaging of human body[2]. The medical imaging becomes powerful

tools to diagnose the disease in the last century.

There are two electromagnetic radiation sources in the medical imaging; ionizing

radiation and non-ionizing radiation. The electromagnetic spectrum can be seen in

Figure1.1. The ionizing radiation is type of electromagnetic radiation that carries

enough energy to release electron from atoms or molecules. The extreme ultraviolet,

X-Rays, and Gamma rays are examples of ionizing radiation. The imaging modal-

ity using ionizing radiation are Rontgen, CT-scan, mammography, positron Emission

Tomography (PET) and Single Photon Emission Computed Tomography (SPECT).

The non-ionizing radiation is type of electromagnetic radiation that carries low en-

1



Energy (eV)

Microwave Infrared Visible UV X-ray Gamma Ray

Ionizing RadiationNon-Ionizing Radiation

higher frequency

higher energy

shorter wavelength

lower frequency

lower energy

longer wavelength

10610410210-2 10010-410-6

Radio

Figure 1.1: The electromagnetic spectrum.

ergy of photon which is not able to ionize atoms or molecules. The imaging technique

using non-ionizing radiation are photoacoustic (PA) imaging, optical coherence to-

mography (OCT), multi-phonon microscopy, and confocal microscopy. The focus of

this dissertation is PA imaging.

The PA imaging is new biomedical imaging modality to visualize the object based

on the detected ultrasound generated when the object is irradiated by light[3]. The

Phenomenon of generated ultrasound as a consequence of laser irradiation is called PA

effect[4]. The PA imaging is able to combine the advantage of ultrasonic penetration

depth and optical imaging resolution. The penetration depth of optical imaging is

low due to the optical scattering in tissue while the penetration depth of ultrasound

imaging is deeper than optical imaging. The high penetration depth in ultrasound

imaging is caused by the scattering of ultrasound in tissue is weaker than optical

scattering[5]. Consequently, the PA imaging provide better resolution for deep tissue

than optical imaging[6]. The comparison between ultrasound imaging, PA imaging,

and optical imaging can be seen in Table 1.1.

The laser in PA imaging is low intensity and non-ionizing laser[6]. Consequently,

PA imaging is relatively safe in compared to another medical imaging using ionizing

2



Table 1.1: The comparison of imaging modalities.

Imaging modality Contrast
Depth
(mm)

Resolution
(mm)

Ultrasonography Acoustic impedance ∼60 ∼300
Photoacoustic microscopy Optical absorption ∼3 ∼15
Photoacoustic tomography Optical absorption ∼50 ∼700
Optical coherence tomography Optical scattering ∼2 ∼10
Two photon microscopy Fluorescene ∼0.5 ∼3

radiation[7]. The PA imaging typically uses a green laser (532 nm) to irradiate the

object [8]. Commonly, PA imaging can be used to obtain the image of skin, superficial

organs, breast cancer, and small animal imaging[6].

The generated PA signal sometimes weak since not all of the target is a good light-

absorber material. The typical raw PA image can be seen in Figure1.3. Consequently,

the contrast agents materials are required in order to enhance the contrast of PA

images. The contrast agents materials should be good light-absorber materials. The

ability of materials to absorb light can be evaluated from the optical absorption

spectra.

The contrast agent of PA imaging is also can be used for photothermal cancer

treatment (PTT), since the PTT is also the application of laser-tissue interaction.

In the case of PTT, the material agent is called heating agent. The combination of

diagnostic and therapy is called theranostics. Consequently, the material agents in

the both cases can be defined as theranostics agents.

Several materials for PA imaging contrast agents were proposed from previous

works, such as gold nanoparticles and carbon based materials as shown in Table

1.2. The gold nanoparticles were commonly used as PA imaging contrast agents.

Agarwal et al. reported that by using gold nanorod as PA imaging contrast agents,

the contrast between targeted tissue and nontargeted tissue will be enhanced in an in

vitro experiment[9]. Pai-Chi-Li et al. also reported the efficacy of using gold nanorod

3



as PA imaging contrast agents in multiple targets[10].

SWNT 0.35 mg/ml

Gold Nanorod 0.35 mg/ml

Figure 1.2: The absorption spectra of gold nanorod and SWNT on the same concen-
tration, data are adapted from reference[11]. The absorption spectra of SWNT is a
three-fold higher than gold nanorod at 808 nm[11].

Even though the gold nanorod is successfully applied as PA imaging contrast

agents, the absorption spectra of gold nanorod is only third of single-walled carbon

nanotubes (SWNTs) at 808 nm[11]. The comparison of gold nanorod and SWNTs

spectra can be seen in Figure 1.2. Therefore, the SWNTs will produce PA signal

stronger than gold nanorod. The peak position of gold nanoparticles is specific and

narrow in the 750 nm – 850 nm. Consequently, the specific wavelength of laser is

required. In the case of SWNTs, the absorption spectra is very broad so the wave-

length of laser can be varying in the visible-infrared light. Moreover, the price of

gold nanoparticles is also economically more expensive than CNTs. In the present re-

4



Table 1.2: The contrast agents for photoacoustic imaging.
No Contrast agents Size (nm) Peak absorption (nm)
1 Gold nanorod[9] 40 - 60 650 - 1100
2 Gold nanosphere[12] 2 - 60 520 - 540
3 Gold nanocluster[13] 50 -100 700 - 900
4 Gold nanocages[14] 40 800
5 Gold nanoshells[15] 50-500 700 - 1100
6 Graphene Oxide[16] 0.8 - 1.2 232
7 Graphene nanosheets[17] 10 - 14 808
8 Functionalize Fullerenes[18] 100 650 - 750
9 Carbon nanotubes[19, 20] 5 - 300 nm 500- 600 and 690 - 800

search, we would like to investigate the CNTs for theranostics agents as an alternative

to gold nanoparticles.

This dissertation proposes to use carbon nanotubes (CNTs) as potential candidate

of the PA imaging contrast agents because CNTs have broad and high optical ab-

sorption in the visible and infrared regions[21, 22]. The penetration of infrared light

into tissue are deeper than visible light[23, 24]. Furthermore, the image of deep tissue

can be obtained by using CNTs and infrared laser in PA imaging. Additionally, the

diameter of CNTs is relatively smaller than diameter of most gold nanoparticles, thus

CNTs can be used to trat cancer cells which located in the specific place. Moreover,

the thermal conductivity of CNTs is ten times higher than copper[25]. Therefore,

based on its physical properties, CNTs is promised potential candidates for PTT

heating agents and PA imaging contrast agents.

In this research, a theoretical model of laser heating CNTs to determine the best

physical parameter of CNTs for PA imaging contrast agents will be developed. The

theoretical model can be used to evaluate the relation between maximum temperature

and diameter of CNTs during laser heating process. The proposed theoretical model

of laser heating CNT is constructed based on the heat conduction equation which is

the second order of partial differential equation.

This dissertation also investigates the PA properties of CNTs, by evaluating the
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rise in temperature when the CNT is radiated by laser. This research uses green laser

to evaluate the laser heating effect. The enhancement of PA signal is evaluated by

comparing the image of CNT and red ink under PA microscopy.

The raw images of PA imaging are contaminated by noise due to some parameters

such as laser induced components, transducer dimension, and less precise of time delay

for PA wave. The typical noisy PA images can be seen in Figure1.3. In this research,

the noise is assumed to be random noise. The noise degrade the size and shape of

the object in the image, which inappropriate for diagnostic imaging. The noisy PA

images possibly describe the wrong physical quantity, such as the size of blood vessel,

and the region of interest. Thus, image processing to remove the noise is desperately

required. The process to remove noise from the noisy image is called denoising process.

Denoising process has very important role in medical image processing.

(a) (b) (c)

Figure 1.3: The raw images of PA imaging. (a) In vivo mice ear, (b) in vivo mice
brain, (c) in vivo mice at different position with image (a), the raw images of PA
imaging are low contrast and contaminated by noise.

This dissertation proposes two noise removal methods; non-local means denoising

(NLMD) and dictionary learning methods. In order to apply the proposed noise

removal methods, the best input parameters should be determined. Blurry image can

be obtained by selected wrong input parameters. Furthermore, this dissertation also

investigate the best input parameters of proposed noise removal methods. The CNTs

6



are used to produce the free noise image. Free noise image is used as synthetic data

to investigate the enhancement of image quality after applying proposed denoising

method.

Last but not least, the animal experiments in this dissertation were approved by

Ethical Committee Review Board of Tohoku University.

As a summary, there are three main parts of the purposes of the study. First,

the developing of a theoretical model of laser heating CNTs to obtain the suitable

physical parameters of CNTs. Second, the experimental investigation of using CNTs

as PA imaging contrast agents evaluated by PA properties. Third, the proposed

noise removal methods in PA imaging with the suitable information about the input

parameters.

1.2 Organization

This dissertation is organized into eight chapters. In the chapter 1, the purpose

of the study and the organization of the dissertation are explained. In chapter 2,

the basic of PA effect, PA imaging and the specification of the PA imaging system

used in this research are introduced. The basics physical properties of CNTs such

as electronics properties and optical properties will be reviewed in chapter 3. The

usage of CNTs in biomedical engineering research will be reviewed in Chapter 3.

The sample characterization of CNTs is also explained in Chapter 3. The theoretical

model of laser heating CNTs will be explained in chapter 4. The proposed theoretical

model can be used to obtain the temperature profile of CNTs and its surrounding

tissue during laser irradiation process. The temperature profile is useful to determine

the suitable physical parameters of CNTs for PA imaging contrast agents as well as

PTT heating agents using CNTs. In Chapter 5, the PA properties of CNTs, the

absorption spectra and in vitro experiments using PA imaging are explained. Several

7



denoising methods in PA imaging will be explained in the chapter 6 and chapter

7. In the chapter 6, the denoising method using non-local means denoising will be

discussed. In the chapter 7, the denoising method using dictionary learning, a branch

of machine learning will be explained. Finally, in the chapter 8, The summary and

the conclusions of the dissertation will be given.

8



Chapter 2

Basics of photoacoustic imaging

In this chapter, the basics of photoacoustic effect and photoacoustic imaging will be

reviewed. The theoretical background, the types of PA imaging system and also the

image reconstruction method are given in this chapter.

2.1 Photoacoustic effect

Photoacoustic (PA) imaging or optoacoustic imaging is biomedical imaging modality

based on PA effect. PA effect is the production of sound by means of light[4]. The

PA effect is invented by Alexander Graham Bell on 1880[4, 26]. Thereafter, the PA

research small development took place until the development of laser in 1960s[27]

which provided coherence and high power light that many PA application need[28].

The early application of PA effect is the PA spectroscopy. The PA spectroscopy is

used to investigate the optical properties of materials such as gas, solid and liquid[29].

PA spectroscopy is powerful tools to obtain the optical properties of opaque materials[30].

The PA spectroscopy is still used until now. Recently, it is used to detect the con-

centration of gas even in the part per trillion level[31].

The physics behind the PA spectroscopy is that some of the light is absorbed

by materials, causing the temperature of materials increased. The suddenly change

of temperature enhances the local pressure. Then, the pressure is propagating as

9



ultrasonic wave, which is called PA wave. The PA wave can be detected by using

ultrasound transducer. The typical produced ultrasound frequency is 50 MHz.

2.2 Theoretical background of photoacoustic effect

In this subsection, the theoretical background of PA effect will be explained. The

materials are adapted from ”Biomedical Optics: Principles and Imaging” by L.V.

Wang and H.I Wu[26].

The PA imaging use nanosecond pulse laser. Consequently, the laser heating is

the time dependent physics problem. There are two important time variables in the

laser heating process; thermal relaxation time and stress relaxation time.

The Thermal relaxation time is the duration of time needed for heat to diffuse on

the distance (d). The thermal relaxation time is defined as

τth =
d2c
αth

, (2.1)

where dc and αth respectively are characteristic dimension of the heated region (m)

and thermal diffusivity (m2/s). The typical thermal diffusivity of soft tissue is in the

order of 10−1 mm2/s[32].

The stress relaxation time (τs) is defined as ratio between dimension of heated

(dc) region and the speed of sound (vs) in the heated region. The stress relaxation

time is given by

τs =
dc
vs
. (2.2)

The typical speed of sound in the tissue is (∼1500 m/s)[33]. Normally, the stress

relaxation time is much smaller than thermal relaxation time. Generally, the stress

relaxation time is the range few nanoseconds. That is the reason why a nanoseconds

laser is used in PA imaging. By comparing both times and the pulse-width of laser

we can predict the physical phenomena. If the the pulse-width of laser is smaller

10



than τth, the laser excitation is classified to be thermal confinement and the heat

conduction can be neglected. If the pulse-width of laser is much smaller than τs, the

laser excitation can be categorized as in stress confinement and stress propagation

can be neglected.

The fractional volume expansion (dV
V

) is defined in equation(2.3). In the PA imag-

ing, the laser excitation is satisfying thermal and stress confinements. Consequently,

the fractional volume is zero.

dV

V
= −κp+ βT, (2.3)

0 = −κp+ βT,

T =
κp

β
. (2.4)

According to equation(2.4), the rise in pressure (p0) due to laser heating can be

written as

p0 =
βT

κ
, (2.5)

=
β

κρCV
ηthAe, (2.6)

where β and κ respectively are thermal coefficient of volume expansion and isothermal

compressibility. Ae and ηth respectively denote the specific optical absorption (J/m3)

and the efficiency of light converted into heat, with relation T = ηthAe

ρCV
. The isothermal

compressibility (κ) can be defined as

κ =
Cp

ρv2sCV
. (2.7)

The Gruneisen parameter is a dimensionless parameter to describe anharmonic

properties of solid[34]. It is also corresponds to the relation of rise in pressure to the
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optical energy. The Gruneisen parameter can be defined as

Γ =
β

κρCV
, (2.8)

=
βv2s
CP

, (2.9)

where CV/P is heat capacity at the constant volume or constant pressure. The

Gruneisen parameter of water can be estimated by the empirical formula[26, 35] and

is given by

Γ(To) = 0.0043 + 0.0053T0, (2.10)

where T0 is the temperature in Celcius. In the case of soft tissue or breast tumor, the

Gruneisen parameter is approximated as a constant around 0.24[36]. By substituting

equation(2.8) into equation(2.6), the rise in pressure can be simplified as

P0 = ΓηthAe, (2.11)

= ΓηthµaF, (2.12)

where µa and F respectively are optical absorption coefficient and the optical fluence

(J/cm2). The relation is Ae = µaF . According to equation(2.12), the gradient

of pressure in PA phenomenon is affected by temperature rise, optical absorption

coefficient, optical fluence, and the efficiency of light converted into heat. If we want

to enhance the PA signal, we should control the affected parameters.

2.2.1 Photoacoustic wave equation

The PA wave is following the generalized wave equation. The generalized PA wave

equation is defined as[37]

∇2p(~r, t)− 1

v2s

∂2

∂t2
p(~r, t) = − β

Cp

∂

∂t
H(~r, t), (2.13)
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where p(~r, t) is the acoustic pressure at the position ~r and time t. vs is sound speed,

β is isobaric volume expansion coefficient, CP is the heat capacity per unit mass and

H is the heating function.

By applying Green’s function and some mathematical procedures, the equation(2.13)

can be solved. The solution is given by

p(~r, t) =
1

4πv2s

∂

∂t

[
1

vst

∫
d~r′p0(~r′)δ

(
t− |~r −

~r′|
vs

)]
, (2.14)

where the heating source is assumed to be delta function (one pulse).

2.2.2 A slab excited by delta-pulse

In this subsection, the example of pressure propagating in the slab according to

equation(2.14) will be explained. The schematic diagram of the slab can be seen in

Figure2.1(b). There are three conditions exist in a slab excited by delta-pulse case;

1. vst < z − d/2, which means the spherical cell does not touch the the slab, so

p(z, t) = 0.

2. z − d/2 ≤ vst ≤ z + d/2, which means the spherical cell intersects the edge of

the slab at polar angle θ, by using equation(2.14), we can obtain the pressure

p(z, t) = p0/2.

3. vst > z + d/2, most part of the spherical shell intersects with slab, p(z, t),

p(z, t) = 0.

Based on three conditions above, the initial pressure distribution can be written as,

p0(z) = p0U

(
z +

d

2

)
U

(
−z +

d

2

)
, (2.15)

where U is the Heaviside function. The distribution of pressure at any time can be

expressed as

p(z, t) =
1

2
p0(z − vst) +

1

2
p0(z + vst). (2.16)
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The results of pressure propagation in the slab can be seen in Figure2.1(a). Initially

the partial pressure for both p+ and p− is 0.5p0 and the total pressure is p0. Then,

the pressure changes as a function of time.

In the case of finite-duration of pulse excitation of a thin slab, the PA pressure

can be approximated to the Gaussian function, that is

S(t) = S0 exp

[
(t− to)2

sσ2

]
(2.17)

where S0 and σ respectively are peak power and the standard deviation. The plot of

S(t) can be seen in Figure2.2(b).

2.2.3 A sphere excited by delta-pulse

The pressure propagating in the sphere is also can be solved by using equation(2.14).

The schematic diagram of delta-pulse excitation of sphere can be seen in Figure2.1(c).

According to the solution of equation(2.14), two equal pressures wave are produced.

These wave is originating from the surface of the sphere. The resultant of these

pressure is described as a bipolar wave. The resultant of pressure as the function of

time at r = 2Rs is shown in Figure 2.2

2.3 Photoacoustic imaging

The dominance of optical absorption as the source of PA signal in human body and

animals are red blood cells, hemoglobin (HbO2)[38, 39, 40]. Generally, there are

two types of hemoglobin; oxyhemoglobin and deoxyhemoglobin. The hemoglobin

saturated with oxygen is called oxyhemoglobin while the hemoglobin desaturated

with oxygen is called deoxyhemoglobin. Both hemoglobins absorb light strongly in

the visible region, especially green region as shown in Figure 2.3. Consequently,

PA imaging system uses a green laser with wavelength 532 nm. Previous work also
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(a) (b)t =0 t =0

t =0.25 d/vst =0.25 d/vs

t =0.5 d/vst =0.5 d/vs

t =0.75 d/vst =0.75 d/vs

t = d/vst = d/vs

(c)

Figure 2.1: (a) Propagating pressure from heated slab in several times (b) schematic
diagram for a slab, and (c) schematic diagram for a heated spherical object.
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(a) (b)

Figure 2.2: (a) The normalized pressure profile of heated sphere as a function of time.
Pressure at r = 2Rs. (b) Photoacoustic pressure as a function of time.

mentioned that the red blood cells give high contrast relative to the its surrounding

with factor 100 at 550 nm in PA imaging experiment[8].

Though, some PA imaging system use a near-infrared laser[43, 44, 45]. Water has

low absorption spectra at green region but water has high absorption in the infrared

region[42]. Consequently, water can be used as chromophore of PA imaging in the

case of infrared laser[28]. In the case of infrared laser, melanin and lipids contribute

as chromopores[46, 47]. Moreover by using multiple wavelength of laser to acquire

image and applying the spectroscopic analysis, the concentration of the blood oxygen

saturation can be obtained[38, 40, 48].

The mechanism of PA imaging is following several processes. First, hemoglobin

molecules absorb the green light. The absorbed light causes the rise in local tempera-

tures. The rise in temperature propagates causing the change of pressure creates the

PA wave. The created PA wave is detected by using ultrasonic transducer.

PA Microscopy is the technique to obtain the PA image by mechanically scanning

the focused ultrasound detector or the focused laser beam[28]. The image then formed

directly by joining the single point measurement (A-line). The example of A-line can

be seen in Figure 2.4. Generally, there are two types of PA microscopy; Acoustic Res-
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Figure 2.3: Absorption coefficient spectra of hemoglobins and water. Red line: de-
oxyhemoglobin, blue line: deoxyhemoglobin and black line: water. Data absorption
spectra of hemoglobin were taken from reference[41] and data absorption spectra of
water were taken from reference[42].

olution Photoacoustic Microscopy (AR-PAM) and Optical Resolution Photoacoustic

Microscopy (OR-PAM). The AR-PAM uses a focused ultrasound detector while the

OR-PAM uses a focused laser beam. The object on the both PAM system should be

mediated by water since ultrasound wave propagates very slow in the air.

2.3.1 Acoustic resolution photoacoustic microscopy

AR-PAM is the PAM that use a mechanically translated or rotated focused transducer

to acquire PA signal[28, 49, 50, 51]. In Figure 2.5(a), we show the schematic diagram

of the AR-PAM system.
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Figure 2.4: The example of A-line mode. A-line represents the depth profile.

The transducer and the laser beam are mechanically scanned to generate and

to detect the PA wave at each step in order to acquire 3D image. The results are

2D collection data of A-lines, each A-lines has an information about depth profile.

Consequently, the reconstruction tomography algorithm is not needed in AR-PAM.

The depth of AR-PAM system can be enhanced to several centimeters[52].

The mechanism to acquire data of A-lines is given as follows. The object is

irradiated by reflected light from two mirrors. This process creates the PA wave.

The created PA wave is detected by a focused high-frequency ultrasound transducer.

Then, the PA signal is amplified by amplifier. Computer is used to acquired the data

and also for signal processing.

2.3.2 Optical resolution photoacoustic microscopy

The second type of PAM is OR-PAM in which optical focused laser beam control is

used rather than acoustical control. The process to acquire data of A-lines is given

as follows. First, the laser beam is collimated by a correction lens and focused by an
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objective lens to minimize the focal spot in object. Typically, the diameter of focal

spot is 5 µm [53]. This process generates PA wave. Then, the generated PA wave

is reflected by silicon oil and prism to the ultrasound transducer. Computer is used

to acquire data and reconstruct the image. The schematic diagram can be seen in

Figure 2.5(b). The maximum detected depth in OR-PAM typically is 1 mm. This

limitation is caused by the optical scattering.

Laser Beam

Object

UST

Prism

Figure 2.5: The schematic diagram of PAM. (a) AR-PAM, and (b) OR-PAM. UST is
abbreviation of ultrasound transducer. The object and ultrasound transducer should
be mediated by water or ultrasound gel because the ultrasound propagates very slow
in air.

2.4 PA imaging system

We use the OR-PAM made in Micro Photo Acoustic, USA as our PA imaging sys-

tem. The wavelength of the pulsed laser is 532 nm, the pulse duration is 8 ns and

pulse repetition frequency (PRF) is 5 kHz. The ultrasound transducer with center

frequency 20 MHz and sampling frequency 500 MHz is used to detect the PA wave.

The maximum detected depth is 1 mm; deeper than this depth, the incident light

from the laser will be scattered by tissue, as a consequence the signal become weak.

The maximum axial and lateral resolutions are 15 and 5 µm.
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(a)

Figure 2.6: (a) The schematic diagram of 3D data, (b) B-Mode, and (c) C-Mode.

2.4.1 Image reconstruction

The acquired data from both PA microscopy are 3-dimensional data as shown in Fig-

ure 2.6(a). The view from x−y plane is called the C-mode as shown in Figure 2.6(c).

The projection if C-mode is using maximum intensity projection which mean taking

the maximum pixel intensity for each layer of x − y plane. The PA images in this

dissertation are projected using maximum intensity projection C-mode.

The x− h plane is called the B-mode as shown in in Figure 2.6(b). Actually, we

can see the B-mode image for each layer of x− h plane, but normally we also project

the maximum intensity projection of the B-mode.
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Chapter 3

Basics of carbon nanotubes

In this chapter, the basic physical properties of carbon nanotubes (CNTs) includ-

ing the geometrical structure, electronic properties and optical properties will be

reviewed. The usage of CNT in biomedical research also will be discussed.

3.1 Geometrical structure

CNTs structure is formed from graphene structure. However, the CNTs are discov-

ered earlier than graphene. CNTs were discovered by Sumio Iijima in 1991 at NEC

corporation, Japan[54]. In order to study the geometry of carbon nanotube, we have

to understand the geometry of graphene. In this section, we will review the basic

geometry of graphene and SWNT.

3.1.1 Graphene lattice

Graphene is the name of single layer carbon atoms (two-dimensional) in a honeycomb

lattice[55]. Graphene was discovered by Andre Geim and Konstantin Novoselov in

2004 at the University of Manchester, England[56]. According to the lattice structure

of graphene, every corner has an atom, with contributing one third and there is no

atom in the center of the hexagon. Consequently, the unit cell consists of two distinct

carbon atoms A and B, respectively represented by red and blue dots in Figure 3.1(a).

The nearest-neighbor inter-atomic distance (acc) is 1.42 Å [57].
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In Figure 3.1, we show (a) the unit cell of graphene and (b) the reciprocal lattice

of graphene. The unit vectors of graphene in the x, y coordinates are given by


a1 =

√
3a

2
x̂ +

a

2
ŷ,

a2 =

√
3a

2
x̂− a

2
ŷ,

(3.1)

where x̂ and ŷ are the unit vector in x and y directions of graphene layer and a =

√
3 aCC = 2.46 Å is the lattice constant of single graphene layer. The angle between

a1 and a2 is 60◦.

The reciprocal lattice vectors of graphene can be derived according to the following

definition

ai · bj = 2πδij, (3.2)

where δij is the Kronecker delta function. Therefore, the reciprocal unit vectors b1

and b2 are given by 
b1 =

2π√
3a

x̂ +
2π

a
ŷ,

b2 =
2π√
3a

x̂− 2π

a
ŷ.

(3.3)

The angle between b1 and b2 are 120◦.

3.1.2 Structure of SWNT

Based on the number of wall, there are three types of carbon nanotubes; single-walled

carbon nanotubes, double-walled carbon nanotubes (DWNT), and multi-walled car-

bon nanotubes (MWNT) as shown in Figure 3.3(b). However, we will review the

geometry of SWNT. SWNT are non-Bravais lattice. The unit cell of a SWNT is

defined by two vectors: the translational vector T and the chiral vector Ch.

The chiral vector Ch represent the circumference of the SWNT while the transla-

tional vector T represent the length of SWNT. The chiral vector can be formulated
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Figure 3.1: (a) The unit cell of graphene is shown as the dotted area. The blue and
red circles represent two atoms in a unit cell of graphene. The unit vectors a1 and a2

are shown by arrows. (b) The reciprocal lattice of graphene. The reciprocal lattice
vectors b1 and b2 are shown by arrows in the kx and ky coordinates. Important points
in Brillouin zone are K, Γ, and M.
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Figure 3.2: Geometry of (8,4) SWNT formed from graphene sheet with a1 and a2 are
graphene unit vectors. The SWNT can be constructed by joining O to P and Q to
P′. The translational and chiral vectors are denoted as T and Ch.
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in the terms of a1 and a2 as

Ch = na1 +ma1, (3.4)

≡ (n,m),

where n > m, n > 0 and m ≥ 0. The magnitude of chiral vector Ch is the circumfer-

ence of SWNT (L), can be formulated as

L = |Ch| = a
√
n2 +m2 + nm. (3.5)

The diameter of SWNT can be formulated from the circumference. The diameter

dSWNT is given by,

dSWNT =
L

π
,

=
a
√
n2 +m2 + nm

π
. (3.6)

The angle between Ch and a1 is defined as chiral angle (θ). The chiral angle can

be obtained by solving the angle between two vectors problem. The expression of

chiral angle is

θ = cos−1
(

2n+m

2
√
n2 +m2 + nm

)
. (3.7)

The translational vector T is perpendicular to the chiral vector Ch and can be

formulated as

T = t1a1 + t2a1 (3.8)

where t1 and t2 are obtained by following the perpendicular condition Ch ·T = 0, t1

and t2 are

t1 =
2m+ n

GCD[(2m+ n), (2n+M)]
,

t2 = − 2n+m

GCD[(2m+ n), (2n+M)]
, (3.9)

24



(a)

Figure 3.3: (a) Classification of SWNTs based on the chirality. (b) Classification of
CNTs based on the number of walls.

where GCD is greatest common divisor. equation(3.9) is following GCD(t1, t2) = 1

condition. The length of SWNT (length of translation vector), |T| is given by

|T| = L
√

3

GCD[(2m+ n), (2n+M)]
. (3.10)

The parameters of SWNT are shown in Figure3.2. The parameter (n,m) is nor-

mally used to classify SWNT. There are three types of SWNTs based on its chirality;

zigzag, armchair and chiral as shown in Figure3.3(a).

3.2 Electronic properties

3.2.1 Electronic properties of graphene

The electronic structure of graphene can be calculated by using simple tigh binding

approximation[57, 58]. Based on reference [57], the electronic structure of graphene

can be written as

Ev(k) =
ε2p + tw(k)

1 + sw(k)
, (3.11)

Ec(k) =
ε2p − tw(k)

1− sw(k)
, (3.12)
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(a) (b)

Figure 3.4: (a)The energy dispersion of graphene at the high symmetry points in
Brillouin zone. Near the K point, the energy dispersion of graphene is linear.(b) The
absorption spectra of several chiralities of SWNTs. Data are taken from Xiaomin Tu
et al.[59].

where the band indexes c, v denote the conduction and valence bands, and (t < 0),

(s > 0). w(k) defined as

w(k) =

√
1 + 4 cos

(√3

2
kxa
)

cos
(1

2
kya
)

+ 4 cos2
(1

2
kya
)
. (3.13)

In the case of simple approximation, the several parameters become zero, s = 0

and e2p = 0. In Figure3.4(a), we show the energy dispersion of graphene at high

symmetry points. The conduction and valence bands touch each other without over-

lapping in the K point. Near the K point, the energy dispersion of graphene is linearly

proportional to the k as shown in Figure3.4(a). Consequently, the electrons and holes

in graphene have high mobility, which approved by high electrical conductivity[60].

3.2.2 Electronic properties of SWNT

The electronics properties of SWNT can be classified into two groups, metallic and

semiconductor. The electronic properties of SWNT can be determined easily from

the chirality.

electronic properties

{
metalic, if n−m = 3i

semiconducting, otherwise
(3.14)
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3.3 Optical properties of carbon nanotubes

In this part, we will review the optical properties of carbon nanotubes based on the

absorption spectra measured by using uv-vis spectroscopy. In the present research,

the information about absorption spectra is very important since the peak position in

absorption spectra demonstrates the suggested wavelength of laser for PA imaging.

In Figure 3.4(b), we show the peak positions of UV-Vis-NIR spectra of SWNTs

for several chiralities, the numerical data is adapted from reference[59]. Generally,

two peaks exist in UV-Vis-NIR spectra for each chirality, the stronger peak appears in

the 900 nm–1300 nm around the second near-infrared (NIR) window and the weaker

peak appear in the 500 nm − 800 nm (around the first NIR window).

3.4 CNT in biomedical engineering research

Over the decades, CNTs has received outstanding attention owing to its unique phys-

ical properties and the prospects for biomedical application[61, 62, 63]. The CNTs

can be used as heating agents of photothermal therapy (PTT) to treat the cancer

[64, 21, 65]. Previous work also mentioned that the CNT enhanced the photother-

mal destruction of tumor cells and protected the normal cells[64]. Zhuang Liu et al.

investigated the function of CNT as drug delivery in tumor targeted medicine[66].

CNTs also widely used in the diagnostic imaging agents such as the contrast

agents of fluorescence imaging[67, 19], micro PET[63], Raman imaging[68], MRI [69,

70] PA imaging [19], ultrasound imaging[71], and single photon emission computed

tomography (SPECT)[72].

In the tissue engineering research, CNTs can be used for scaffold materials for os-

teoblast proliferation and bone formation[73, 74, 75] and artificial muscles[76]. Gene

therapy also can be improved by using CNTs that support in the replacement of dam-
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aged genes[77]. Some researchers also reported that CNTs can be used for biosensor

to monitor concentration of glucose in the blood[78].

Despite the widely potential of CNTs in biomedical researches, some papers re-

ported the CNTs can potentially cause adverse effect in the biological object because

of their tiny size and extreme aspect ratio[79, 80]. However, another papers men-

tioned that the CNTs are safe to biological objects[81]. The small dosage of CNTs

40 µg/ml was reported safe in HeLa cells[82].

The biocompatibility issue in CNTs is related to the size, concentration, dosage,

and defects[80]. As a conclusion, more study on the safety of CNTs is needed es-

pecially about the dosage, aspect ratio, and size of CNTs before injecting CNTs to

human body.

3.5 Sample preparation of CNTs

The CNTs samples used in this study are commercially available CoMoCAT SWNT(6,5)

powder. CNTs are insoluable in organics solvent including water[83, 84, 85, 86]. In

order to use the CNTs in biomedical research, we have to dissolve the CNTs. In our

sample preparations, we mixed 12 miligram powder of CNT with 12 gram of liquid

polyethylene glycol (PEG)-400. We use PEG as solvent because PEG-modified CNTs

have been successfully tested in biomedicine[87]. However, the CNT does not imme-

diately dissolved in the PEG. We treated the samples with the ultrasonic wave for

2 hours by using sonicator, Branson Yamato 2510. The large amount of CNT was

dissolved after sonicating process but some parts still in the powder phase.
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Chapter 4

Laser heating carbon nanotubes

In this chapter, the theoretical model of laser heating CNTs based on the classical

heat conduction equation will be discussed. The theoretical calculation is very im-

portant to determine the suggested specification of CNTs for PA imaging contrast

agent as well as heating agents of PTT. Some materials in this chapter were pub-

lished in the Nanomaterials with title ”A Theoretical Model of Laser Heating Carbon

Nanotubes”[88] and in the arXiv [89].

4.1 Introduction to model

The usage of CNTs in contrast agents of PA imaging is to increase the PA signal.

The PA imaging is application of laser heating materials. The high PA signal can be

produced by high gradient of temperature during laser irradiation. Correspondingly,

the PA signal intensity proportional to the gradient temperature during laser irradi-

ation. Consequently, temperature profile of contrast agents during laser irradiation

is essential parameter.

The PTT is also application of laser heating process. The cancer cells can be

destroyed by increasing its temperature to the 41–47 ◦C [90]. Furthermore, the PTT

using heating agents should be able to increase the temperature of cancer cells at

least up to 41–47 ◦C. This optimum temperature causes the cancer cells to become
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hyperthermic and damaged due to the destitute of blood supply [91].

The objective of present work is to develop a simple theoretical model of laser

heating CNT. Based on our model, we would like to calculate the temperature profile

in CNT and cancer cells during laser heating process. Appropriately, the interface

temperature between CNT and cancer cells can be determined.

Based on the solution of our model, we could suggest the effective specification

of CNT for future cancer treatment. Our model possibly can be extended for the

nanotube based materials, such double-walled and multi-walled CNTs. Our model

also might be suitable for another application of laser heating nanotubes materials.

4.2 Theoretical model

The model of heat propagation in the cancer cells and CNT, during laser heating pro-

cess by using classical heat conduction equation is developed. The CNT is represented

by a solid cylinder model. This assumption is normal in the theoretical simulation of

CNTs. For example, to investigate the the mechanical properties of CNTs[92], CNT

is modeled by solid cylinder. The diameter of CNTs is very small and the density

of atom is high especially for double-walled and multi-walled CNTs. Consequently,

solid cylinder model is also reasonable.

In this model, the CNT is surrounded by cancer cells as a target as shown in

Figure 4.1. The Radius of cylinder is denoted by a and the farthest considered

distance (b) is 300 times radius of cylinder with its temperature (Tb) is the temperature

of normal human body 37oC.

We have several assumptions to simplify the problems . First, the length of cylin-

der is much greater than its diameter. This assumption is reasonable since previous

work reported that the length-to-diameter ratio of CNTs can be more than 1000[93].

Correspondingly, the laser heating CNTs is only a function of radial distance. More-
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(a) (b)

Figure 4.1: (a) Solid cylinder model. (b) The CNT at the center of cancer cells is
heated by laser. The radius of of CNT is a.

over, the laser spot is also much greater than the dimension of CNT as a consequence,

the angle dependence of laser heating process can be neglected.

According to the model, the laser heating process can be formulated by using heat

equation. The heat equation is second order partial differential equation, and can be

formulated as,

ρccc
∂T

∂t
= kc

1

r

∂

∂r

(
r
∂T

∂r

)
+ q(r, t), 0 < r < a, (4.1)

ρtct
∂T

∂t
= kt

1

r

∂

∂r

(
r
∂T

∂r

)
, r > a, (4.2)

where ρc,t is the density of CNT,cancer cells, kc,t is the thermal conductivity of

CNT,cancer cells, T is temperature, r is radial distance measured from the center

of the nanotube as shown in Figure4.1. t is time and q(r, t) is the heat source which

representing the laser heating process.

For simplicity, we neglect the time dependence of temperature. Consequently, the

temperature during the laser heating is only the function of radial distance. The
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eqs.(4.1)-(4.2) become,

kc
r

d

dr

(
r
dT

dr

)
+ q(r) = 0, 0 < r < a, (4.3)

kt
r

d

dr

(
r
dT

dr

)
= 0, r > a. (4.4)

Boundary and initial conditions are very important to solve the differential equation.

The boundary and initial conditions in our model are given by,

dT

dr
= 0, at r = 0, (4.5)

kc

(
dT

dr

)∣∣∣∣
r=a−

= kt

(
dT

dr

)∣∣∣∣
r=a+

(4.6)

T (a−) = T (a+), (4.7)

T = T∞ (Tb) at r →∞(r = b). (4.8)

The temperature at the center of the cylinder during laser heating should be definable,

as described in equation(4.5). equations.(4.6) and (4.7) show that the temperature

inner and outer sides of cylinder must be continuous at the interface of cancer cells

and the cylinder.

The heat source from laser heating can be defined as,

q(r) = (1−R)I0α exp(−αz), with z = a− r. (4.9)

Where I0 is the laser intensity, α is absorption coefficient of CNT, R is the reflectivity,

and z is the depth, measured from the interface to the center of the cylinder. The

heat source is the function of radial distance r. The heat source will be decayed as a

function of depth measured from a surface. However, we neglect the exponential term

and assuming the heat source is constant for simplicity. For several values of diameter

of cylinder, the decayed is not very strong as shown in Figure 4.2(b). However, when
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Carbon Nanotube

z=0
z=a

(a) (b)

Figure 4.2: (a) The position of z = 0 and z = a in the model, measured from the
interface between CNT and cancer cells. (b) The exponential term in the heat source.
We assume the heat source is constant to simplify the problem.

the radius of CNT more than 15 nm, the decayed is less than 0.8. This assumption

is still useable if the radius of CNT is less than 15 nm.

This assumption is also reasonable, since in the real case, CNT is not rigid tube,

there is empty space on the inner side of the nanotube. By neglecting exponential

term, the calculated temperature profile on the inner side of the nanotube might be

slightly higher than its expected temperature. The simplified heat source is defined

as,

q = (1−R)I0 α. (4.10)

4.3 Solution of model

Equation (4.3) should be integrated in order to solve the heat equation. The results

of integration can be written as,
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(a) (b) (c)

Figure 4.3: (a) The temperature of CNT and its surrounding during laser heating
process. The radius of CNT in this ploot is 5 nm. (b) The temperature profile inside
the CNT, region of 0 < r < a, the temperature slightly constant from the center to
the radius. However, the maximum temperature is located at the center of the tube.
(c) The Interface temperature during laser heating as a function of CNT radius. The
physical parameters can be seen in Table 4.1.

dT

dr
= − qr

2kc
+
ck1
r
, (4.11)

where ck1 is constant and its value should be zero, in order to satisfy the boundary

conditions in equation (4.5). Consequently, the equation become,

dT

dr
= − qr

2kc
. (4.12)

The general solution at 0 < r < a can be obtained, by integrating equation(4.12).

The general solution is given by

T (r) = −qr
2

4kc
+ ck2, (4.13)

where ck2 is constant.

The solution of the heat equation at r > a region can be obtained by integrating

equation(4.4). The result of integration can be defined as
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(
dT

dr

)
=
ct1
r
, (4.14)

where ct1 is constant. By integrating equation(4.14), we obtain

T (r) = ct1 ln r + ct2, (4.15)

where ct2 is constant. By satisfying equation(4.6) in boundary condition, the ct1 can

be obtained. ct1 can be defined as,

kc

(
dT

dr

)
= kt

(
dT

dr

)
at r = a,

−qr
2

∣∣∣∣
r=a

= kt
ct1
r

∣∣∣∣
r=a

−qa
2

= kt
ct1
a

ct1 = −qa
2

2kt
. (4.16)

By substituting equation(4.16) into equation(4.15), the general solution become,

T (r) = −qa
2

2kt
ln r + ct2. (4.17)

Constant ct2 can be obtained by substituting equation(4.8) in boundary conditions

into general solution in equation(4.17), and defined as

Tb = −qa
2

2kt
ln b+ ct2

ct2 = Tb +
qa2

2kt
ln b (4.18)

By Substituting equation(4.18) into equation(4.17), the real solution for r > a
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region can be obtained. The solution is

T (r) = −qa
2

2kt
ln r +

qa2

2kt
ln b+ Tb

=
qa2

2kt
ln

(
b

r

)
+ Tb (4.19)

By considering the continuity in boundary conditions equation(4.7), the ck2 can

be defined as,

T (a−) = T (a+)

qa2

2kt
ln

(
b

a

)
+ Tb = −qa

2

4kc
+ ck2

ck2 =
qa2

2

(
1

kt
ln(b/a) +

1

2kc

)
(4.20)

By substituting equation(4.20) into equation(4.13), we can obtain the real solution

for the 0 < r < a region. The solution is

T (r) = −qr
2

4kc
+
qa2

2kt
ln

(
b

a

)
+ Tb +

qa2

4kc

=
q

4kc

(
a2 − r2

)
+
qa2

2kt
ln

(
b

a

)
+ Tb (4.21)

4.4 Results

According to the solution of model, the temperature of CNT during laser heating are,

T (r) =


q

4kc

(
a2 − r2

)
+
qa2

2kt
ln

(
b

a

)
+ Tb for 0 ≤ r ≤ a,

qa2

2kt
ln

(
b

r

)
+ Tb for r > a.

(4.22)

Based on the equation (4.22), the maximum temperature during laser irradiation

is located at the center of cylinder. Then, the temperature decreases from center to

the interface of CNT and cancer cells. However, the results are obtained by assuming

the heating function is constant as shown in equation (4.10). Consequently, the

calculated temperature at the center of CNT is slightly higher than its reality.
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Table 4.1: The physical parameters of laser, cancer cells and CNTs.
Physical parameters

Thermal conductivity of human tissue kt 0.567 W/mK [94]
Thermal conductivity of CNTs kc 3000−3500 W/mK [25]
Initial temperature T∞ 37o C
Reflectivity R 0.1
Absorption coefficient of CNTs α 2.4 ×107 m−1 [95]
Laser intensity I0 1× 106 W/cm2 [96]
Radius of SWNT a 5 nm
The farthest considered distance b 100 a

The temperature during the laser irradiation is proportional to the radius of cylin-

der (a) as shown in equation (4.22). Thus, we suggest to use the larger diameter of

CNT to maximize the laser heating process. We plot the temperature profile during

laser heating process as shown in Figure 4.3(a)and(b). We select the radius of CNT

is 5 nm. The physical parameters can be seen in Table 4.1.

The temperature at the interface between CNT and cancer cells can be written

as,

T (a) =
qa2

2kt
ln

(
b

a

)
+ Tb. (4.23)

Based on equation(4.23) and equation(4.22), we found that the interface temperature

is proportional to the square of CNT radius. Consequently, we suggest using the

longer diameter of CNTs in order to get the maximum temperature during therapy.

4.5 Conclusions of laser heating carbon nanotubes

We have developed the theoretical model of laser heating CNTs by assuming the

CNT as a solid cylinder. The temperature profile in CNT and its surrounding during

laser heating process is determined by solving classical heat conduction equation.

According to our calculation results, the maximum temperature during laser heating

process is located at the center of CNT because we neglect the exponential term
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of heating function. Correspondingly, the calculated temperature inside the CNT is

higher than its fact.

The temperature during laser heating process is proportional to the radius of

CNT. The suggested specification of CNTs for theranostic agents is the CNTs with

larger diameter to maximize the laser heating process.
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Chapter 5

Carbon nanotubes as theranostics
agents

In this chapter, the usage of CNT as contrast agents of PA imaging and heating

agents of PTT will be explained. The effect of laser to the CNT will be discussed

based on the experimental results. Some materials in this chapter were published in

the proceeding of meetings on acoustics with title ”Carbon nanotubes as potential

candidate for photoacoustic imaging”[20] and also in in the Nanomaterials with title

”A Theoretical Model of Laser Heating Carbon Nanotubes”[88].

5.1 Introduction to contrast agents and heating

agents

PA signal is produced based on the ability of the object to absorb the light. The

hemoglobin is a good chromophore for the green light as explained in the chapter

2. However, not all of the target is a good chromopore of green light. For example,

breast tumor. Breast tumor is good infrared absorber as shown in Figure 5.1. The

breast tumor strongly absorbs the light in the range of 900-1000 nm[97]. By injecting

contrast agents to the target, we can obtain the PA image of tumor using green laser.

We can also enhance the contrast between the center of interest and the background.

The advantage of using contrast agent is the possibility to combine the diagnostic
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Figure 5.1: Optical absorption spectra of malignant breast tumors. Data were taken
from Cerussiz Albert et al. [97].

and therapy at the same time, which is called theranostics[98, 99, 100]. Consequently,

the contrast agents of PA imaging and the heating agents of PTT are called thera-

nostics agents[101].

The potential candidate materials for theranostics agents should have strong op-

tical absorptions and broad in the visible as well as infrared regions. CNTs have

very strong and broad optical absorption in the visible and infrared regions. Corre-

spondingly, we propose to use CNTs as potential candidate materials for theranostics

agents.

5.2 Absorption spectra of carbon nanotubes

We use SWNT(6,5) as our CNT sample as explained in the Section 3.5. The optical

absorption spectra of CNT is measured by using UV-Vis spectrometer and A-mode
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Figure 5.2: Optical absorption spectra of CNT measured by using UV-VIS spectrom-
eter and PA imaging with tunable laser.

PA imaging with tunable wavelength laser. The results of absorption spectra mea-

surements can be seen in Figure5.2.

Both measurement results confirm that CNT has strong and broad optical ab-

sorption. Visually, two peaks exist in the optical absorption spectra of CNT. The

first peak is located in the 800 nm - 840 nm (infrared regions) while the second peak

is located in the 500 nm - 580 nm (visible regions). The broad optical spectra of

CNT is reasonable since the color of our sample is black which means CNT absorbs

all of visible light. However, both measurements confirmed that the first peak is

stronger than the second peak. According to the experimental result from Robinson

et al. that we mentioned in Chapter 1, the absorption spectra of CNT is high in all

visible-infrared region in compared to gold nanorod[11]. Although 532 nm is not the

strongest peak, we will use 532 nm laser in this research.

The optical absorption spectra proved that CNT is a potential candidate for con-
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Figure 5.3: (a) The schematic diagram of the phantom, and (b) the temperature as
a function of the laser heating duration for several samples, water, red ink and CNT.

trast agent in PA imaging, especially with the infrared laser. The infrared region has

an advantage in PA imaging since the PA signal from deep tissue can be obtained.

5.3 Laser Heating Experiments

The PA signal is generated as a consequence of the rise in temperature of the object.

Hence, the temperature of the object is increased by laser irradiation, thus the PA

signal is created. In this section, we want to evaluate the PA properties of CNT by

evaluating the gradient of temperature during laser irradiation.

We created a ultrasound phantom in order to describe the real situation of laser

heating process in the tissue. The ultrasound phantom is made by Polyvinyl alco-

hol(PVA) as basic material and dimethyl sulfoxide (DMSO) as solvent. The size of

phantom is cube with size 3 cm × 3 cm × 3 cm. We made a hole from left side to

the right side of cube in order to inject the samples. The schematic diagram can be

seen in Figure 5.3(a).

The specification of laser are PRF 10 kHz, wavelength 532 nm, pulse duration 5.9
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ns and power ± 30 A (2.5 Watt). We measured the temperature of the samples every

30 second in 3 minutes. We prepared three samples; water, red ink, and CNT. Red

ink is used to represent the blood since the red ink and blood have similar optical

absorption. The experiments were performed at the room temperature 20◦C.

The experimental results of laser heating CNT can be seen in Figure5.3(b). The

CNT data have the highest temperature in compared to water and red ink. The slope

of CNT data is 0.14 ◦C/s which means the temperature is increased 0.14 ◦C every

second. The slope of the red ink 0.081 ◦C/s and the slope of water 0.007 ◦C/s.

The rise in temperature of the CNT is enough to kill the cancer cells in the PTT.

The rise in temperature causes the cancer cells to become hyperthermic and damaged.

The cancer cells become damaged due to the destitute of blood supply caused by the

temperature reaches to the 41-47 ◦C for several time [91, 90].

5.4 PA Signal of CNT

We scanned the CNT and red ink with several percentages of concentration under

the OR-PAM system with 532 nm laser. We injected the solution of CNT into the

micropipe. We made several different samples for comparison. First, the pure solution

of CNT. The second, pure red ink. Third, a mixed solution of 95 % CNT and 5% red

ink. The fourth, a mixed solution of 50 % CNT and 50% red ink. The definition of

the percentage in this work is percentage of volume. The samples were injected into

the micropipe with the same diameter as can be seen in Figure5.4(a).

We compared the four samples as shown in Figure 5.4(b). The raw images were

bandpass filtered along the center frequency of the transducer. Then, the images

were projected by using MIP. The 100 % red ink is the lowest intensity. By adding

5% of CNT, the intensity was enhanced. However, the highest intensity is not the

solution of 100 % CNT but the solution of 50 % CNT and 50% red ink. The possible
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Figure 5.4: (a) The photograph of samples (b) the sample under the PAM.

reason is the the solution of 50% CNT and 50 % red ink changes the color of solution

to become dark red. The solution of dark red strongly absorbs the green light. The

bright points in the image is the powder of CNT which still does not dissolve in the

solution.

5.5 Summary of CNT as heating theranostics agents

We have shown the measurement results of optical absorption spectra of CNT. The

optical absorption spectra of CNT is high and broad in the visible and infrared regions.

The result is consistent with the previous work [11]. The laser heating experiment

confirm that the CNT has highest gradient of temperature during laser irradiation.

The gradient of CNT is 0.14 ◦C/s which means the temperature is increased 0.14 ◦C

every second.

The PA image of several samples conclude that by adding CNT to the red ink,

the PA signal will be significantly enhanced. The highest intensity is solution of 50

% CNT and 50% red ink. The experimental results confirm the ability of CNTs as

theranostics agents.
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Chapter 6

Photoacoustic image denoising
using non-local means denoising

In this chapter, the PA image denoising using Non-local means denoising (NLMD)

method will be discussed. The suggested input parameters to apply NLMD method

in PA imaging are also discussed. Some materials in this chapter are published in

the Japanese Journal of Applied Physics, with title ”Non local means denoising in

photoacoustic imaging”[102].

6.1 Introduction to NLMD

PA image is normally degraded due to noise. Several source of noise are the time

delay error of PA wave by choosing inappropriate speed of sound[103], transducer

dimension[6, 104, 105], and laser-induced component[106].

We would like to remove the noise from PA image by using NLMD method[107,

108, 109]. We choose NLMD method because it has successfully applied in the an-

other biomedical imaging such as magnetic resonance imaging (MRI)[110, 111, 112],

ultrasound imaging[113, 114], positron emission tomography (PET)[115, 116] , and

computed tomography (CT)[117, 118]. Previous works mentioned that the NLMD can

be used to increase PSNR image without destroying noticeable image structure[110].

NLMD also effectively smoothing the homogenous area in the image[111].
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(a) (b)

Figure 6.1: (a) The algorithm of proposed denoising method using NLMD (b) Exam-
ple of self-similarity in the PA image. The image is the mice brain. p,q1 and q2 are
similar.

The NLMD can be applied to the image if self-similarity exist in the image. In

Figure6.1(b), we show the example of self similarity. Basically, similar patch contain

noise and true image,

Ii = T +Ni (6.1)

where Ii,T ,Ni, and i respectively are image in the patch, true image, noise and index of

patch. Because noise is random, so if we take average average of all the similar patch,

the noise will be suppressed. Therefore, the idea of NLMD is replacing all of the pixels

in the image by computing the weighted average of nearby similar patch[107, 108].

The appropriate input parameters to apply NLMD method to the PA image will

also be discussed. The appropriate input parameters will be evaluated from several

experiments.
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6.2 Peak signal-to-noise ratio

Peak signal-to-noise ratio (PSNR) is important parameter in the image denoising.

The definition of PSNR is the ratio between maximum peak of power signal and the

maximum peak of power noise. The quality of image can be evaluated by measuring

the PSNR. The PSNR of grayscale image is given by

PSNR(f, g) = 10 · log10

(
Max2I

MSE(f, g)

)
, (6.2)

with

MSE(f, g) =
1

mn

m−1∑
i=0

n−1∑
j=0

(fi,j − gi,j)2 . (6.3)

where f is the true image and g is noisy or denoised image. i, j denotes the pixel

positions. MSE is the abbreviation for mean squared error. The unit of PSNR is

decibel (dB).

6.3 Bandpass filter

The PA signal in PA imaging is detected by using ultrasound transducer as explained

in Section 2.3. The bandpass filter remove the low and high frequency components.

In this preprocessing method, the used frequencies are low frequency 5 MHz and high

frequency 100 MHz. We selected the low and high frequencies based on the center

frequency of transducer, which is 50 MHz.

In Figure 6.2, we show the frequency response of bandpass filter. We used order

= 2 in our research.

We apply the bandpass filter to the acquired 3D data. The A line profile of raw

data and a bandpass filtered data can be seen in Figure 6.3. After applying the

bandpass filter to the A-line data, the ripple in the peaks disappeared. The 2D of PA

image is reconstructed by joining the maximum intensity of each A-line.
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Figure 6.2: frequency response of bandpass filter

(a) (b)

Figure 6.3: The A-line profile of PA image. (a) The raw signal and (b) bandpass
filtered signal.
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6.4 Algorithm of NLMD

The NLMD method has several step as shown in Figure6.1(a). The first step, the raw

image is filtered by using band-pass filter around the center frequency of transducer

as we explained in Section 6.3. The second, the image is projected by using the

maximum intensity projection (MIP) to obtain two dimension image. In the present

work, we use C mode projection as explained in Section 2.4.1. Then, we apply the

NLMD method. The Equations in this section are taken from Refs.[107, 108].

The repaired pixel intensity of grayscale image (û) with pixel position p according

to NLMD method can be expressed as,

û(p) =
1

C(p)

∑
q∈B(p,r)

u(q)w(p, q), (6.4)

where u is pixel intensity of similar patch in the surrounding repaired patch, q is pixel

position of the similar patch in the searching area, w is weighting factor, B(p, r) is the

maximum searching area, and r is the maximum distance, which is input parameter.

C is the normalization factor and given by

C(p) =
∑

q∈B(p,r)

w(p, q). (6.5)

Weighting factor can be calculated by using exponential function. The weighting

factor can be written as

w(p, q) = exp

(
−max(d2 − 2σ2, 0.0)

h2

)
, (6.6)

where σ2, d, and h respectively are variance of raw image, euclidean distance between

two pixels, and exponential decay. Euclidean distance can be formulated as

d2 (B(p, f), B(q, f)) =
1

(2f + 1)2

∑
j∈B(0,f)

(u(p+ j)− u(q + j))2, (6.7)
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where B(p, f) is the patch of original image, which represented as P in Figure6.1(b)

while B(q, f) is the patch of similar image in searching area, which represented as q1

and q2 in Figure6.1(b). f is the size of patch, which is input parameter. j denotes

the point inside the patches.

There are three input parameters exist in the NLMD method; size of patch(f),

maximum distance for searching similarity (r), and exponential decay (h).

6.5 Experimental results

6.5.1 Experimental subjects

Experimental subjects were used to test the NLMD algorithm. The algorithm is

tested on the three subjects.

• carbon nanotube filled micropipe.

• in vivo mice ear vessels.

• in vivo mice brain vessels.

6.5.2 Calculation tools and software

We used Python 3.6, NumPy[119], scikit-learn[120] and scikit-image[121] to imple-

ment the algorithm. The images were plotted by using matplotlib in python[122].

6.5.3 Carbon nanotube filled micropipe

We use carbon nanotube filled micropipe in order to obtain the synthetic data of free

noise image. The process to obtain synthetic data can be seen in Figure6.4. First, the

raw image is filtered by using the bandpass filter. The showed raw image in Figure6.4

is the 2D projection of 3D raw data. The definition of bandpass filtered image is also

2D projection of 3D bandpass filtered data. A single depth (A-line) data before and

after applying bandpass filter can be seen in Figure 6.3. The bandpass filtered image
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(i) Real Object

(ii) Raw image

(iii) Band-pass 

Filetered Image

(iv) NLMD Image

(v) Threshold

(i)

(iii)

(ii)

(iv)

(v)

(vi) Free noise

image

(vi)

Figure 6.4: Schematic process to extract free noise image from CNT filled micropipe.
(i) The real object, (ii) 2D (MIP) projection of raw data, (iii) 2D (MIP) projection
of 3D band-pass data, (iv) NLMD image, (v) thresholded image, and (vi) free noise
image.

is filtered by applying NLMD method. We threshold the NLMD image by using Otsu

method[123]. Finally, the NLMD image is masked with threshold image in order to

obtain the free noise image.

The free noise image is used to investigate the effect of noise to image. Then,

the noisy images is used to investigate the reparation of image after applying NLMD

to the noisy image. So, easily we can calculate the PSNR of image as explained in

Section 6.2.
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6.5.3.1 Noisy images

We add several percentages of random noise from 7 % to 100 % into the free noise

image. The percentage of noise is measured relative to the variance (σ2) of free noise

image. The equation of adding noise into free noise image is given by

NI = FNI + σ2(FNI)× rand(), (6.8)

where NI,FNI, and rand() respectively are noisy image, free noise image, and ran-

dom number. Then, NI is normalized so the maximum pixel intensity is one.

In Figure6.5(a), we show several results of the noisy images. We can see that

by increasing the percentage of noise, the quality of image becomes decreased. This

statement also confirmed by the PSNR of noisy image. The PSNR of noisy images

be seen in Figure6.6(a). The PSNR is calculated by using equation(6.2).

20 % 40 % 60 % 100 %

(a)

(b)

Figure 6.5: Images of carbon nanotube filled micropipe (a) Noisy images. By in-
creasing the percentage of noise, the image become more corrupt. (b) The denoised
images.
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(a) (b)

Figure 6.6: (a) The PSNR as a function of percentage of noise for noisy and NLMD
images. The PSNR is calculated relative to the free noise image as shown in in
Figure6.4. (b) The percentage of PSNR enhancement as a function of percentage of
noise.

6.5.3.2 Denoised images

The noisy images were denoised by using NLMD method. Several results can be seen

in Figure6.5(b). We can see that the images are well repaired after applying NLMD

method. According to the PSNR, the PSNR of denoised images is always higher than

the PSNR of noisy images, as shown in Figure6.6(a). Therefore, the NLMD method

can be used for highly degraded image. The maximum enhancement of PSNR in the

denoised image of carbon nanotube filled micropipe is 38%. The input parameters

will be discussed at the next subsection in this chapter.

6.5.3.3 Input parameters

To automatically apply NLMD method, the suitable input parameters should be de-

fined. The input parameters exist in the NLMD method are size of patch (f), max-

imum distance for searching similarity (r) and exponential decay (h). The suitable

parameters are defined by several experiments of free noise image of micropipe filled

carbon nanotubes. First, we add 40 % noise to the free noise image, then combine

the input parameters.
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(a) (b)

Figure 6.7: (a) The enhancement of PSNR as a function of exponential decay. The
maximum searching distance is 9. The peak positions are located in the 0.35σ < h <
0.55σ regions. (b) The exponential decay when the PSNR is maximum as a function
of maximum patch distance.

The patches size (f) are 3×, 5× 5, 7× 7, and 9× 9. Larger than these values the

image becomes blurry. The suggested values of exponential decay according to the

previous work[107] are 0.3σ < h < 0.40σ. The patch distances are 7, 9, 11, 13 and 15.

Table 6.1: The suitable input parameters of NLMD for PA image
patch size (f) exponential decay (h)

r = 7-9 r = 10-12 r = 13-15
3 × 3 0.55σ 0.50σ 0.45σ
5 × 5 0.35σ 0.35σ 0.35σ
7 × 7 0.35σ 0.35σ 0.30σ
9 × 9 0.35σ 0.35σ 0.30σ

In Figure6.7(a), we show the enhancement of PSNR as a function of exponential

decay. The peak positions are located in the 0.3σ < h < 0.55σ regions. We collected

the peak positions(h,PSNR) then we plotted the exponential decay (h) as a function

of the patch distance (maximum searching distance). The summary of the suggested

input parameters based on our experiments can be seen in Tab.6.1. The best input

parameters are pach size (f) 7 × 7, maximum searching distance r 9 and the expo-

nential decay (h) 0.35σ, with σ denotes the standard deviation. We use these input
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parameters for all of experiments in this research.

6.5.4 In vivo experiments

We applied the NLMD method to the real PA images. The size of acquired raw data

is 256× 400× 400. The spatial resolution is 400× 400 with each point has 256 depth

profile.

(i) (ii) (iii)
(a)

(i) (ii) (iii)(b)

Figure 6.8: (a) in vivo mice ear images (b) in vivo mice brain images. (i) Raw images
(ii) band pass filtered images and (iii) NLMD images. The images are MIP of C
mode.

In Figure6.8, we show the results of in vivo ear and brain vessels. The raw images

are contaminated by noise. Visually, the contrast of the vessels and the background

are low. By applying band-pass filter the noise are suppressed and the contrast

become better. We applied NLMD method to the band-pass filtered images. The

contrasts of NLMD images are better than band-pass filtered images. The noise level

also suppressed and the images become smooth.
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6.6 Summary of NLMD method

We have successfully applied NLMD method to the PA images. The NLMD method

enhances the PSNR up to 37 %. The contrast of the images is also enhanced after

applying NLMD method. The suggested input parameters are patch size (f) 7 × 7,

maximum searching distance r 9 and the exponential decay (h) 0.35σ, with σ denotes

the standard deviation.
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Chapter 7

Photoacoustic image denoising
using dictionary learning

In this chapter, the PA image denoising using sparse code dictionary learning method

are discussed. Some Materials in this chapter were presented in the 3rd International

Conference on Biomedical Signal and Image Processing and will be published on

international conference proceeding by ACM.

7.1 Introduction to dictionary learning

Sparse representation is modeling data vectors as sparse linear combination of basis

elements. Sparse representation is recently used in the signal processing, statistics

and machine learning[124]. Online Dictionary learning or sparse dictionary learning

is process to find over-complete based on linear combination of an overcomplete set

of signal or atoms[125].

Denoising image using dictionary learning was already successfully implemented

on the MR image[126, 127, 128], CT (computed tomography) image[129, 130, 131]

and ultrasound[132]. These previous work motivated us to apply dictionary learning

to the PA image.

57



(a) (b)

Figure 7.1: (a) The flow chart of the proposed denoising image (b) The example of
dictionary.

7.2 Algorithm

The measured PA image can be modeled as

y = x+ u (7.1)

where y, x and u measured PA image, the true image and noise. We would like to

obtain the true image or at least similar to the true image.

The proposed denoising method has several steps as shown in Figure7.1(a). In the

first step, the raw image is filtered by using bandpass filter along the center frequency

of the transducer. The bandpass filter remove the low and high frequency components

of the signal as explained in Section 6.3.

The 2-D image is extracted into a collection of the patches. Then, the dictionary

is trained by extracted patches. We use mini-batch dictionary learning[124] which is

freely available in scikit-learn in python [120].

Basically the dictionary learning is method to solve the optimization problem,

(U∗, V ∗) = arg min
U,V

1

2
||X − UV ||22 + α||U ||1 (7.2)

with

||Vk||2 = 1 for all 0 ≤ k < natoms, (7.3)
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where V is the dictionary with each column represents the basis vector and α is a

regulation parameters[124, 133].

There are several input parameters in the proposed method, the dictionary size,

and the patch size. Another input parameters are the number of iteration, but we

tune the number iteration to be fixed 500.

7.3 Experimental results

In this section, the experimental subjects and experimental results will be explained.

The input parameters will be evaluated based on experimental results.

7.3.1 Experimental subjects

In this work, we were using carbon nanotube in micropipe and in vivo mice ear

as our experimental subjects. The CNT is used to produce the synthetic image to

evaluate the input parameters. The animal experiments were approved by ethical

committee review board of Tohoku University. We used Python 3.6, NumPy[119],

scikit-learn[120] and scikit-image[121] to implement the algorithm. The images were

plotted by using matplotlib[122].

7.3.2 Carbon nanotube filled micropipe

The carbon nanotube is used to obtain the free noise image. The enhancement of

the image quality is measured relative to the free noise image. The size of raw data

is 256×300×300. The 256 is the A-line, which is the data of the depth in a point.

300×300 are width and the length points of image.

There are several steps in to obtain free noise image. First, we applied a bandpass

filter around the center frequency of transducer to the raw image. The second, the

image is projected by using maximum amplitude projection to obtain 2D image. We

applied non-local means denoising (NLMD) to the 2D image of CNT to suppress the
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Figure 7.2: (a) Process to extract the free noise image from noisy image. (i) The real
object,(ii) 2D projection of raw image, (iii) 2D projection of bandpass filtered data,
(iv) NLMD image, (v) thresholded image, (vi) the free noise image. (b) Noisy and
denoised images where percentage of noise (i) 40 %, (ii) 60 %, and (iii) 80 %.

noise [102]. Then, the image was thresholded by using Otsu method[123]. We masked

the thresholded image with the NLMD image to obtain the free noise image. Please

see Figure7.2 for more details.

We added several percentages of random noise from 25% to 100 % into the free

noise image. The percentage of noise is measured relative to the variance (σ2) of the

free noise image. The several results of noisy images can be seen in Figure7.2(b).

Visually, by adding the noise, the image quality become worse. The image quality

also confirmed from the PSNR of noisy image. The PSNR of noisy images is decreased

by increasing the percentage of noise as shown in Figure7.3(b).

We applied proposed denoised method to the noisy images of CNT. Several results

can be seen in Figure7.2(b). The noise is successfully suppressed. The used input

parameters were patch size 9×9 and the dictionary size 300. The PSNR of denoised

images were always higher than PSNR of noisy images. These results showed that the

proposed denoised method always enhance the image quality. The proposed method

can be used even for high degraded image.
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(a)

(b) (c)

Figure 7.3: PSNR as a function of several parameters (a) patch size, (b) percentage
of noise, and (c) dictionary size.

7.3.3 Input parameters

In this subsection the input parameters of proposed denoising method using dictionary

learning will be discussed. The input parameters in the proposed methods were the

patch size and the dictionary size. The patch size should be odd number in order to

accommodate the center. The numerical parameters of iteration such as the number

of iteration and the mixing parameter are assumed to be constant. Moreover, all of

the calculation is assumed to be convergence. The input parameters is selected based

on the experiments of CNT in micropipe.

In the Figure7.3(a), we showed the PSNR as a function of the patch size. The

trend of the curve looks like parabola. The peaks position are located in the range of
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11×11, 13 ×13 , and 15× 15 for all of the noise level.

We also plotted the PSNR as a function of the dictionary size as shown in

Figure7.3(c). The input parameters are patch size 11×11 and the percentage of noise

65%. The data of PSNR is not stable. However, we see that the trend of the curve,

the PSNR is decreased by increasing the dictionary size. The optimum dictionary

size are 50 to 200.

Based on our experiments, the best input parameters to obtain highest PSNR

are dictionary size 50 to 200 and the patch size 11×11, 13 ×13 , or 15× 15. The

future study to select the input parameter based on statistical analysis is needed. The

algorithm to learn the dictionary should be improved to reduce the computational

time.

7.3.4 In vivo experiments

This subsection describes the results of the in vivo of ear mice. The acquire size of raw

data is 256×400×400. The 256 represent the number of point to the depth direction,

and 400×400 are width and length of the images. The images were projected by using

MAP method.

Figure7.4 shows the results of in vivo experiments of mice ear. The top and

bottom images are the same object on the different orientation and position. The

raw images are contaminated by noise. The contrast between the vessels and the

background of raw images is very low. Consequently, the vessels and the background

is difficult to distinguish.

The raw images then filtered by using bandpass filter along the center frequency of

the transducer. The bandpass filter removes the high and low frequency components

in order to suppress the unwanted signal. The bandpass filtered images can be seen

in Figure7.4(b). The contrast between the vessels and the background of bandpass
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(a) (b) (c)

Figure 7.4: In vivo mice ear (a) raw images, (b) band-pass, and (c) denoised image
using dictionary learning.

filtered images is better than the contrast of raw images. However, the noise still

distributed in the bandpass filter images because the noise is randomly distributed in

the bandwidth frequency.

The bandpass filtered images were then denoised by using proposed method, dic-

tionary learning. The proposed method successfully removes the noise from the mice

ear images. The background of the denoised images is darker than bandpass filtered

or raw images. Consequently, the contrast of the denoised image is the best in com-

pared to raw or bandpass filtered images. The proposed denoised method does not

destroy the noticeable image structure.

7.4 Summary of proposed denoising method using

dictionary learning

We have applied the proposed denoising method using dictionary learning to the PA

image of CNT and in vivo mice ear. Qualitatively, we showed that the image quality
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of PA image was enhanced by applying proposed denoised method without destroying

image structure. The PSNR also confirm about the image quality enhancement after

applying proposed method. Visually, the contrast of the vessels and the background

is also improved by proposed method.

The proposed method is sensitive to the input parameters. Based on the exper-

iments, the best input parameters to obtain highest PSNR are dictionary size 50 to

200 and the patch size 11×11, 13 ×13 , or 15× 15.
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Chapter 8

Conclusions

In this dissertation, we have discussed the application of CNTs as the contrast agents

of PA imaging and the heating agents of PTT. We have three main purposes of the

dissertation. Correspondingly, the conclusions of this dissertation can be divided into

three parts as follows.

8.1 Theoretical model of laser heating CNT

The contrast agents of PA imaging is related to the laser-material agents interaction.

We have successfully developed a theoretical model of laser heating CNT by using

classical heat conduction equation. The CNT in our model is modeled by a solid

cylinder with the length is much greater than its diameter. Based on the solution of

theoretical model in the chapter 4, we can conclude that the maximum temperature

during laser irradiation is proportional to the diameter of CNT. We suggest using

large diameter of CNTs for PA imaging contrast agents.

8.2 CNT as PA imaging contrast agents

We have shown that the optical absorption spectra of CNT is very strong in the

visible and infrared regions. Consequently, the wavelength of laser can be varying in

the visible-infrared. The created PA signal is proportional to the temperature rise
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during laser irradiation. Our laser heating experiment also confirmed that the CNT

has highest gradient of temperature during laser irradiation. The gradient of CNT is

0.14 oC/s which means the temperature is increased 0.14 oC every second. Our PA

image of several samples conclude that Visually, by adding CNT to the red ink, the

PA signal will be enhanced. The highest intensity is solution of 50 % CNT and 50%

red ink.

8.3 Noise removal methods in PA imaging

In this research, we propose two noise removal methods; NLMD and dictionary learn-

ing. Both methods successfully removed the noise without destroying a noticeable

image structure. The experiments confirm that both methods enhance the PSNR

of the images. Both methods are sensitive to the input parameters. The error in

choosing input parameters causes the image become blurry.

The suitable input parameters of the NLMD methods are patch size (f) 7 × 7,

maximum searching distance r 9 and the exponential decay (h) 0.35σ, with σ denotes

the standard deviation. In the case of dictionary learning method, the best input

parameters to obtain highest PSNR are dictionary size 50 to 200 and the patch size

11×11, 13 ×13 , or 15× 15.
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Appendix A

Calculation programs

There are several programs in this dissertation. All the programs are written in

Python 3.6. language. All the program can be found under the following directory.

D: s i r e g a r /

For simplicity, this directory will be defined as root.

Propagating pressure

Heated slab

s l ab . py

Heated sphere

sphere . py

Energy dispersion of graphene

graphene code . py

Non-local-means denoising code

auto NLMD . py

Function

i m a g e s i r e g a r . py , ml imaging . py
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