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Abstract

Medical diagnosis has been playing a key role for the early grading of many

diseases. Different imaging modalities have been used for diagnosis. In this

research reconstruction and filtering of vasculature in Three-dimension (3D)

optical resolution photoacoustic microscopy (OR-PAM) is analyzed. Quality

of photoacoustic (PA) images is degraded due to different parameters such as

frequency or diameter of the transducer while data acquisition. Reconstruc-

tion and denoising of photoacoustic images is an important issue to diagnose

diseases at early stages. In the proposed method raw photoacoustic images

acquired by OR-PAM are first pre-processed and denoised using sparse based

representation and then filtered using Wavelet and Hessian based method.

The vascular structures are enhanced by the wavelet filtering and 3D tubular

structures are classified by the eigenvalues of the Hessian matrix. The eigen-

values of the Hessian matrix were used for the detection of bifurcation point.

Symmetric analysis of eigenvalues were considered to detect these junction

points. The algorithm is tested on PA images of human finger cuticle, vas-

culature in mouse and on phantoms. The results reveal better denoising

and filtering capability of PA images. The proposed methods were tested on

two-dimension (2D) and 3D data for validation.
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Chapter 1

Introduction

An increasing in population leads to an increased in necessity for early med-

ical diagnosis. Several imaging modalities such as X-ray, Computed To-

mography (CT), Magnetic Resonance Imaging (MRI), Positron Emission

Tomography (PET) and Ultrasound have been widely used for the diagnosis

and treatment of internal organs and vessels in clinics. In this research we

used OR-PAM to analyze the vascular structures in human and animals.

In most of the cases medical data contains noise during data acquisition.

Such data is difficult to visualize and small structures are difficult to dis-

cern from background in the data. Blood vessels are of particular interest

for clinical studies [8]. Clear visualization of blood vessels is crucial for the

early diagnosis of cardiovascular diseases, Thrombosis, Inflammation, Vas-

cular occlusion, Aneurysm, Embolism [43] and other vascular diseases. To

visualize blood vessels the imaging modality should be capable of acquiring

blood vessels of different sizes. In this research we used OR-PAM to acquire

the vasculature under the skin non-invasive, which is a 3D imaging modality.
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2 Introduction

OR-PAM is an emerging optical-acoustic hybrid imaging modality capable

of imaging at sub cellular level with high resolution and sensitivity [27]. It

has been used for imaging of tissues by optical absorption of hemoglobin.

In PAM a short-pulsed laser is used to illuminate the target object. The

absorption of light results in the rise of temperature, which subsequently re-

sults in pressure rise via thermoelastic expansion of the tissues. Due to this

thermoelastic expansion acoustic signal propagates, which is detected by the

ultrasonic transducer to form the image of absorption source [84]. In PAM

the axial is given by 0.88c/∆f, where c is the speed of the sound in the tis-

sues which is considered constant (around 1500 m/s) and ∆f is the frequency

bandwidth of the transducer [77,78]. The axial resolution depends mainly on

the frequency of the transducer. In OR-PAM the lateral resolution is given

by 0.51λ/NA, where λ is the wavelength, and NA is the numerical aperture

of the optical objective [76]. The acquired 3D data requires reconstruction

and filtering for clear visualization of blood vessels.

1.1 Anatomy of blood vessels and skin

The skin is divided into three layers:

Epidermis : It is the outermost layer of the skin, provides protection to

the inner layers from germs and makes it difficult for bacteria and viruses to

enter in the body.

Dermis: It is a thick layer of fibrous and elastic tissues below the epider-

mis containing sweat glands, hair follicles, nerve endings and blood capillar-

ies.
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Hypodermis: Hypodermis is the deepest section of the skin. It consists of

loose connective tissues and lobules of fat. Larger blood vessels and nerves

are found in hypodermis.

Fig. 1.1 shows the different layers of the skin. The blood vessels are part

of the circulatory system and found in the dermis and hypodermis layer of

the skin. There are three major types of blood vessels. Arteries : Carry

blood away from the heart. Veins: Carry blood back to the heart from

different body parts. Capillaries: These are the smallest of body’s blood

vessel ranging from 5 to 10 micrometers in diameter and help to exchange

oxygen, water, waste substances, and other nutrients between the blood and

the tissues [48]. Fig. 1.2 shows the arteries, veins and capillaries. The recent

emergence in photoacoustic imaging provides a promising solution for optical

absorption imaging.

1.2 Photoacoustic imaging

Photoacoustics provides a precise way to imaging blood vessels because of

the capability of photoacoustic to resolve optical absorption in biological

tissues. This leads to new branch of photoacoustics called PAM. In PAM

imaging sensitivity is maximized by optical excitation and ultrasonic detec-

tion. In case of acoustic resolution photoacoustic microscopy (AR-PAM)

deep tissue imaging is achieved by tight acoustic focusing and weak optical

focusing. To examine the anatomy and function of tissues at cellular or sub-

cellular level AR-PAM is considered inadequate. To fill this gap OR-PAM is

considered superior at resolving optical absorption at cellular level. In case
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of OR-PAM optical focus predominates the acoustic focus to improve the

lateral resolution of PAM at the cost of imaging depth [47]. Thus in OR-

PAM it is difficult to imaging at deeper part and in case of scanning mouse

OR-PAM requires scalp to be removed, while AR-PAM can image vessels by

penetrating the scalp and skull [46,80]. To excite the tissues, hemoglobin in

the red blood cells play a vital role to visualize blood vessels. At 532 nm,

there is high absorption of hemoglobin and melanin. At this wavelength light

cannot penetrate as deeply as some other wavelengths but green light gets

absorbed by the hemoglobin in the dermis layer. For diagnosis and treatment

of deeper vessels this wavelength is not suitable because of scattering. The

light absorbed by the tissues generates an initial pressure rise due to con-

version into heat. The Grüneisen parameter of tissue is usually determined

by fitting the photoacoustic spectra and measured in a wavelength range in

which the absorption coefficient of the tissue is much greater than its reduced

scattering coefficient [71]. Few methods have been proposed for Grüneisen

parameter of tissue [58]. Measuring of Grüneisen parameter using interfero-

metric method [64], in which they measured the sample surface displacement

by the thermal expansion due to light absorptions. Grüneisen parameter of

blood by photoacoustic method was measured in [58]. The generation and

detection of pressure wave is a complicated process, the measurements can

be made quantitative only be calibrating the measuring system with homo-

geneous media that have well-known Grüneisen parameter but this is not

always the case as Grüneisen parameter also depends on the optical and me-

chanical parameters of the medium. The Grüneisen parameter Γ of tissue

is proportional to the initial pressure p0 to the light absorption as shown in
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Eq. 1.1

p0 = ΓµaF, (1.1)

where µa is the absorption coefficient of tissue and F is the light fluence

and is determined by the optical absorption and optical scattering between

sample surface and absorber. The Grüneisen parameter vary between the

same type of tissue. For example, Grüneisen parameter of blood is estimated

to be 0.152 and 0.226, which causes uncertainty in the photoacoustic imaging

[58].

Variety of chromophores can be identified by their unique absorption

spectra shown in Fig. 1.3. Deoxyribonucleic acid (DNA) and ribonucleic acid

(RNA) show strong absorption in the ultraviolet region and has been used for

the imaging of cell nuclei [29]. In the visible region, hemoglobin has a strong

absorption spectra and has been used to visualize blood vessels and to study

angiogenesis and oxygen concentration in blood [26, 50]. The ultraviolet,

visible and near infrared region have strong absorption of melanin. It is

an important biomarker for cancer [76]. For the quantification of oxygen

saturation (SO2), spectra of oxy-hemoglobin (HbO2) and deoxy-hemoglobin

(HbR) overlaps, in such case spectral decomposition is necessary [29].

1.3 Photoacoustic waveform

The photoacoustic signal has a useful information regarding the dimension,

geometry, density of the irradiated body can be found from the shape of the
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Figure 1.1: Epidermis, dermis and hypodermis.

Figure 1.2: Arteries, veins and capillaries.

PA waveform. The information can be used precisely to know the physical

characteristics of the irradiated body [15]. Three structures were considered

for short laser pulse case; a thin layer of fluid, a fluid cylinder and a droplet
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Figure 1.3: Optical absorption spectra.

for spherical case. Diebold et al. showed that one, two and three dimension

of long laser pulses is proportional to zeroth, one half and the first derivative

respectively. In this research a fluid containing cylinder is assumed to be as

a blood vessel [16,34]. Figure 1.4 shows the photoacoustic waveform which is

close to the waveform discussed in [15], the diameter of the vessel is around

30µm.
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Figure 1.4: Photoacoustic signal from mouse blood vessel.

1.4 Experimental setup

In OR-PAM the laser beam is focused by objective and two prisms are sep-

arated with a thin layer of silicon oil under the objective and correction lens

which is used to align the optical excitation and acoustic detection. The

schematic diagram of OR-PAM is shown in Fig. 1.5. The OR-PAM system

with laser wavelength of 532 nm, pulse duration 8 ns and pulse repetition fre-

quency (PRF) of 5 kHz was used to irradiate tissues (Micro Photo Acoustic

Inc. in NY ,USA) and (Advanced Optowave Corporation, NY, USA). The

ultrasound with center frequency of 20 MHz and sampling rate of 500 Mbps

was used to acquire PA image. The maximum lateral and axial resolutions of

the system are 5µm and 15 µm respectively. The maximum imaging depth

of the system is 1 mm, below this limit the incident light undergo scattering

which jumbled up the light path and inhibits effective optical focusing. The

image contrast is based on optical absorption, which shows that technique
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Figure 1.5: Schematic of OR-PAM.

is well suited to visualize blood vessels due to strong optical absorption of

hemoglobin. Since, HbR and HbO2 are two major sources of optical ab-

sorption in tissues and PAM is well suited to image blood vessels within

the spectral region [38, 62]. Each laser pulse produces one A-Line which is

one-dimensional (1D) depth resolved image. The volumetric image is ac-

quired by 2-D raster scanning of ultrasonic transducer along the transverse

plane [28,72,81]. The B-scan rate for a 2-mm line is 5 Hz with 0.625 µm step

size. If the ultrasonic detector with high central frequency, large numerical

aperture and bandwidth is employed, the PA source can be visualized with

high spatial resolution [79].

The data acquired from mouse ear; A healthy mouse with hair removed

is used to acquire 3D vascular image. Fig. 1.8 shows the mouse with hair

removed, the total length of the mouse was approximately 10 cm. Fig. 1.6
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Figure 1.6: Mouse for data acquisition.

shows the ear of a mouse containing vascular structure. The raster scan-

ning on mouse ear is shown in Fig. 1.7. In this research a laser with a

wavelength of 532 nm is used for all the experiments. All the parameters for

Gabor wavelet and Hessian based methods used in this research are tuned

for photoacoustic images. These parameters need to tune again if the image

modality is changed.



1.4 Experimental setup 11

Figure 1.7: Mouse ear for data acquisition.

Figure 1.8: Raster scanning of mouse ear.
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Chapter 2

Problem formulation and

proposed method

This chapter describes the importance and novelty of the algo-

rithm in medical imaging. In the first part of this chapter, liter-

ature is reviewed about the techniques of denoising, reconstruc-

tion of vessels and bifurcation points in photoacoustic images,

while the second part describes the problem formulation and the

third part shows the complete flow diagram with explanation of

the proposed technique and contribution of the proposed method

is discussed in the end of this chapter.

2.1 Literature review

A number of methods have been proposed for vessel enhancement. In this

section the most widely used methods are reviewed. Vessel segmentation us-

13



14 Problem formulation and proposed method

ing window-based technique was proposed in [52]. They used the X-ray im-

age of artery to estimate the diameter and cross-sectional area at each point

along the artery. Vascular structure segmentation using energy-minimization

problem was proposed in [41] where they used the zero level set and distance

function to segment the vasculature. Another approach where it is assumed

that centerlines of the vessels appear brightest and can be detected by con-

sidering them as intensity ridges of the image [4]. A differential geometrical

approach in which the volumetric MRA image is treated as 4D hypersurface

space whose extrema of curvature corresponds to vessel centerlines [53]. A

statistical approach in which Gaussian intensity distributions are assumed

for background and for vessel intensities and for threshold expectation max-

imization algorithm (EM) is applied to classification [65]. A filter for dot,

line and plane like structures is proposed in [39], which can enhance objects

of a specific shape and suppress objects of other types. An improved version

of Hessian filtering in proposed in [70], in which the grayscale factor is added

to the vascular similarity function computed by Hessian matrix eigenvalue.

Their method is experimented on brain MRA data and lung CTA data.

Active models [2, 40] and center-line extraction [5, 63] for vessel filtering

have low response at bifurcation points. Kumar et al., [35] extracted the vas-

cular structure using vessel cross-section area, the method uses the analysis

of Hessian matrix. Schneider et al., [61] proposed a 3-D vessel segmentation

and center-line extraction based on multivariate Hough voting and oblique

random forests. Azzopardi et al., [6] proposed automatic detection of vascu-

lar bifurcations in a segmented retinal images by using combination of shifted

filter responses. They calculated the response of their filter by the weighted
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geometric mean of Gabor filters. Kerneki et al., [33] proposed a method for

bifurcation detection which is based on multiscale Hessian analysis, and use

histogram of eigenvectors weighted by the vesselness measure. They claim

that pixels with three peaks in their immediate neighborhood are consid-

ered as bifurcation candidates. McIntosh et al., [49] proposed a vessel crawl

based algorithm that crawls along the vessel to segment and exploring the

bifurcation points. Zhou et al., [83] proposed a method to detect the tubular

structures based on eigenvalues analysis and for bifurcation detection they

used adaptive boosting algorithm. Most of the proposed methods are based

on Hessian based vessel filtering which use eigenvalues of the hessian matrix

to classify vascular structures [20].

2.2 Problem formulation

Reconstruction of vasculature from medical images have been a major prob-

lem when it comes to diagnosis. The images acquired from different modal-

ities have different properties in terms of noise and useful information in it.

With the advent in modalities properties of noise change and new algorithms

are of great interest. The noise in PA images acquired from OR-PAM are

usually induced by laser light, ultrasonic parameters and scattering effect in

the tissues. The reconstruction of vasculature in PA images plays a vital role

for vessel study.
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2.3 Proposed method

In the proposed technique we used 3D Gabor wavelet and Hessian based

method to reconstruct the vascular structures. In the pre-processing step

3D data is first denoise with sparse representation using K-means Singular

Value Decomposition (K-SVD). Further in the proposed technique vascular

bifurcation points are detected in 3D data using eigenvalues of the Hessian

matrix. The flow diagram of the proposed method is shown in Fig. 2.1. The

flow diagram shows the main steps of the proposed methods to denoise PA

images.

1. Pre-preprocessing

(a) The PA image is first input to the pre-processing block, at this

stage if the image is too big it can be downsampled to decrease

the computation time at the cost of losing some information. The

downsampling results in decreasing the resolutions of the image;

small and thin vessels may disappear in result of downsampling.

(b) The downsampled image is bandpass filtered to remove the high

and low frequency components to suppress the noise.

(c) Median filtering is applied on bandpass filtered image to remove

impulse noise. This block is further explained in chapter 3.

2. Gabor wavelet: It is used to enhance the effect of vasculature in each

direction at multiscale level to enhance the effect of smaller and bigger

vessels.
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3. Hessian based filtering: It is used to classify and distinguish tubular

structures from other structures. It is also a multiscale filtering to

classify smaller and bigger vessels; further explained in chapter 5.

4. Bifurcation point detection: At this stage bifurcation points in 3D

vasculature is detected. These branch points help to identify those

points where Hessian based method fails to join vessels; further ex-

plained in 6.

5. Sparse representation based denoising: Sparse representation is

used to denoise images. In this research, this method is used to denoise

photoacoustic images. The method is further explained in chapter 4.

2.4 Contribution

The previously proposed methods are used to enhance the vasculature, but

the proposed method consists of integration of Gabor wavelet and Hessian

based method for vessel reconstruction and a novel method to detect the

bifurcation points is discussed in detail. The contributions are as follow:

1. Vasculature reconstruction by adding directionality in the standard

Hessian based method.

2. Reconstruction of 3D Gabor wavelet to add directionality for vessel

enhancement.

3. Denoise PA images with sparse representation.
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Figure 2.1: Flow diagram.

4. Novel method to detect bifurcation points by eigenvalues of the Hessian

matrix.

2.5 Summary

In this chapter the previously proposed methods to reconstruct vasculature

are discussed and flow diagrams of the proposed methods to reconstruct
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vasculature are shown. The proposed method uses Gabor wavelet filtering

to enhance vasculature, Hessian based filtering to reconstruct and sparse

representation to denoise the PA images. The contribution of the research

work in terms of novelty to denoise vessel is also described. The methods

are discussed in detail in chapters 3, 5 and 4 respectively.
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Chapter 3

Pre-processing of photoacoustic

images

In this chapter we describe the composition of PA signal, the

A-line, B-mode and Maximum Amplitude Projection (MAP) im-

ages. The pre-processing of PA images which includes the band-

pass filtering around the center frequency of the transducer to re-

move very low and high frequency components. Then 3D median

filtering is applied to remove impulsive noise from 3D PA volu-

metric data. Results of pre-processing on PA images are shown

in the last section of this chapter. 1

1The pre-processing steps discussed in this chapter published as one of the section in

Israr Ul Haq, Ryo Nagoaka, Takahiro Makino, Takuya Tabata and Yoshifumi Saijo, “3D
Gabor Wavelet based Vessel Filtering of Photoacoustic Images”,The 38th Annual Inter-
national Conference of the IEEE Engineering in Medicine and Biology Society, Orlando,
USA, Aug. 2016.2

21
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3.1 Photoacoutic signal

Photoacoustic signal is a wide band signal which covers most of the fre-

quency components. The acquired signal depends on the frequency of the

transducer. High frequency transducers are suitable for better visualization

of vessels at lower depth, whereas low frequency transducers are suitable for

the visualization of deeper vessels. The acquired signal contains noise from

the transducer and tissues. The 3D data acquired from the transducer con-

tains A-line signal. The A-line signal acquired from human finger cuticle and

mouse brain vessel is shown in 3.1 and 3.2 respectively. The signal contains

the information of the diameter of the target sample as well. The 3D data

is composed of many A-line signals and one slice of image is considered as

B-mode. The B-mode image is shown in Fig. 3.4; the black hollow spots

in the image show the blood vessels. The cross sectional view of whole 3D

image is shown in Fig. 3.5. The first pre-processing step is to remove the

low and high frequency components from the signal, to remove such compo-

nents bandpass filter around the center frequency of the transducer is used

for filtering. The magnitude response of the bandpass filter is shown in Fig.

3.3. The radio frequency (RF) signal is first filtered by the bandpass filter.

The filtered image shows the removal of low and very high frequency com-

ponents, whereas the noise can be seen in the original unfiltered bandpass

filtered image as shown in Figs. 3.7 and 3.8 respectively.
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Figure 3.1: A-line signal from a vessel of human finger cuticle.
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Figure 3.2: A-line signal from a vessel of mouse brain.

3.1.1 Median filtering

The image after bandpass filtering is undergone median filter to remove

further impulse noise from the PA image. Median filtering is a non-linear

process useful to preserve the information at the edges. In median filtering,

neighboring pixels are sorted in an increasing order, according to intensity

values and then mid value is assigned to the central pixel. The main advan-

tage of median filtering over Gaussian filtering is that it preserves the edges

information which is critical in some applications, whereas Gaussian filtering
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Figure 3.3: Magnitude response of a bandpass filter.

Figure 3.4: B-mode image of mouse ear vessel.

smooths the edges even disappear the small features if big Gaussian kernel

is chosen [3]. Several advanced methods of median filtering has also been re-

ported [18,22,66,82]. In the proposed technique an ordinary 3×3×3 median

filter is used. The impulsive noise shown in Figs. 3.7 and 3.8 which is re-
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Figure 3.5: Cross sectional view of 3D mouse ear vessels.

Figure 3.6: MAP image of mouse brain vessels.
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Figure 3.7: Unfiltered MAP image of mouse brain vessels.

Figure 3.8: Filtered MAP image of mouse brain vessels.

moved by applying median filtering. Fig. 3.9 shows PA image after applying

median filtering. Vessels can be easily distinguished from the background

after applying median filtering on mouse brain vessels [25,26,73].
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Figure 3.9: Filtered MAP image of mouse brain vessels.

3.2 Summary

In this chapter the pre-processing step to denoise PA images is discussed. In

pre-processing the image is first bandpass filtered to remove high and low

frequency components. The resultant image after bandpass filtering does not

remove the impulsive noise in the PA image, to remove such noise median

filtering is applied. The resultant image after applying median filter shows

that vessels can be discern from the background but still the image needs

further processing for better vessel visualization. In order to do so effect of

vessels is further enhanced by Gabor wavelet filtering which is discussed in

chapter 5.
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Chapter 4

Sparse representation based

denoising of PA images

Sparse representation of signals have been widely used for de-

noising, compression and for making high resolution images. In

this chapter spares representation is used for the denoising of PA

image. K-means singular value decomposition (K-SVD) is used

to update the dictionary. The dictionary is updated at each it-

eration and image is denoised at each iteration as well. This

iterative process minimize the error which is measured by com-

paring with the reconstructed image until the convergence criteria

is met. The results show to be highly effective at denoising PA

images. 1

1This research work in this chapter has been submitted as

Israr Ul Haq, Ryo Nagaoka, Syahril Siregar, Yoshifumi Saijo, “Sparse representa-
tion based denoising of photoacoustic images”, Biomedical Physics & Engineering Ex-
press. (Accepted)2.

29
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Introduction

Several methods have been proposed for the reconstruction and denoising of

vasculature in PA imaging. The most widely used is Hessian based method

proposed by [20] and further explained in [51]. They proposed a multi-scale

vessel enhancement method by obtaining the eigenvalues of Hessian matrix,

based on these eigenvalues tubular structures were classified in the image.

Small and big vessels are enhanced using multi-scale analysis in Hessian

based method. At low scale vessels with smaller radii are preserved, whereas

at large scale bigger vessels are better preserved. Hessian based method is

able to reconstruct vascular networks by removing the background noise and

improves the contrast at the expense of smoothing the vessel edges.

[57] proposed a method to enhance the effect of curvilinear structures

such as vessels and bronchi in the three-dimensional (3D) images. In their

proposed method 3D line enhancement filter was used to distinguish between

line and other structures. The line filter is based on a combination of the

eigenvalues of the Hessian matrix. [24] used Singular Value Decomposition

(SVD) to denoise the photoacoustic images. They used SVD to obtain the

sparse representation of the noise and showed the effect of Singular Value

Components (SVCs) on the noisy PA images. [75] used contour scanning to

increase the signal to noise ratio (SNR) of conventional OR-PAM and claim

that it increases the SNR as much as 41% and shortens the image acquisition

time by 3.2 times. [42] proposed a combination of model and sparse based

method to reconstruct the photoacoustic tomographic images. [54] proposed

a method for detecting blood vessels in medical images in which the assump-
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tion of cylinder at each voxel in the image is omitted. They extracted the

characteristics of local intensity in a spherical polar coordinate system and

common properties shared by the polar neighborhood intensity profiles be-

longing to vascular system were used. They claim that the proposed method

improves the vessel detection performance on two-dimensional (2D) and 3D

clinical vascular images. [68] presented a shape-tuned strain energy density

function to measure the complex vasculature in 3D images which are dif-

ficult to measure at bifurcations in Hessian based method because of the

oversimplified cylindrical model. Model based reconstruction methods of

vasculature have been also widely used to extract vascular structures. The

standard method to denoise vasculature in photoacoustic images is based

on wiener filter [9, 32]. This method have been widely used for denoising

because of its simplicity. However, a crucial assumption in wiener filter is

that power spectral densities (PSDs) of noise and signals are known a priori.

On the other hand, sparse representation based denoising has also been

widely used for image denoising [12,17,31,44,55]. K-SVD uses sparse coding

as one of its initial step to compute sparse representation for all of its input

image patches [36]. One of the main step of K-SVD is dictionary learning

and a lot of literature is already available to learn dictionaries. Here we will

reference the one used to design K-SVD [1]. The K-SVD method can also

be useful in other image processing applications like demosaicing, inpainting

and denoising. Here we consider the use of K-SVD to denoise photoacoustic

images for vessel reconstruction.
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4.1 Materials and Methods

4.1.1 Experimental setup of OR-PAM

In OR-PAM the laser beam is focused by an objective and two prisms sep-

arated by a thin layer of silicon oil under the objective and correction lens

which is used to align the optical excitation and acoustic detection. The

OR-PAM system (Micro Photo Acoustic Inc. in NY ,USA) and (Advanced

Optowave Corporation, NY, USA) with laser wavelength of 532 nm, pulse

duration 8 ns and pulse repetition frequency (PRF) of 5 kHz was used to

irradiate tissues. The ultrasound with center frequency of 20 MHz and sam-

pling rate of 500 Mbps was used to acquire PA image. The maximum lateral

and axial resolutions of the system are 5µm and 15µm respectively. The

maximum imaging depth of the system is 1 mm below this limit the inci-

dent light undergo scattering which jumbled up the light path and inhibits

effective optical focusing. The image contrast is based on optical absorption,

which shows that technique is well suited to visualize blood vessels due to

strong optical absorption of hemoglobin. Since, HbR and HbO2 are two ma-

jor sources of optical absorption in tissues and PAM is well suited to image

blood vessels within the spectral region [38, 62]. Each laser pulse produces

one A-Line which is one-dimensional (1D) depth resolved image. The volu-

metric image is acquired by 2D raster scanning of ultrasonic transducer along

the transverse plane [28, 72]. The B-scan rate for a 2-mm line is 5 Hz with

0.625µm step size. If the ultrasonic detector with high central frequency,

large numerical aperture and bandwidth is employed, the PA source can be

visualized with high spatial resolution [79].
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4.1.2 Image reconstruction

The proposed method for reconstruction and denoising of photoacoustic

imaging has several computational steps. The flow diagram of the proposed

method to reconstruct vasculature is shown in Fig. 4.1.

In the first step the raw signal is zero centered by subtracting the mean of the

data. Then the signal is pre-processed by band pass filter around the center

frequency of the transducer. It is important to choose an appropriate pre-

processing technique to denoise the image, which varies from application to

application. Bandpass filter removes the high and low frequency components

in the image which suppresses the noise and increases SNR. Then median

filtering is applied to remove impulse noise in the image. The pre-processing

step should be selected such that it performs well in terms of denoise with

less computation complexity. Denoising using sparse coding requires K-SVD

algorithm [36] to update the dictionary. The iterative process of updating

the dictionary to minimize the noise requires high computation time. To

make the denoising process efficient, images are first down-sampled. The

information in 3D PA images can be seen by calculating the Maximum In-

tensity Projection (MIP) image, which is a 2D projected image of maximum

values along the A-lines of 3D volume data. Fig. 4.2 shows the smoothed

A-line signal along the depth of data. MAP images hide the detail beneath

the vessels. In order to visualize 3D vasculature, all the A-lines or B-mode

images need to be denoised. In the denoising process B-Mode images are

filtered separately and for the reconstruction of MIP image, all the filtered

B-mode images are stacked and maximum intensity along the (A-Line) depth
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Figure 4.1: Flow diagram of the proposed method.

is taken.

4.1.3 K-SVD based denoising

Sparse coding is a process of computing representation coefficients x based

on the given signal y [1]. Sparse representation based denoising increases the

signal to noise ratio, thus enhancing the vascular structures by decreasing

the noise. Recent years have shown a great interest in the research of sparse
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Figure 4.2: A-line signal along the vessel of 3D data.

based signal representation. The problem of image denoising can be solved

as, an ideal image x is recovered in the presence of noisy image y, the

algorithm removes noise from the noisy image y by getting as close to the

original image. Measured image y is given in Eq. 4.1.

y = x+ a. (4.1)

The basic model suggests that signal can be represented efficiently as a

linear combination of atoms, where most of the linear coefficients are sparse.

If x is a column signal and D is the dictionary with columns as atoms,

the sparse approximation problem can be described as in Eq. 4.2.

â = argmin
a

(
Da− y2

)
. (4.2)

The columns of the dictionary are called atoms. The size of the dictionary

depends on the number of atoms in it. Eq. 4.3 shows the input image y of

size n×p, dictionary D of size n×k and sparse matrix with size k×p. Where

n denotes the size of the patches in the input image and number of atoms in
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the dictionary, k and p are the dictionary and sparse matrix size respectively.

y(n×p) = D(n×k)a(k×p). (4.3)

At first, dictionary D̂ is initialized by selecting random patches from the

noisy image [36]. In the first step sparse matrix is created from each patch of

the noisy image Rijy. Sparse matrix is built such that it has only a few non-

zero coefficients and distance between the Rijy and sparse approximation

D̂α̂ij is minimum. In the second step each column of the dictionary D̂ and

representation α̂ij is updated such that patches in y become more efficient,

which can be achieved by minimizing Eq. 4.4 using orthogonal matching

pursuit. The image is reconstructed iteratively by averaging the patches in

each iteration and process is continued until the error is minimized.

∑
i,j

||(D̂α̂ij −Rijy)||2. (4.4)

To denoise the image, k iterations are performed to minimize the error. Each

patch Rijy corresponds to the denoised version of the image. Finally, all the

patches are stacked to reconstruct the final version of denoised image.

In the first step a fixed dictionary D̂ and sparse representation α̂ of the

image patches are computed. Different methods have been proposed for the

calculation of sparse vector typically it is done by finding the approximate

solution using any pursuit algorithm. The simplest are matching pursuit

(MP), orthogonal matching pursuit (OMP) and order recursive matching

pursuit (ORMP) [11,67]. These are greedy algorithms and simple to imple-



4.1 Materials and Methods 37

ment, which is just the calculation of inner products of signals and dictionary

atoms [55]. In our calculation we used OMP, this method selects the dictio-

nary element with maximum projection on to the signal residual assuming

the dictionary atoms are normalized. The main steps for finding the sparse

solution of a given noisy image y and dictionary D are described below

Task: Given a noisy image y, approximate the solution such that

min
x
||x|| s.t. ||y −Dx||0. (4.5)

To update the dictionary K-SVD algorithm is used which is effective

method of training dictionary. It starts with an initial dictionary D0

and improves the dictionary iteratively to achieve the sparse repre-

sentation of the signals in y. The steps to update the dictionary are

described below

Parameters: A randomly generated dictionary D, signal y and the thresh-

old ε.

Initialization: Start from the iteration k = 0, initialize the sparse vector

x = 0 and residual r = y −Dx.

Iteration: Increment k by 1 while performing the following steps.

1. Select the element with maximum correlation with the residual

by using Eq. 4.6.

i = argmax|dTi r|. (4.6)

Compute the error E = min
x
||Dx-r||22.
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2. To update the dictionary, each column l = 1,2,...,k in D is updated

by finding the set of patches that use the atom l.

3. For each column of the dictionary its representation error is cal-

culated as shown in Eq. 4.7

eij = RijXij −
∑
m 6=l

Dαij, (4.7)

where m is the selected atom.

4. Set El as a matrix whose columns are eij.

5. Apply SVD, E = U∆V T choose the updated column of dictionary

to be the first column of U and coefficient values to be the values

of V multiplied by ∆(1, 1).

OMP is used iteratively to obtain near optimal set of representation vectors.

The steps to find the sparse matrix using OMP are described below.

1. The initial solution x0 = 0.

2. The initial residual r0 = b− Ax0.

3. Find the index ψt by solving the Eq. 4.8

ψt = argmax <| rt−1, φj |>, (4.8)

where ψt is the indices location where there is maximum inner product

between the residual r and measurement matrix φ.
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4. Solve the least-square problem to obtain the signal estimate: xt =

argminx||φtx− v||2.

5. Calculate the new approximation and new residual. at = φtxt

rt = v − at.

6. Increment t and repeat from step 3 until convergence.

The final image is reconstructed by averaging over the patches Eq. 4.9.

X = [λI +
∑
ij

RT
ijRij]

−1[λY +
∑
ij

RT
ijDαij]. (4.9)

Where I is the identity matrix and λ is the weighting parameter of identity

matrix. The inverted matrix is diagonal and the value of a pixel in the

denoised image is calculated by averaging the value of this pixel in the noisy

image weighted by λ. Once this is done, a new averaging is calculated over

all the image patches.

4.2 Experiments and results

Experimental subjects

In this section the experimental subjects to test the method is discussed.

The algorithm is tested on two subjects for its validation.

1. Blood filled tube.

2. Mouse ear vessels.
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These cases were considered in order to reconstruct the vasculature in the

noisy photoacoustic images. The experiments performed on animals in our

study were approved by Ethical Committee Review Board of Tohoku Uni-

versity. For laser safety, standards defined by American National Standards

Institute (ANSI) Z136 are followed. The algorithm was implemented on

MATLAB (2015) and ImageJ was used for the visualization of 3D data [59].

4.2.1 Blood filled tube

In the first experiment 3D photoacoustic images of blood filled tubes of

diameter 100, 200 , 300, 400 and 500 µm were tested. The acquired size

of the data was 256×400×400, where 256 data points show the depth of

A-lines, 400×400 data points are the length and width of the data respec-

tively. The length and width of 8 mm×8 mm is divided into 400×400 data

points. The diameters measured from reconstructed images were closed to

the actual diameters of the tubes. Original MIP and reconstructed images

are shown in Fig. 4.3. Length and width of the photoacoustic image are

8 mm×8 mm in the x and y plane respectively, z being the depth along A-line.

One-dimensional profile taken along the length is shown in Fig. 4.4. One-

dimensional profile shows the noisy and filtered tubes. The black holes in

the tubes or low intensity values show the low concentration of blood in that

area, where as the high amplitude shows high concentration of hemoglobin

in the blood.
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Figure 4.3: a) Raw image maximum intensity projection; b) Denoised MIP
image of blood filled tubes.

4.2.2 Mouse ear vessels

This section describes the results of reconstructed vasculature of mouse ear.

Mouse having weight of 28.5 g and length of about 10 cm. Mouse ear was

scanned with laser having wavelength of 532 nm. The filtered image shows

the clear distinction between the background and the vasculature. The 3D

acquired data was 0.78 mm×6 mm×6 mm, which are depth, width and length

respectively. The total time to acquired 3D data was 18 minutes and the

time to acquired 1 B-mode slice was 2.7 seconds. Fig. 4.5 (a) shows the

original 2D image of mouse ear vessels. Fig. 4.5 (b) shows the denoised MIP

image of mouse ear.

4.3 Discussion

In this work, the problem of denoising of PA images is considered where

the level of noise is not known a priori. K-SVD algorithm depends on the
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Figure 4.4: One dimensional profile of blood filled tubes.

Figure 4.5: (a) Noisy image; (b) Denoise image with KSVD.

selection of parameters and number of iterations to denoise the image. The

3D dataset is first bandpass filtered and smoothed with 3×3 median filter

and then the algorithm is applied on each B-mode of 3D dataset. In order

to acquire an image of high resolution, a dataset with more data points

are needed, which increases the computation time and requires number of
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iterations to denoise each B-Mode image. Down sampling the original data

loses the information but decreases the computation time as well. Denoising

of only MIP image gives better result at the cost of hiding small vessels

under the big vessels. Two quality measures were considered to validate the

performance of K-SVD for PA imaging, i) Peak Signal to Noise Ratio (PSNR)

and ii) Contrast between vessels and background (Cp). At first stage, size

of the patch is defined in K-SVD. Effect of different patch sizes 8, 12, 16, 20

and 24 against PSNR is shown in Fig. 4.6. The second quality measure, the

calculation of contrast between vessels and background is defined as:

Cp =

∣∣∣∣V −BV +B

∣∣∣∣ , (4.10)

where V and B are average gray values of the vessels and background

respectively. The larger value of Cp indicates more obvious difference be-

tween blood vessels and the background. Fig. 4.6 shows the effect of vessel
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contrast and PSNR with increasing patch sizes. The patch size 8x8 gives

low contrast and PSNR because the vessel properties are not covered by the

patch. Increase in the patch size increases the PSNR and Cp, shows that

bigger patch size covers the global properties of vessels. To investigate the

effect of white noise on PA images and noise removing capability of K-SVD,

different noise levels (σ = 7, 9, 11, 13, 15, 17) were introduced in the image.

The mouse ear image is first reconstructed with optimal parameters (dis-

cussed in 4.3.1) and then different noise levels were added in the image [74].

Fig. 4.7 shows the quality performance of K-SVD over standard wiener and

wavelet filtering. In wavelet filtering soft thresholding is used to increase

the PSNR and optimal threshold is chosen where the PSNR is maximum.

Increasing in Gaussian noise reduce the PSNR of original signal. At low

Gaussian noise a little difference is observed in the PSNR of K-SVD, wiener

and wavelet filtering. Difference in the PSNR increases as the noise level

increases, which shows the better denoising capability of K-SVD over wiener

and wavelet based filters.

4.3.1 Parameter selection

Several parameters were considered for the denoising of PA images; dic-

tionary atoms, patch size of the input image and Gaussian kernel size for

multiscale vessel denoising.
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Figure 4.7: Comparison of K-SVD with Wiener and wavelet based denoising.

Dictionary size

Pre-selection of the dictionary size is important as it effects the output qual-

ity of the image. Dictionary with small number of atoms decreases the com-

putation time but also deceases the denoising capability of the algorithm,

on the other hand increasing the size of dictionary atoms increases the com-

putation time but also increases the denoising capability of the algorithm.

In our case where the primary focus is to denoise blood vessels in 3D PA

volumetric data, size of the dictionary is chosen such that it increases the

output image quality of blood vessels. The dictionary is trained on the noisy

patches and updated using KSVD algorithm. Fig. 4.8 shows the increase of

PSNR with the increase in size of dictionary atoms. Figs. 4.9 and 4.10 show

the dictionaries learned on noisy image patches. Small patches are 8×8 in

both dictionaries.
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Patch size

Patch size also effects the output image quality. Selecting small patch size

only denoise the vessels where the diameter is in the range of the patch.

To denoise the image, patch size is selected such that global properties of

the vessels are covered in the patch. Increasing the patch size increases the

computation time and PSNR of the image.

Gaussian kernel size

The size of the Gaussian kernel depends on the noise in the image. Selecting

small Gaussian kernel increases the computation time but also increases the

PSNR of the output image. Increasing the size of the Gaussian kernel denoise

the image at the cost of smoothing the blood vessels and disappearing small

vessels. In case of photoacoustic images we know the property of the noise
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Figure 4.9: Dictionary trained on noisy image having dictionary atoms =
88.
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Figure 4.10: Dictionary trained on noisy image having dictionary atoms =
256.
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from number of images acquired from OR-PAM, based on this we can tune

optimal parameters for better quality and less computation time.

The selection of the parameters varies from application to application.

The following parameter values were chosen in order to denoise photoacoustic

images with PSNR more than 35.89 (dB). Patch size = 8×8, Number of

dictionary atoms = 64, Gaussian kernel standard deviation = 8.

The limitation of the OR-PAM system used in our study has a maximum

penetration depth of 1 mm. Blood vessels within the range of 1 mm can be

seen but small vessels deeper than this depth can be made visible but still

difficult to visualize.

4.4 Summary

In this chapter, a K-SVD method for denoising of PA images is presented.

The denoising process uses the sparse decomposition of blocks of noisy image

and adaptive dictionary which is trained on noisy image to denoise the out-

put photoacoutic images. which performs better in terms of output image

quality to denoise photoacoustic images. The algorithm has a high compu-

tation time to perform on all slices of 3D volume data. The algorithm can

be used to denoise PA images, but still there are small vessels which are

difficult discern from the background. There is need to improve the algo-

rithm to enhance the effect of small vessels in the image. The method has

better denoising capability as compared to standard methods for denoising.

Moreover, this method can be integrated with model based reconstruction to

enhance the image quality. The k-SVD method offers room for improvement



50 Sparse representation based denoising of PA images

towards other imaging modalities as well.



Chapter 5

Vascular structure

enhancement

In this chapter a method to enhance the effect of vasculature from

background using 3D Gabor wavelet filtering is proposed. The 3D

directional Gabor wavelet filtering is used to enhance the effect of

vessels in each direction, since the vessels in 3D volumetric data

may exist in every direction. To enhance the effect of vessels

of different radii, size of the wavelet is changed within a spe-

cific range by changing its parameters is also discussed in this

chapter. The validity of this method to enhance the effect of vas-

culature is shown by applying the proposed method on PA images

acquired from OR-PAM. The enhanced vasculature images are

further processed by Hessian based filtering which is discussed in

this chapter. 1.

1The proposed method in this chapter is published as a part in

51
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5.1 Introduction

Wavelet filtering have been widely used to process medical images. Wavelets

can easily be presented as mathematical formulae, and can be understood in

terms of correlation with the signal being analyzed. Frequency components

in time signals with constant frequencies can be visualized by taking ordi-

nary Fast Fourier Transform (FFT) of the signal. However, sometimes the

frequency of the signal changes at different interval of time. Such signals can

easily be handled with wavelets because of their ability to deal with time and

frequency simultaneously. Wavelet is a waveform of limited duration, irreg-

ular and can be non-symmetric signal. The anomalies and other information

in the signal can better be described by wavelet.

Wavelet transforms are multiresolution decomposition and can be used

for images as well. They can describe the signal at different scale and position

to visualize the useful information while suppressing the noise. In many

medical applications noise can be minimized by taking averaging over many

signal acquisitions which leads to trade off between imaging time and signal-

to-noise ratio (SNR). [10,14,69]. In this research diameter of the vessels are

enhanced by choosing the appropriate standard deviation of the Gaussian

function. A range of standard deviation is defined in order to enhance the

effect of vessels. This range is defined manually.

Israr Ul Haq, Ryo Nagoaka, Takahiro Makino, Takuya Tabata and Yoshifumi Saijo, “3D
Gabor Wavelet based Vessel Filtering of Photoacoustic Images”,The 38th Annual Inter-
national Conference of the IEEE Engineering in Medicine and Biology Society, Orlando,
USA, Aug. 2016.2
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5.1.1 Gabor wavelet

Gabor function was proposed by Dennis Gabor in 1946 [21]. Nowadays,

Gabor functions are widely used for feature extraction, edge enhancement,

classification and segmentation. In images, different features can be visual-

ized with the help of wavelet transform. Gabor wavelets are created from

one atom and by changing the parameters like dilation, elongation, orienta-

tion and frequency of the atom complete image representation can be ob-

tained [37,37,45]. In case of two dimensional Gabor function, it is correlated

with the image to enhance the effect of specific features in image, it provides

the information of local spectral energy density concentrated at a given posi-

tion and frequency at specific direction. Vascular structure in retinal images

can be extracted using 2D Gabor wavelet. Fig. 5.1 shows the vessel enhance-

ment at different angles in 2D retinal image. Fig. 5.2 shows the combine

effect of 2D Gabor wavelet.

In case of 3D Gabor filter it is considered as ellipsoid with side lobes

and direction. In this research work we introduced a 3D Gabor wavelet to

enhance the effect of vessels in different direction in OR-PAM images. A

complex Gabor filter can be defined as the product of a Gaussian kernel and

complex sinusoid. Eq. 5.1 shows the 2D Gabor wavelet function.

g(x, y, λ, θ, ψ, σ, γ) = exp
(x′2 + γ2y′2

2σ2

)
exp
(
i
(
2π
x′

λ
+ ψ

))
(5.1)

In eq. 5.1, θ represents the orientation λ represents the wavelength, ψ

represents the phase offset, γ is the spatial aspect ratio and σ is the standard

deviation of the Gaussian function. The equation can be written in other
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Figure 5.1: Vessel enhancement at different angles in retinal image.

Figure 5.2: Gabor wavelet filtering.
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(a) (b)

Figure 5.3: (a) Gabor wavelet at 0◦; (b) Gabor wavelet at 90◦.

form for 3D as

ψM(x) = exp(jk0.x)exp(−1

2
|Ax|2) (5.2)

where j =
√
−1, A = diag[ε−

1
2 , 1] and the frequency of the complex expo-

nential is controlled by the vector k0, ε ≥ 1 that defines the elongation in

particular direction.

These parameters are used to create different wavelets for filtering, based

on these parameters features in the image can easily be enhanced. 3D Gabor

wavelet at two different angles are shown in Fig. 5.3.

3D Gabor filtering is useful to enhance the effect of vessels in 3D space.

Applying 2D Gabor filter on slices of 3D volumetric data loses the continuity

of in images, if there exist vascular structures the continuity of vessels can

be lost. In order to maintain the continuity of 3D vasculature 3D Gabor

wavelet shown in Fig. 5.3 at different angles is used. To control the direction,
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orientation and frequency of the wavelet parameters shown in Table. 5.1 are

adjusted depending on the smaller, bigger and direction of the wavelet. As

discussed in chapter 3 bandpass filtered image is enhanced by Gabor wavelet.

Fig.5.4 shows the enhanced vascular structure by applying Gabor filtering.

The steps to enahnce 3D PA volumetric data are described below.

1. Gabor wavelet of different standard deviation is rotated from θ◦ to 180◦

and correlated with the median filtered image.

2. The 3D Gabor wavelet is correlated with raw 3D volumetric data in

any two orientations from x, y and z respectively.

3. Response at each angle is preserved.

4. Maximum of the response from all the angles give the enhanced vas-

cular image.

5. Repeat step 1 to step 4 for different dilation parameter of Gabor

wavelet.

Table 5.1: Gabor wavelet parameters.

Parameters Values
Angle (θ) 10o

Dilation (α) 6
Elongation (ε) 3
Frequency (K0) [0 0 1]

Selection of parameters vary from application to application, in case of

vessel enhancement a range of vessel radii is pre-defined to enhance the effect
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Figure 5.4: Enhanced vascular structure of retinal image by Gabor wavelet
filtering.

of vessel in that particular range. The shape of the Gabor wavelet has a main

lobe and side lobe centered at zero. The width of the main lobe is chosen

such that it enhances the effect of vessel having the same diameter as the

width of the main lobe.

5.1.2 Effect of scaling

Scaling of Gabor wavelet is important to enhance the effect of smaller and

bigger vessels. Bigger vessels are easy to visualize and distinguishable from

the background, whereas small vessels are difficult to discern from the back-

ground; starting from a small scaling value and increasing with an increment

enhances most of the vessels. Fig. 5.5 shows the effect of scaling at different
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(a) (b) (c)

Figure 5.5: Effect of varying scaling of Gabor wavelet on vascular structure.
(a) Dilation value = 1; (b) Dilation value = 3; (c) Dilation = 4.

values.

5.1.3 Effect of Elongation

Elongation is useful to enhance the directivity of the vessels. Bigger value

of elongation elongate the vessel in that particular direction. Value of elon-

gation is chosen wisely and vary from application to application choosing

too big value will prolong the vascular effect even at bifurcation and at end

points. Fig. 5.6 shows the effect of elongation at different values.

5.1.4 Effect of Frequency

Frequency parameter of Gabor wavelet is set after checking the response by

varying the frequency. Fig. reffrequency shows the effect of different fre-

quencies. Fig. 5.7c shows the effect of higher frequency, where only high

frequency components are visible. So this parameter can be tuned to visu-

alize smaller and bigger vessels, since bigger vessels contain low frequency
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(a) (b) (c)

Figure 5.6: Effect of varying elongation of Gabor wavelet on vascular struc-
ture. (a) Elongation = 10; (b) Elongation = 20; (c) Elongation = 40.

(a) (b) (c)

Figure 5.7: Effect of varying frequency of Gabor wavelet on vascular struc-
ture. (a) Frequency = 1; (b) Frequency = 2; (c) Frequency = 2.5.

components and small vessels contain high frequency components.

The enhanced vascular image is further processed with Hessian based

filtering to enhance the effect of curvilinear structures and to suppress the

noise. The output image of Gabor filter is the enhanced image of all the

vessels in the PA image.
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5.2 Hessian based filtering

Several methods have been proposed to enhance curvilinear structures [20,

30, 56, 57]. In this research work we detect the curvilinear structures by

Hessian based method which mainly depends on eigenvalues of the Hessian

matrix. The basic aim of using this method is to discriminate between line

like and other structures. The multi-scale Hessian based method provides

significantly improved visualization of curvilinear structures. The detailed

analysis of Hessian method is discussed here. In human body various types

of curvilinear structures like blood vessels, bronchial trees and other tube like

structures exist. There has been a considerable research work done on the

enhancement and extraction of vessel like structures from 3D images. The

images acquired from MRI, CT, PET and other imaging modalities, these

imaging modalities give the information of vascular structures but still the

image quality is insufficient for vessel visualization. In OR-PAM vascular

structures can be acquired but the noisy PA images make these structures

difficult to visualize. To enhance vessels of different radii multiscale Gaussian

kernel shown in Eq. 5.3 is applied to extract vascular structures.

G(x, δ) =
1

(
√

2πδ)D
exp
( ||x||2

2δ2
)
, (5.3)

where x = {x, y, z} is the position in 3D space and δ is the scale used to

increase or decrease the standard deviation of the Gaussian function. The

3D image is first smoothed with the Gaussian kernel 5.3, the smoothed image
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is computed as

I(x, δ) = I(x) ∗G(x, δ), (5.4)

where I(x, δ) is smoothed 3D image at scale δ. Local features in the 3D

image are found by forming a 3×3 Hessian matrix at each voxel of the image.

The Hessian matrix contains second order partial derivatives which gives the

information of local curvatures. The Hessian matrix at position x is given

as

H(x,s) =


lxx(x, δ) Ixy(x, δ) lxz(x, δ)

lyx(x, δ) lyy(x, δ) lyz(x, δ)

lzx(x, δ) lzy(x, δ) lzz(x, δ)

 , (5.5)

where lxx is th second order partial derivative with respect to x position,

lxy is the second order partial derivative with respect to x and y position

respectively and so on. Eigenvalue decomposition of 3×3 Hessian matrix

gives three eigenvectors at each voxel point, the eigenvectors represent a

new orthonormal coordinate system which represents the local curvature.

The corresponding eigenvalues define the magnitude of these vectors and

gives the information of the curvature in the direction of eigenvectors. Thus

these eigenvalues can be used to identify the vasculature in 3D images. The

obtained eigenvalues from Hessain matrix are arranged in increasing order

λ1 ≤ λ2 ≤ λ3. To identify the curvature a criteria of of eigenvalues is met,

where two eigenvalues are higher than the third one. The steps to extract

vasculature from 3D image are shown in Fig. 5.8.
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Figure 5.8: Vessel enhancement by Hessian method.

To identify different structures in 3D images, different ratios are defined.

The ratio defined in Eq. 5.6 differentiates between vessel and plate like

structures.

RA =
|λ2|
|λ3|

, (5.6)

In case of vessel like structures two larger eigenvectors cross through the

vessel cross section and the third eigen vector in the direction of the vessel is

small. In case of plate like structure one eigenvalue is larger than other two

eigenvalues. The maximum value is 1 in case of vessel like structure and 0

for plate like structures.
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The ratio in Eq. 5.7 differentiates between blob and plate like structures

RB =
|λ1|√
|λ2||λ3|

, (5.7)

In case of blob like structures all the eigenvalues are approximately equal

in magnitude as blob like structures have high curvature in all directions.

Thus these structures can be distinguished by comparing the smallest eigen-

value to the two largest eigenvalues. This ratio attains value of 1 in case of

blob like structure and 0 for other structures.

Eq. 5.8 shows the Euclidean norm, to control the signal-to-noise ratio

(SNR), this term emphasis the areas of high contrast.

S =
√
λ21 + λ22 + λ23. (5.8)

The final equation is formed by combining all ratios. This equation helps

to visualize tubular structures while eliminating noise and other structures.

y(x, s) =


0, λ22 > 0 or λ23 > 0

(
1− e

(
− R2

A
2α2

))
e

(
− R2

b
2β2

)(
1− e

(
− S2

2γ2

))
else,

(5.9)

5.2.1 Effect of tuning parameters

To get better output vascular image, Hessian parameters α, β and γ are

tuned.
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(a) (b) (c)

Figure 5.9: (a) α = 0.1; (b) α = 0.5; (c) α = 0.9.

Effect of tuning parameter α

To control the sensitivity of vessel and plate like structures α is adjusted

accordingly. Fig. 5.9 show the effect of this parameter on the output image.

A slight difference in intensity and vessel radii is observed by changing the

value from 0.1 to 0.9.

Effect of tuning parameter β

This parameter controls the sensitivity between blob and plate like struc-

tures. Fig. 5.10 shows the effect of different values of β. At smaller value

of β blob like structures stand out. as shown in Fig. 5.10a, whereas large

value of β enhances the vascular effect in an image shown in Figs. 5.10b and

5.10c.

Effect of tuning parameter γ

This parameter controls the sensitivity of SNR and helps to visualize tubular

structures in 3D images. Fig. 5.11 shows the effect of γ on vascular image.
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(a) (b) (c)

Figure 5.10: (a) β = 0.1; (b) β = 0.5; (c) β = 0.9.

(a) (b) (c)

Figure 5.11: (a) γ = 0.1; (b) γ = 0.5; (c) γ = 0.9.

Small value of γ as shown in Fig. 5.11a where tubular structures are not clear

but as the value of γ increases tubular structures become more prominent

and vessels with high contrast remained in the image.
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5.3 Integrated method of Gaussian and Hes-

sian based filtering

The two methods Gabor wavelet filtering and Hessian based method dis-

cussed in sections 5.1.1 and 5.2 have limitations. The Gabor wavelet method

being the directional vessel enhancement filter also induces the blurriness in

the image. The Hessian base method uses the Gaussian function to enhance

the effect of vessels. The integrated method of combining these methods

overcome the limitations in these methods individually. The result of apply-

ing this method on mouse brain vessels is shown in Fig. 5.12. The results

of vasculature in human finger cuticle by the proposed method is shown in

Fig. 5.14. Fig. 5.13 shows the human finger cuticle. The width and length;

scanning area is shown in black dotted rectangle and black tape is used as a

reference point that is starting point of scanning. Fig. 5.14a shows the MAP

image of human finger cuticle. The noise in the image makes these vessels

difficult to distinguish from background. Fig. 5.14b shows the reconstructed

image using Hessian based method. The vessels by applying only Hessian

based method lacks the directionality due to which continuity in the vessels is

difficult to maintain. Fig. 5.14c shows the combined effect of Gabor wavelet

filtering and Hessian based method. Applying Gabor wavelet filtering before

Hessian method enhances the directionality and maintains the continuity of

vessels in 3D images. Fig. 5.14d shows the one-dimensional profile along the

length of vessels. The effect of vessels after applying wavelet and Hessian

based method is shown in red, while the one-dimensional profile of Hessian

and noisy signal is shown in dotted blue and black line respectively. Fig 5.15
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Figure 5.12: Reconstructed mouse brain vessels.

Figure 5.13: Human finger cuticle.

also shows the vasculature in human finger cuticle. Fig. 5.16 shows the 3D

vasculature in human finger cuticle.



68 Vascular structure enhancement

5.4 Summary

In this chapter Gabor wavelet and Hessian based method for vessel enhance-

ment is discussed. Gabor wavelet is used to enhance the directionality of

3D vascular structures by rotating the wavelet in each direction with some

step size. The enhanced vascular image is further reconstructed by Hessian

based method. The limitations of both these methods are overcomed by

integrating Gabor wavelet and Hessian based method. Effect of different pa-

rameters of Gabor wavelet and Hessian based method are also discussed in

this chapter. Chapter 4 describes another denoising method to reconstruct

vascular structures.
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Figure 5.14: (a) Original MIP image of human finger cuticle; (b) Recon-
structed MIP image of vasculature using Hessian vessel filtering; (c) Recon-
structed MIP image of vasculature using with wavelet and Hessian vessel
filtering; (d) One-dimensional profiles of the original and filtered images.



70 Vascular structure enhancement

Figure 5.15: (a) Original MIP image of human finger cuticle; (b) Recon-
structed MIP image of vasculature using Hessian based vessel filtering; (c)
Reconstructed MIP image of vasculature using with wavelet and Hessian
filtering.
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Figure 5.16: 3D visualization of vasculature in human finger cuticle.
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Chapter 6

Bifurcation detection by

symmetric analysis of

eigenvalues

Reconstruction of vasculature in medical images is critical for the

early diagnosis of various vascular diseases. In this paper a com-

mon method of Hessian based filtering is used to enhance the vas-

cular structures but a different method is proposed to extract the

bifurcation (branch) points in 3D photoacoustic images. Bifurca-

tion points play an important role for diagnosis of vessel stenosis,

atherosclerosis and surgical planning. In order to clearly visual-

ize the vascular structures, detection of branch points are needed,

to enhance the effect of vessels at these points. In the proposed

method, first the vascular structure is extracted by eigenvalues

analysis of Hessian matrix. Based on the eigenvalues, we detect

73
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the bifurcation points by considering a small patch in the image.

To detect the branch point, it was analyzed that if the vascular

image is rotated from 0◦ to 180◦ angles with a small step size θ◦,

the branch points maintain their rotation symmetry. The algo-

rithm is tested on synthetic data and also on photoacoustic im-

ages acquired from Optical Resolution Photoacoustic Microscopy

(OR-PAM). The proposed method is shown to be highly effective

at detecting branch points. 1

6.1 Introduction

Medical imaging encompasses many different imaging modalities, It plays an

important role to image the human body for diagnostic and treatment pur-

poses. Common imaging modalities include Computed Tomography (CT),

Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET),

Ultrasound and X-ray. In this paper we used the photoacoustic images ac-

quired by OR-PAM. It is an emerging imaging technology, that uses the

nanosecond laser pulses in the visible and near infrared range to irradiate

the tissues, the tissues absorb the laser pulses which results in the excita-

tion of the hemoglobin molecules, this excitation results in the conversion of

optical energy into heat energy, which results in the thermal expansion of

the tissues and acoustic signal is generated. The generated acoustic signal

1This chapter has been accepted as

Israr Ul Haq, Ryo Nagaoka, Syahril Siregar, and Yoshifumi Saijo, “Vascular Bifurcation
Detection by Symmetric Analysis of Eigenvalues”, 8th International Conference of Pattern
Recognition Systems, Madrid, Spain (Accepted)3.
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is detected by the ultrasonic transducer. Such imaging modalities are useful

to extract vascular structures non-invasive. From the past two decades a

significant progress has been made for vessel segmentation and reconstruc-

tion, but automatic segmentation of bifurcation points remains a difficult

task. One of the most common diseases is atherosclerosis [13], which is the

hardening and narrowing of arteries, where the plaque accumulates in the

arteries and put the blood flow on risk, which is a usual cause of heart attack.

The plaque often happens at bifurcation points, thus in vascular images the

visualization and detection of bifurcation is extremely important. In this

research we detect the bifurcation points on the synthetic data and also on

the three-dimension (3D) volumetric data acquired from OR-PAM.

6.2 Related research

In literature several methods have been proposed to detect branch points.

Active models [2,40] and center-line extraction [5,63] for vessel filtering have

low response at bifurcation points. Kumar et al., [35] extracted the vascu-

lar structure using vessel cross-section area, the method uses the analysis of

Hessian matrix. Schneider et al., [61] proposed a 3-D vessel segmentation

and center-line extraction based on multivariate Hough voting and oblique

random forests. Azzopardi et al., [6] proposed a vascular bifurcation detec-

tion method in a segmented retinal images by using combination of shifted

filter responses. They calculated the response of their filter by the weighted

geometric mean of Gabor filters. Kerneki et al., [33] proposed a method for

bifurcation detection which is based on multiscale Hessian analysis, and use
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histogram of eigenvectors weighted by the vesselness measure. They claim

that pixels with three peaks in their immediate neighborhood are consid-

ered as bifurcation candidates. McIntosh et al., [49] proposed a vessel crawl

based algorithm that crawls along the vessel to segment and exploring the

bifurcation points. Zhou et al., [83] proposed a method to detect the tubular

structures based on eigenvalues analysis and for bifurcation detection they

used adaptive boosting algorithm. Most of the proposed methods are based

on Hessian based vessel filtering which use eigenvalues of the hessian matrix

to classify vascular structures [19].

In this paper, the proposed method first extracts the vascular structure

using Hessian based method and then eigenvalues of the hessian matrix are

used to detect the bifurcation points by checking the rotation symmetry

using our proposed formula.

The rest of the paper is organized as follow, section 6.3 describes the

proposed methodology and subsections further elaborate the vessel recon-

struction and bifurcation detection algorithm. Results are discussed in sec-

tion 6.4. Future work in the proposed algorithm is presented in section 6.5

followed by the acknowledgment in the last section.

6.3 Materials and methods

In this section the preprocessing, Hessian method and the proposed algo-

rithm to detect branch points are discussed. In case of real images of blood

vessels multiscale Hessian analysis has been used for vesselness. The vessel-

ness measure drops significantly near the bifurcation points [7]. In the first
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step the image is preprocessed that involves the low pass filtering, in our case

we used the bandpass filter around the center frequency of the transducer to

remove the very high and low frequency components. The filtered signal is

further processed using directional Gaussian kernel to enhance the effect of

vessels in all directions before applying the Hessian based vessel filtering [19].

6.3.1 Vessel reconstruction

The vascular structure is first enhanced using directional Gaussian function,

the ordinary Frangi vessel filtering method uses multiscale Gaussian kernel

to enhance the effect of vessels, such multiscale Gaussian kernel is useful

to enhance the effect of vessels with varying radii. To maintain the vessels

continuity a directional multiscale Gaussian kernel performs better than or-

dinary Gaussian kernel. In this study we used Gabor wavelet to enhance the

effect of vessels in 3D volumetric data [21,23].

In order to enhance the vascular image, the directional Gabor wavelet is

rotated from 0◦ to 180◦ with a small step size of 15◦ and correlate with the

image at each angle, the maximum response is preserved. Taking the maxi-

mum response from all the images enhanced vascular image is reconstructed.

In the next step, Hessian matrix is calculated at each point in the image

or at each voxel point in case of 3D volume data. The detailed analysis

of Hessian matrix in case of 3D volume data is discussed here, 2D Hessian

matrix can easily be implemented from 3D case. Hessian matrix is calculated

by calculating the partial derivatives in three dimensions, which gives the

information of the curvature of vascular structures in the volume data. The
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hessian matrix can be expressed as

H(x,s) =


Ixx(x, s) lxy(x, s) lxz(x, s)

lyx(x, s) lyy(x, s) lyz(x, s)

lzx(x, s) lzy(x, s) lzz(x, s)

 , (6.1)

where x = x, y, z is the position in 3D volume, lxx are the partial deriva-

tives with respect to x position, lxy is the partial derivative with respect

to x and y position respectively and so on. l(x, s) is the Gaussian filtered

image at scale s, s being the standard deviation of the Gaussian function.

Eigenvalue decomposition of 3×3 Hessian matrix gives three eigenvalues at

each voxel point, which are arranged in increasing order to classify vascular

structures. The eigenvalues are calculated at different Gaussian scales in

order to extract the vessels with different radii. Frangi et al., [19] defined

different ratios to classify vessel like structures, for vessel classification three

structures were taken into account plate-like structures, blob and tubular

structures. For vessel like structures, two eigenvalues across the vessel are

larger than the third which is along the direction of the vessel. In case of

plate like structures, one eigenvalue is larger then the two which are along

the plate. The ratio in Eq. 6.2 differentiates between vessel and plate like

structures.

RA =
|λ2|
|λ3|

. (6.2)

The ratio in Eq. 6.3 differentiates between blob and plate like structures.

In case of blob like structures, all the eigenvalues are approximately equal in
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magnitude, since blob like structures have high curvature in all directions.

The ratio attains value of 1 in case of blob like structures and 0 for other

structures.

RB =
|λ1|√
|λ2||λ3|

. (6.3)

Eq. 6.4 shows the Euclidean norm, to control the signal to noise ratio,

this term emphasis the areas of high contrast.

S =
√
λ21 + λ22 + λ23. (6.4)

The combined ratios are expressed as

y(x, s) =


0, λ22 > 0 or λ23 > 0

(
1− e

(
− R2

A
2α2

))
e

(
− R2

b
2β2

)(
1− e

(
− S2

2γ2

))
else,

(6.5)

The equation is used to find vessel-like structures, coefficients α, β and γ

are used to control the sensitivity for vessel classification, blob like structures

and noise respectively. Vesselness is computed at different Gaussian scales

and maximum response is preserved at each scale to get the vessel filtered

image. Fig. 6.1 (a) shows the vascular image of human finger cuticle. Figs.

6.1 (b) and (c) show the results of ordinary and directional Gaussian kernel

on human finger cuticle.
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(a) (b) (c)

Figure 6.1: Vessel enhancement using Hessian based method; (a) Raw MAP
image of human finger cuticle; (b) Filtered vessels using ordinary Gaussian
kernel; (c) Filtered image using directional Gaussian kernel.

6.3.2 Bifurcation detection

The proposed algorithm to detect bifurcation points assumes that branch

points maintain the rotation symmetry, which means if the branch; a patch

containing the branch point is rotated at some angles, then branch point

can be seen as a blob like structure in that image patch. However, if the

branch point is not in the center of the patch in such case the position of the

branch point will be different at different angles. We introduced an equation

to detect if there is a branch point in 3D volumetric data. Eq. 6.6 shows the

use of 3 eigenvalues to detect branch points. The main steps of the algorithm

are described below

B = λ23max − λ1max ∗ (tmax). ∗ (λ3max)
2. ∗ λ1max. ∗ λ2max. (6.6)

tmax = λ3max − λ2max − λ1max.

λ1max, λ2max and λ3max are the maximum eigenvalues from multiscale
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vessel filtering and tmax is the difference of eigenvalues from the maximum

eigenvalue.

1. Patch of size n×n×n is extracted from λ1max, λ2max and λ3max.

2. Patch is rotated from 0◦ to 180◦ with a step size of θ◦ at three different

planes x, y and z respectively.

3. Response of Eq. 6.6 is calculated at each angle which results in blob

like structure at bifurcation points shown in Fig. 6.3.

4. Blob structures are detected by measuring the eccentricity.

5. Maximum number of overlapping detected blob structures confirms the

branch point.

6. Repeat Step 1 to 6 for all the patches of image.

Bifurcation points appear as blob like structure. In the proposed method

eccentricity is calculated for all the patches after convolving with Gaussian

kernel, which enhances the effect of blob structures. Eccentricity of circular

object is ideally 0 which increases as the shape changes. In case of 3D volu-

metric data we consider eccentricity as the ratio of the length of longer axis

to the shorter axis. The eccentricity threshold of 6.5 is considered in our case,

below which the structure is considered a blob structure. This threshold is

chosen manually which vary from application to application. The enhanced

branch points are threshold and re-rotated to (−θ◦). It is shown that the

position of the bifurcation points remain the same when re-rotated. There-

fore, when all the patches are re-rotated the blob like threshold structures
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overlapped at the original bifurcation position. In order to demonstrate that

branch points maintain their rotation symmetry, centroid of the re-rotated

patches are calculated. The centroid position of the patch at 0◦ is taken as

a reference position and compared with the detected centroid positions of

the re-rotated patches. Error is taken as the distance between the reference

centroid of branch point to the centroid of branch point when rotated at dif-

ferent angles using Eq. 6.7. The error calculation shows that at which angles

branch points are detected. Small values of error show the actual position of

branch point. Fig. 6.2 shows the error calculation at different angles from 0◦

to 360◦ due to symmetry 0◦ to 180◦ is considered in calculation. The error

is minimum at 30◦, 45◦, 105◦, 180◦ etc. Few of the angles where error is

maximum are 60◦, 225◦,240◦ and 255◦. The angles where error is minimum

show the actual branch point position.

E =
√

(Crx − Cθx) + (Cry − Cθy) + (Crz − Cθz) (6.7)

where Crx, Cry and Crz are the coordinates of reference centroid points

and Cθx, Cθy and Cθz are the detected centroid points at angle θ respectively.

Fig. 6.3 shows the branch points at different angles by the proposed

method. Fig. 6.3 (b), (e) and (h) show branch points at 0◦, 90◦ and 180◦

respectively if the original image is rotated at these angles. Fig. 6.3 (c),

(d), (f) and (g) show no circular blobs of branch point and thus neglected.

Detection of Bifurcation points using Laplacian and Determinant of Hessian

(DoH) [7], are not always guaranteed to find bifurcation points. In case of

noisy and low intensity values at bifurcation points, DoH may not perform
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Figure 6.2: Error calculation at different angles.

well. Fig. 6.3 (i) shows DoH, it is easy to calculate at the cost of enhancing

the edges point. Fig. 6.4 shows the detected 3D bifurcation point. Fig. 6.4(c)

shows the enhanced blob structure after applying the proposed equation 6.6.

The image is further processed with a Gaussian function to enhance the

effect of blob structures and then threshold as shown in Figs. 6.4e and 6.4f

then a blob structure is extracted by a method as discussed in this section.

6.4 Results and discussion

The proposed method is tested on synthetic volumetric data and also on

photoacoustic images acquired from OR-PAM. The synthetic data gener-

ated using MATLAB R2012b to mimic the real bifurcation point and Im-
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(a) Input image (b) 0◦ (c) 15◦

(d) 30◦ (e) 90◦ (f) 135◦

(g) 150◦ (h) 180◦ (i) Determinant of Hessian

Figure 6.3: (a) Original input image ; (b) - (h) Branch point enhancement
at different angles ; (i) Determinant of Hessian.

ageJ was used to visualize 3D volumetric data [60]. To test the capability

of the algorithm 3D volumetric data of mouse ear was acquired. The data

was acquired through raster scanning of the OR-PAM system. The size of

the data was 256×400×400 pixels, 256 is the depth and 400×400 are the
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(a) MAP of a bifurcation. (b) Bmode of a birfurcation.

(c) MAP image after apply-
ing the proposed equation.

(d) Bmode image after ap-
plying the proposed equa-
tion.

(e) Threshold of detected
blob shown in MAP image.

(f) Threshold of detected
blob shown in Bmode image.

Figure 6.4: Threshold of a bifurcation point.

length and width respectively. To irradiate the tissues laser with a wave-

length of 532 nm , pulse duration 8 ns and pulse repetition frequency (PRF)

of 5 kHz was used. (Micro Photo Acoustic Inc. in NY ,USA) and (Advanced
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Optowave Corporation, NY, USA). The center frequency of the ultrasonic

transducer was 20 MHz. The first experiment in which a PA image of human

hair is acquired, two hairs are placed crossing way so a branch point could

be make. Fig. 6.6 shows the detected bifurcation point. Fig. 6.6c shows

the detected bifurcation point in a 60◦ rotated image. The experiments per-

formed on mouse were approved by the Ethical Committee Review Board of

Tohoku University. For laser safety, standards defined by American National

Standards Institute (ANSI) Z136 were followed. Fig. 6.5 shows the detected

bifurcation point at different angles shown as a blob like structure. The

original position of bifurcation is at 0◦ as shown in Fig. 6.5 (a) and hence

taken as a reference bifurcation position. Fig. 6.5 (b) shows the detected

bifurcation at 60◦ where the position is different as compared to position at

0◦ and at 105◦ in Fig. 6.5 (c). Fig. 6.7 shows the bifurcation point on 3D

patches of photoacoustic volumetric data. The 3D patches show the different

orientations of mouse ear vessels, where the bifurcation point is shown as a

blob like structure. Fig. 6.8 (a) shows the 3D vasculature of mouse ear. The

total depth of the image is 0.78 mm, width and height are 3.2 mm respec-

tively. Fig. 6.8 (b) shows the detected branch points in 3D vasculature of

mouse ear.

6.5 Summary

We showed that bifurcation detection filter can be implemented by using the

eigenvalues that are used to filter the vascular structures. It was shown that

bifurcation points maintain the rotation symmetry, Our proposed equation
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(a) (b) (c)

Figure 6.5: (a) Reference bifurcation point ; (b) Branch point detection at
60◦; (c) Branch point detection at 105◦.

Figure 6.6: (a) Raw image of human hair placed perpendicular to each other ;
(b) Denoise and bifurcation point detected on human hair cross point shown
in cyan circle ; (c) Detected bifurcation point in rotated image shown in cyan
circle.

to find the bifurcation point enhances its effect at some angles, by taking the

advantage the image is re-rotated to find the maximum overlapping points

in order to find the exact bifurcation position. The proposed algorithm can

be improved by removing the limitation of small patches in the image.
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(a) (b) (c)

Figure 6.7: (a), (b),(c) Detected bifurcation point in 3D vasculature.

(a) (b)

Figure 6.8: (a) 3D vasculature of mouse ear ; (b) Detected bifurcation points
in 3D vasculature of mouse ear.



Chapter 7

Conclusion

This chapter summarizes the contribution of the thesis and discusses avenues

for future research. The research discussed in this thesis is based on the

vascular studies and their reconstruction for clear visualization. The study

of vessels is play an important role for an early diagnosis where its detection

is also complicated. Different imaging modalities have been used to extract

the vascular structures but each modality has its limitation. In this research

we used OR-PAM to extract the vascular structures non-invasive. The study

conducted in this research mainly consists of denoising and reconstructing

of vascular structures.

The main contribution of this research is

1. Vessel enhancement with 3D Gabor wavelet. This filter has been widely

used for 2D images. In this research we make a 3D filter to enhance

the vascular effect in 3D images.

2. Integrated method of wavelet and Hessian based filtering is introduced

89
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in this research to classify vascular structures.

3. Spatial filtering methods not always work at junction points of vessels.

In this research, we proposed a novel method to detect the bifurcation

points in 3D volumetric data which is based on eigenvalues of the

Hessian matrix.

4. Compression methods for image denoising have been widely used in

different applications like image and video compression, denoising and

many more. In this research we used sparse representation based PA

image denoising.

The methods proposed in this research show appreciable results to denoise

and reconstruct vascular structure.

7.1 Directions for future work

There are still some shortcomings, where the proposed methods need to be

modified for better vascular reconstruction.

1. Gabor wavelet enhances the vascular structures but also introduces the

smoothness in the image because of dilation parameter. The smooth-

ness in such filter can be minimized by choosing dilatation parameter

in an automated way.

2. The Hessian based method classify all the blood vessels but fails at

bifurcation and at end points. The method can be improved by mod-

ifying the filter in such a way that it consider the junction point as

well.
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3. The sparse representation based denoising has high computation time

for better denoising. This problem can be further minimized by intro-

ducing grouping in the data.
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