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#### Abstract

Although Deep Neural Networks (DNNs) have achieved impressive results on many tasks, our understanding of DNNs is limited because they are essentially complicated non-linear mapping functions. In order to obtain better understanding of DNNs and improve performance of DNNs, we analyze the statistical properties of representations learned by DNNs from an information theoretic perspective in different learning tasks. First, we make use of mutual information to regularize Auto-Encoders (AEs) in unsupervised learning tasks. Next, we propose a binary tree architecture to achieve better trade-off between parameter size and accuracy in the supervised learning tasks and then we use mutual information to analyze the optimality of learned representations by the proposed architecture. Moreover, we use mutual information to measure the dependency between object representations and material categories in transfer learning tasks.

To be more precise, for unsupervised learning, we propose a framework to utilize mutual information as a regularization criterion to learn AEs. In our proposed framework, AEs are regularized by minimization of the mutual information between input and encoding variables of AEs during the training phase. In order to estimate the entropy of the encoding variables and the mutual information, we propose a non-parametric method. We also give an information theoretic view of Variational AEs (VAEs), which suggests that VAEs can be considered as parametric methods that are used to estimate entropy. Experimental results show that the proposed non-parametric methods have more degree of freedom in terms of representation learning of features drawn from complex distributions such as Mixture of Gaussians, compared to methods which estimate entropy using parametric approaches, such as Variational AEs.

In supervised learning, we address a problem of improvement of parameter size and accuracy trade-off of wide DNNs. Thus, we propose a binary tree architecture to truncate architecture of wide networks by reducing width of the networks. More precisely, in the proposed architecture, the width of a wide network is incrementally reduced from lower layers to higher layers in order to increase the expressive capacity of network with a less increase on parameter size. Moreover, features obtained at different layers are concatenated to form an output of our architecture to ease the gradient vanishing problem. By employing the proposed architecture on a baseline wide network, we can construct


and train a new network with same depth but considerably less number of parameters. Information theoretic analyses also show that the proposed architecture can obtain better optimality of learned representations with a less increase of parameter size compared with baselines. In our experimental analyses, we observed that the proposed architecture enables us to obtain better parameter size and accuracy trade-off compared to baseline networks using various benchmark image classification datasets.

For transfer learning, we study how to select and integrate multiple features obtained using different pretrained models of DNNs. In this task, we address a material recognition problem. The motivation is to explore and utilize the relationships between material and object recognition problems to improve material recognition accuracy of the models. More precisely, we first extract features from images using pretrained models to select a set of samples which are best represented by the features. Then, we measure uncertainty of the features by computing entropy of class distributions for each sample set. Finally, we compute contribution of each feature to discrimination of classes for feature selection and integration. Experimental results show that the proposed method achieves state-of-the-art performance on two benchmark datasets for material recognition. Additionally, we introduce a new material dataset, named EFMD, which extends Flickr Material Database (FMD). By the employment of the EFMD for transfer learning, we achieve $\mathbf{8 4 . 0} \% \pm 1.8 \%$ accuracy on the FMD dataset, which is close to the reported human performance $\mathbf{8 4 . 9} \%$.

Experimental results provided in this work indicate that information theoretic methods are efficient tools to analyze DNNs, and thus can be used to improve the training of DNNs in the unsupervised learning, supervised learning and transfer learning tasks.
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## Chapter 1

## Introduction

### 1.1 Problems

Recently, Deep Neural Networks (DNNs) have achieved impressive results on many tasks [41, 65, 50, 69, 24, 70, 25, 68, 36, 18]. However, our understanding on DNNs is limited. DNNs are difficult to understand due to its hierarchical structure of multiple layers, each of which computes a non-linear function. Thus, a DNN is essentially a complicated non-linear mapping function which maps an input random variable to output random variables, i.e. deep representations. One way to understand a complicated non-linear function is to analyze the statistical properties of representations computed by the function. Information theory is a good choice for this task. However, it has not been used for this purpose so far with only a few exceptions, e.g. [1].

In this study, we apply information theory to obtain a better understanding on DNNs and improve performance of DNNs for different tasks. Specifically, we are interested in the following three learning tasks:

- Unsupervised learning of DNNs by Auto-Encoders: In this task, we are given training data without labels. The target is to learn the underlying useful structure of the data. In some realistic problems, it is usually difficult to obtain the labels and thus unsupervised learning methods are critical to solve these problems. Auto-encoders (AEs) [27] are popular unsupervised learning methods, in which neural networks are constructed in an encoding
decoding manner.
- Supervised learning of DNNs from scratch: For this task, we are given training data together with labels. Supervised learning is widely used in many practical application problems. Various architectures of DNNs can be used for learning in order to obtain good classification accuracy. However, we also need to consider parameter size and depth of DNNs, as the memory consumption and computational cost is critical for the practical applications.
- Transfer learning of DNNs from pre-trained models: In this task, we are given DNN models pre-trained on a dataset. The goal is to use the pre-trained models to solve the current task. Although the pre-trained models are trained on different tasks, it sometimes can provide useful information and assist solving the current task.

In order to address the aforementioned three tasks, we need to consider the following problems:
i) For unsupervised learning of DNNs using Auto-Encoders (AEs) [27], the encoding functions of AEs are implemented by neural networks, i.e. encoders. The encoders are coupled by decoders which aim to reconstruct an input variable from an encoding variable. AEs are learned by minimizing the reconstruction error. Using this learning scheme, the encoder is expected to capture the underlying useful structure of the input variable. However, a trivial solution to such an optimization problem can be obtained by setting an identity mapping between the input variable and the encoding variable. The learned encoder cannot be useful with a trivial solution. Thus, regularization methods are required to avoid trivial solutions and learn representations using AEs.
ii) For supervised learning tasks, one approach used to improve accuracy of a DNN is to widen each layer. For instance, it was empirically shown in [78] that a wide but relatively shallow DNN can obtain accuracy comparable to a narrow but relatively deep DNN on several classification tasks. There are two crucial benefits of wide-shallow DNNs. First, it usually runs faster than narrow-deep DNNs on parallel computing devices, e.g. GPUs, as illustrated in [78]. Also, a deep DNN with many layers may suffer from a gradient vanishing problem. Reducing the depth can ease this problem as shown in [29]. However, parameter size of DNNs may significantly increase with respect to improvement of accuracy by widening each layer. It is important to balance the parameter size and
accuracy trade-off.
iii) For transfer learning, we address a material recognition problem. We are particularly interested in transferring knowledge from object recognition tasks to material recognition tasks. By utilizing interconnection between material and object recognition, we aim to perform material recognition accurately. Various studies of psychophysics [64, 53] imply that material perception in human vision is interconnected with perception of object category. An observation is that human can perceive some material properties and categories of objects only after correct recognition of the object categories. However, it is challenging to model such dependencies, and utilize them to accurately perform a task of interest (material recognition in our case). It is important to select useful object and material features for the proposed material recognition task.

In this thesis, we analyze these problems from an information theoretic perspective. Specifically, for unsupervised learning of DNNs using AEs, we suggest a framework to make use of mutual information as a regularization criterion to train AEs. In the proposed framework, AEs are regularized by minimization of the mutual information between input and encoding variables of AEs during the training phase. In order to estimate the entropy of the encoding variables and the mutual information, we propose a non-parametric method. It is not required to make any assumption for a particular parameterized form of distribution of an encoding variable. This property gives more degree of freedom to learn the distribution of an encoding variable during the representation learning tasks. We also give an information theoretic view of Variational AEs (VAEs) [36], which suggests that the mutual information regularization used in VAEs can be considered as a mapping of all samples to a point (e.g. 0) in the encoding space. On the other hand, the proposed method minimizes the mutual information by reducing pairwise distances. Experimental results show that the proposed non-parametric models have more degree of freedom in terms of representation learning of features drawn from complex distributions such as Mixture of Gaussians [7], compared to methods which estimate entropy using parametric approaches, such as Variational AEs.

For supervised learning of DNNs from scratch, in order to both keep the benefits of wide networks and improve the parameter size and accuracy trade-off of wide networks, we propose a binary tree architecture. The proposed architecture is used to truncate architecture of wide networks
by reducing the width of the networks. More precisely, in the proposed architecture, the width is incrementally reduced from lower layers to higher layers in order to increase the expressive capacity of network with a less increase of parameter size. Also, in order to ease the gradient vanishing problem, the output of our architecture is formed by concatenation of features obtained at different layers. By employing the proposed architecture on a baseline wide network, we can construct and train a new network with same depth but considerably less number of parameters. Information theoretic analyses also show that the proposed architecture can obtain better optimality of learned representations with a less increase of parameter size compared with baselines. In our experimental analyses, we observe that the proposed architecture enables us to obtain better parameter size and accuracy trade-off compared to baseline networks using various benchmark image classification datasets. The results show that our model can be used to decrease the classification error of a baseline network from $20.43 \%$ to $19.22 \%$ on the Cifar-100 dataset using only $28 \%$ of parameters that baseline has.

In the transfer learning task, we propose a feature selection method to select and combine deep features learned using a transfer learning setting. First, we compute feature activations on images using learned feature representations to select a set of samples which are best represented by the features. Then, we measure uncertainty of the features by computing entropy of class distributions for each sample set. Finally, we compute contribution of each feature to class discrimination for feature selection and integration. In the experimental results, we obtain state-of-the-art performance by employing the features integrated using the proposed method on several benchmark datasets.

The rest of this thesis is organized as follows. In the next part of Chapter 1, we introduce elementary concepts of DNNs and Information Theory as the required background. In Chapter 2 , we introduce an information theoretic framework for training of AEs. We introduce a binary tree architecture to improve the parameter size and accuracy trade-off for supervised learning tasks in Chapter 3. Chapter 4 gives the proposed method for transfer learning task. Finally, conclusion is given in Chapter 5 .

### 1.2 Preliminaries

In this section, we first provide the notations used in this thesis, and then provide the required background on deep learning and information theoretic methods.

### 1.2.1 Terminology and Notation used in the Thesis

Unless specified, terminology and notation used in this thesis are employed as follows:

- A Deep Neural Network is defined as a (non-linear) mapping function which maps an input random variable to an output random variable. The mapping function is a composition of several (at least two) subfunctions.
- A representation is a random variable computed by a DNN.
- Random variables are denoted by bold letters. Random vectors and scalar variables are denoted by lowercase bold letters (e.g. x), and random matrices are denoted by capital bold letters (e.g. X).
- Realizations of random variables are denoted by normal typeface of letters (e.g. $x, X$ ).
- Deterministic scalar values are also denoted by normal typeface of letters (e.g. number of training samples: $N$, width of an image: $w$ ).
- Calligraphic letters (e.g. $\mathcal{X}, \mathcal{Y}$ ) denote sets. Usually, it is used to denote a set of training samples, e.g. $\mathcal{X}=\left\{x_{i}\right\}_{i=1}^{n}$. It is also used to denote a space to which a random variable belongs, i.e. a set of all possible realizations of a random variable, denoted by $\mathrm{x} \in \mathcal{X}$.
- Upper indices are used to index elements in the vectors and matrices, e.g. $\mathbf{X}^{(i, j)}$ is the value of element on the $i$-th column and $j$-th row of the matrix $\mathbf{X}$.
- Expectation over a distribution $p(\mathbf{x})$ is denoted by $\mathbb{E}_{\mathbf{x} \sim p(\mathbf{x})}[\cdot]$.
- $H(\cdot)$ denotes entropy, and $I(\cdot, \cdot)$ denotes mutual information.


Figure 1.1: An illustration of convolutional module.

### 1.2.2 Deep Neural Networks

A DNN is a composition of several subfunctions. We denote each subfunction as a module. Commonly used modules are e.g. convolutional modules, fully connected modules etc.

Convolutional Modules: In this thesis, we consider two dimensional convolutional modules (unless specified, convolution always indicates a two dimensional convolution operation in this thesis). An input to a convolutional module is usually a multi-dimensional matrix, denoted by a tensor in this thesis. Let a tensor $\mathbf{X} \in \mathbb{R}^{w \times h \times c}$ be an input to a convolutional module. The tensor $\mathbf{X}$ is also called an array of feature maps, where $c$ is the number of channels of the feature maps, and $w$ and $h$ is the width and height of each channel, respectively. An output of a convolutional module is also a tensor, denoted as $\mathbf{H}$. Let the number of output channels be $D$, the stride be $s$, the width and height of each convolutional filter be $U$ and $V$, respectively. Then, the $i$-th and $j$-th element of $\mathbf{H}$ on

## input $\mathbf{X}$



Figure 1.2: An illustration of a fully connected module.
its $d$-th channel is computed by

$$
\begin{equation*}
\mathbf{H}^{(i, j, d)}=\sum_{k=1}^{c} \sum_{u=1}^{U} \sum_{v=1}^{V} \mathbf{W}^{(u, v, k, d)} \mathbf{X}^{(s \times i+u, s \times j+v, k)}+\mathbf{b}^{(d)}, \tag{1.1}
\end{equation*}
$$

where $\mathbf{W}$ and $b$ are convolutional filters and biases. An illustration of a convolutional module is given in Figure 1.1

Fully Connected Modules: An input to a fully connected module is usually a vector. Let an $n$ dimensional vector $\mathrm{x} \in \mathbb{R}^{n}$ be an input variable. A fully connected layer can be formulated by

$$
\begin{equation*}
\mathbf{h}=\mathbf{w} \mathbf{x}+\mathbf{b}, \tag{1.2}
\end{equation*}
$$

where $\mathbf{h} \in \mathbb{R}^{m}$ is an output variable, and $\mathbf{w} \in \mathbb{R}^{m \times n}$ and $\mathbf{b} \in \mathbb{R}^{m}$ are weight and bias parameters, respectively. All elements of the input variable and all elements of the output variable are connected

(a) Sigmoid function.

(b) ReLU function.

Figure 1.3: Sigmoid and ReLU functions.
in a fully connected module. An illustration of fully connected module is given in Figure 1.2 .

Activation Functions: Activation functions are implemented using non-linear functions to compute the output of various modules of DNNs e.g. convolutional modules. Commonly used activation functions are sigmoid function, Rectified Linear Unit (ReLU) [54], Parametric ReLU [23], Exponential ReLU [13] and so on. Here, we give mathematical definitions of Sigmoid function and ReLU as they will be used in the following sections. The sigmoid activation function is computed by

$$
\begin{equation*}
\operatorname{sigmoid}(x)=\frac{1}{1+e^{-x}}, \tag{1.3}
\end{equation*}
$$

and the $\operatorname{ReLU}$ is computed by

$$
\begin{equation*}
\operatorname{relu}(x)=\max (0, x) \tag{1.4}
\end{equation*}
$$

where $x$ is a scalar. If input variables are vectors or matrices, then activation functions return element-wise results of (1.3) and (1.4). The curves computed by Sigmoid and ReLU are given in Figure 1.3 a and Figure 1.3b, respectively.

Pooling Modules: Pooling modules are widely used in DNNs to reduce the size of feature maps. There are average pooling and max pooling modules. Given a tensor $\mathbf{X} \in \mathbb{R}^{w \times h \times c}$, an average


Figure 1.4: An illustration of average and max pooling modules with stride 2 and filter size 2.
pooling module with stride $s$ and filter size $U$ computes the following function on each $k$-th channel of $\mathbf{X}$;

$$
\begin{equation*}
\mathbf{H}^{(i, j, k)}=\frac{1}{U \times U} \sum_{u=1}^{U} \sum_{v=1}^{U} \mathbf{X}^{(s \times i+u, s \times j+v, k)} . \tag{1.5}
\end{equation*}
$$

For a max pooling module, we compute

$$
\begin{equation*}
\mathbf{H}^{(i, j, k)}=\max \left(\mathbf{X}^{(s \times i+1, s \times j+1, k)}, \ldots, \mathbf{X}^{(s \times i+u, s \times j+v, k)}, \ldots, \mathbf{X}^{(s \times i+U, s \times j+U, k)}\right) \tag{1.6}
\end{equation*}
$$

The size of each feature map belonging to $\mathbf{X}$ is reduced by a factor of $s$. An illustration of average and max pooling modules is given in Figure 1.4 .

Batch Normalization Modules: Batch Normalization modules [31] aim to reduce the internal covariate shift in DNNs. The internal covariate shift is caused by the change of distribution of activations in each layer during training. Batch Normalization modules address this problem by
normalizing the mini batch inputs of each layer by

$$
\begin{align*}
\mu & =\frac{1}{n} \sum_{i=1}^{n} x_{i} \\
\sigma^{2} & =\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}  \tag{1.7}\\
\hat{x}_{i} & =\frac{x_{i}-\mu}{\sqrt{\sigma^{2}+\epsilon}} \\
y_{i} & =\gamma \hat{x}_{i}+\beta
\end{align*}
$$

where $x_{i}$ is the $i$-th sample obtained in a mini batch, $\epsilon$ is a small constant used to avoid zero division, $\gamma$ and $\beta$ are parameters to be learned. The above computations (1.7) are employed at fully connected layers. For convolutional layers, the mean $\mu$ and variance $\sigma$ are computed for each feature map of mini batch samples. More precisely, given the $i$-th tensor $X_{i} \in \mathbb{R}^{w \times h \times c}$, we compute

$$
\begin{align*}
t_{i}^{(k)} & =\frac{1}{w \times h} \sum_{u=1}^{w} \sum_{v=1}^{h} X_{i}^{(u, v, k)}, \quad \forall k=1, \ldots, c \\
\mu & =\frac{1}{n} \sum_{i=1}^{n} t_{i} \\
\sigma^{2} & =\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2}  \tag{1.8}\\
\hat{X}_{i} & =\frac{X_{i}-\mu}{\sqrt{\sigma^{2}+\epsilon}} \\
Y_{i} & =\gamma \hat{X}_{i}+\beta
\end{align*}
$$

where $t_{i}^{(k)}$ is the mean value of the $k$-th feature map of the $i$-th tensor in the mini batch. Batch Normalization enables us to train DNNs with larger initial learning rates and much less training steps to converge.

Residual Shortcut Modules: Residual shortcuts were introduced in [24]. Residual shortcuts enable us to train considerably deeper DNNs. The deepest ResNets, which were employed for classification using the ILSVRC12 [59] and Cifar datasets, have 200 and 1000 layers, respectively [24, 25], and they achieved impressive performance. A residual shortcut is implemented by adding an identity


Figure 1.5: An illustration of a residual module.
mapping of lower layer features to higher layers. A residual module computes

$$
\begin{equation*}
\mathbf{y}=\mathcal{F}(\mathbf{x})+\mathbf{x} \tag{1.9}
\end{equation*}
$$

where x is the input to a residual shortcut module, and $\mathcal{F}(\cdot)$ is a composition of several modules that are used to compute higher layer features. An illustration of a residual module is given in Figure 1.5 .

Softmax Modules: Softmax modules of DNNs are usually used as classifiers. For a $K$-category classification task, a softmax module computes a $K$-dimensional vector, which represents class memberships, by

$$
\begin{equation*}
p(\mathbf{y}=k \mid \mathbf{x})=\frac{e^{\mathbf{w}^{(k)} \mathbf{x}}}{\sum_{i=1}^{K} e^{\mathbf{w}^{(i)} \mathbf{x}}} \tag{1.10}
\end{equation*}
$$

where x is the input feature vector and $\mathbf{w}$ is the weight parameter. For various classification tasks [24, 68, 25, 78, 70], the cost function of DNNs is implemented by the cross entropy loss, which is
defined by

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{n} \sum_{j=1}^{n} \sum_{k=1}^{K} \mathbb{1}\left\{\mathbf{y}_{j}=k\right\} \log \frac{e^{\mathbf{w}^{(k)} \mathbf{x}_{j}}}{\sum_{i=1}^{K} e^{\mathbf{w}^{(i)} \mathbf{x}_{j}}}, \tag{1.11}
\end{equation*}
$$

where $\mathbb{1}\{\cdot\}$ is the indicator function, and $\mathbf{y}_{j}$ is the ground truth label of the sample $\mathbf{x}_{j}$.
Next, we introduce two DNN models that are used in our thesis.

VGG: The VGG architecture [65] consists of convolutional layers, pooling layers, fully connected layers and softmax modules. A convolutional layer of a VGG is defined by a composition of; convolutional module $\rightarrow$ activation module (ReLU). Similarly, a fully connected layer is a composition of; fully connected module $\rightarrow$ activation module (ReLU).

ResNet: The ResNet architecture proposed in [24] consists of residual modules, convolutional layers, pooling layers, fully connected layers and Softmax modules. A convolutional layer in ResNets is a composition of; convolutional module $\rightarrow$ batch normalization module $\rightarrow$ activation module (ReLU). Similarly, a fully connected layer is a composition of; fully connected module $\rightarrow$ batch normalization module $\rightarrow$ activation module (ReLU). A typical residual module consists of two convolutional layers as shown in Figure 1.6 .

VGG-16 and ResNet-34 architectures are given in Figure 1.7.

### 1.2.3 Information Theory

Information theoretic methods are widely used in many machine learning problems. In this thesis, we apply some commonly used information theoretic methods to analyze statistical properties of representations learned using DNNs.We first give some basic definition of information theoretic methods.


Figure 1.6: An illustration of a residual module proposed in [24].

Entropy: Given a random variable $\mathbf{x}$ distributed by a distribution $p(\mathbf{x})$, the entropy [15] of $\mathbf{x}$ is defined by

$$
\begin{equation*}
H(\mathbf{x})=-\mathbb{E}_{\mathbf{x} \sim p(\mathbf{x})} \log p(\mathbf{x}) \tag{1.12}
\end{equation*}
$$

Usually, we are given a set of independent and identically distributed instances of realizations of $\mathbf{x}$, denoted by $\left\{x_{i}\right\}_{i=1}^{N}$. Then, the empirical value of $H(\mathbf{x})$ can be estimated by

$$
\begin{equation*}
H(\mathbf{x}) \simeq-\sum_{i=1}^{N} \log p\left(\mathbf{x}=x_{i}\right) \tag{1.13}
\end{equation*}
$$

The entropy measures the uncertainty of distribution of $\mathbf{x}$. If the distribution $p(\mathbf{x})$ follows a uniform distribution, then the entropy is maximized.


Figure 1.7: VGG-16 and ResNet-34 architectures. Each rectangle represents a layer. / 2 denotes that stride 2 is used in the corresponding layer.

Mutual Information: Suppose that we are given two random variables $\mathbf{x}, \mathbf{y}$, and their distributions $p(\mathbf{x}), p(\mathbf{y}), p(\mathbf{x}, \mathbf{y})$. The mutual information [15] between $\mathbf{x}$ and $\mathbf{y}$ is defined by

$$
\begin{align*}
I(\mathbf{x} ; \mathbf{y}) & =H(\mathbf{y})-H(\mathbf{y} \mid \mathbf{x})  \tag{1.14}\\
& =H(\mathbf{x})-H(\mathbf{x} \mid \mathbf{y})
\end{align*}
$$

where the conditional entropy $H(\mathbf{y} \mid \mathbf{x})$ is computed by

$$
\begin{equation*}
H(\mathbf{y} \mid \mathbf{x})=-\mathbb{E}_{\mathbf{x}, \mathbf{y} \sim p(\mathbf{x}, \mathbf{y})} \log p(\mathbf{y} \mid \mathbf{x}) \tag{1.15}
\end{equation*}
$$

The mutual information measures the amount of information obtained from a variable $\mathbf{x}(\mathbf{y})$ given the other variable $y(x)$. Mutual information is used in the information theoretic methods such as Information Bottleneck [72] and Rate Distortion theory [15].

## Chapter 2

## Information Potential Auto-Encoders

In this chapter, we suggest a framework to make use of mutual information as a regularization criterion to train Auto-Encoders (AEs) [27]. In the proposed framework, AEs are regularized by minimization of the mutual information between input and encoding variables of AEs during the training phase. In order to estimate the entropy of the encoding variables and the mutual information, we propose a non-parametric method. We also give an information theoretic view of Variational AEs (VAEs) [36], which suggests that VAEs can be considered as parametric methods that are used to estimate entropy. Experimental results show that the proposed non-parametric models have more degree of freedom in terms of learning of feature representations drawn from complex distributions, such as Mixture of Gaussians [7], compared to methods which estimate entropy using parametric approaches, such as Variational AEs.

### 2.1 Motivation

We address a representation learning problem as follows. Let $\mathbf{x}$ be an input (observed) random variable of an AE. In our problem of interest, we consider a representation learning task for learning of an encoding function $f(\cdot)$, where the input variable $\mathbf{x}$ is encoded to a new variable, $\mathbf{z}=f(\mathbf{x})$, called an encoding variable.

AEs are unsupervised representation learning methods, in which encoding functions are im-


Figure 2.1: A framework of Auto-Encoder for unsupervised representation learning, where x is an input variable and $\mathbf{z}$ is an encoding variable. $f(\cdot)$ and $g(\cdot)$ are encoding and decoding functions to be learned. AEs can be learned by minimizing the reconstruction loss between input variable $\mathbf{x}$ and decoding variable $g(\mathbf{z})$.
plemented by neural networks, i.e. encoders. The encoders are coupled by decoders which aim to reconstruct the input variable from the encoding variable. AEs can be learned by minimizing the reconstruction error. A framework of AE is shown in Figure 2.1. Using this learning scheme, the encoder is expected to capture the underlying useful structure of the input variable. However, a trivial solution to such an optimization problem can be obtained by setting an identity mapping between the input variable and the encoding variable. The learned encoder cannot be useful with a trivial solution. Thus, regularization methods are required to avoid trivial solutions, and to learn representations using AEs.

In this work, we consider development of regularization methods for AEs from an information
theoretic perspective. Information theoretic methods have been widely used to develop regularizers or objectives utilized for learning of representations [72, 74, 16]. Mutual information $I(\mathbf{x} ; \mathbf{z})$ between an input variable $\mathbf{x}$ and an encoding variable $\mathbf{z}$ has been employed as a regularizer for representation learning. $I(\mathbf{x} ; \mathbf{z})$ quantifies the information content between $\mathbf{x}$ and $\mathbf{z}$. If we consider the encoding function as a compressor which compresses $\mathbf{x}$ into $\mathbf{z}$, then $I(\mathbf{x} ; \mathbf{z})$ can be seen as a measure of compression degree. Theoretical results given by [61] indicate that a boost of generalization performance can be obtained by regularizing supervised learning methods using $I(\mathbf{x} ; \mathbf{z})$ in supervised learning problems. In unsupervised learning tasks, mutual information has been also used to develop regularizers as shown in [74] and [16].

Estimation of mutual information $I(\mathbf{x} ; \mathbf{z})$ is a key task for employment of information theoretic regularizers. Therefore, $I(\mathbf{x} ; \mathbf{z})$ can be decomposed into two entropy terms; i) $H(\mathbf{z} \mid \mathbf{x})$, and ii) $H(\mathbf{z})$. The first term requires modeling of a conditional distribution $p(\mathbf{z} \mid \mathbf{x})$. Recently, a stochastic encoding mechanism has been introduced to train deep networks in [36]. In this encoding mechanism, we can obtain the distribution $p(\mathbf{z} \mid \mathbf{x})$, and thus $H(\mathbf{z} \mid \mathbf{x})$ can be analytically computed. Meanwhile the stochastic sampling from $p(\mathbf{z} \mid \mathbf{x})$ during the backpropagation can be efficiently performed by a re-parameterization trick. Thereby, $H(\mathbf{z} \mid \mathbf{x})$ is computed using a parametric model. As for $H(\mathbf{z})$, we need to estimate $p(\mathbf{z})$. A solution of this challenge is employment of a variational distribution $q(\mathbf{z})$ to obtain an upper bound of $H(\mathbf{z})$ as shown in [1]. However, in order to use the variational distribution, it is assumed that $p(\mathbf{z})$ has the same distribution as $q(\mathbf{z})$, which is a pre-defined distribution such as Gaussian. Thus, $H(\mathbf{z})$ is estimated under a parameteric model. In many cases, we cannot assure that an encoding variable should be drawn from a Gaussian distribution.

To this end, we propose a non-parametric method in order to compute $H(\mathbf{z})$. Our contributions can be summarized as follows:

1. In our proposed method, it is not required to make any assumption for a particular parameterized form of distribution $p(\mathbf{z})$ of an encoding variable. This property gives more degree of freedom to learn the distribution $p(\mathbf{z})$ during the representation learning tasks, as examined in the experimental analyses.
2. We employed the proposed method to train AEs with mutual information regularization. As shown in Section 2.2, by the employment of the proposed method, regularization of AEs by minimization of mutual information can be considered as minimization of the pairwise distance between samples in the encoding space. Therefore, we obtain an analogue to the information potentials scheme of physical particles [74] for training of AEs. The information potential scheme of AEs aims to map any two different samples from the input space to the same sample in the encoding space. It enables AEs to avoid trivial solutions of identity mapping. We call AEs trained by the proposed method, Information Potential AEs (IPAEs).
3. We provide an information theoretic view of Variational Auto-Encoders (VAEs). The regularization term employed by VAEs has the same form of minimization of mutual information used in parametric methods. We show that the mutual information regularization used in VAEs can be considered as mapping of all samples to a point (e.g. 0) in the encoding space. On the other hand, the proposed method minimizes the mutual information by reducing pairwise distances. Experimental results show that our method, which was proposed for regularization of AEs by minimization of mutual information, enables IPAEs to have more degree of freedom in terms of representation learning of features drawn from complex distributions such as Mixture of Gaussians, compared to VAEs.

### 2.2 Methods

### 2.2.1 Problem Definition

Let a random variable $\mathbf{x}$ be the input variable to an AE , and $f(\cdot)$ and $g(\cdot)$ be mapping functions of an encoder and a decoder, respectively. Encoding variable is denoted by $\mathbf{z}:=f(\mathbf{x})$. Suppose that we are given a set of independent and identically distributed (i.i.d.) observations $\mathcal{X}=\left\{x_{i}\right\}_{i=1}^{N}$. Then, our framework proposed for training of AEs is as follows. We define an optimization objective by minimizing the mutual information between the input variable and the encoding variable under the


Figure 2.2: The framework of AEs proposed in [17], and our proposed IPAEs.
constraint that the reconstruction error is smaller than a given threshold, which is formulated by

$$
\begin{align*}
& \min _{f, g} I(\mathbf{x} ; \mathbf{z})  \tag{2.1}\\
& \text { s.t. } \\
& \mathbb{E}_{\mathbf{x} \sim p(\mathbf{x})}[d(\mathbf{x}, g(\mathbf{z}))] \leq D
\end{align*}
$$

where $d(\cdot, \cdot)$ is a distance function, and $D$ is a given threshold. The objective can be seen as a rate distortion problem, which aims to find the minimal number of bits (measured by $I(\mathbf{x} ; \mathbf{z})$ ) required to encode x into z so that the source x can be reconstructed without exceeding a given distortion threshold $D$, with respect to the reconstruction error $d(\mathbf{x}, g(\mathbf{z}))$. The rate distortion theory has been used to learn AEs by [17]. The difference comes from the mutual information term; they aim to minimize $I(\mathbf{x} ; g(\mathbf{z}))$ while our goal is to minimize $I(\mathbf{x} ; \mathbf{z})$. A comparison of AEs proposed in [17] and our IPAE is given in Figure 2.2.

Our encoder can be considered as a lossy data compression model, where the degree of compression is quantified by the information content of the relationship between an input variable and the corresponding encoding variable. A large distortion threshold will give more freedom to AEs to compress the input variable into a smaller number of bits. The criteria of compressing information content will drive the encoder to extract useful information from $\mathbf{x}$, and to discard noisy part, and thus avoid trivial solutions.

By introducing a Lagrange multiplier, (2.1) can be reformulated by

$$
\begin{equation*}
\min _{f, g} \mathbb{E}_{\mathbf{x} \sim p(\mathbf{x})}[d(\mathbf{x}, g(\mathbf{z}))]+\beta(H(\mathbf{z})-H(\mathbf{z} \mid \mathbf{x})) \tag{2.2}
\end{equation*}
$$

where $\beta$ is the inverse value of the introduced Lagrange multiplier controlling a trade-off between mutual information loss and reconstruction loss. In this work, we adopt a stochastic encoding scheme for the encoders, in which the backpropagation of a stochastic encoder can be efficiently performed by a re-parameterization trick as shown in [36]. More precisely, the encoder mapping function is formulated by a Gaussian stochastic mapping

$$
\begin{align*}
\mathbf{z} & =f(\mathbf{x}),  \tag{2.3}\\
& =\mu(\mathbf{x})+\sigma(\mathbf{x}) \odot \boldsymbol{\epsilon}
\end{align*}
$$

where $\odot$ denotes element wise product, $\mu(\cdot)$ and $\sigma(\cdot)$ are computed by encoder networks, and $\boldsymbol{\epsilon} \sim \mathcal{N}(\mathbf{0}, \mathbf{I})$. As a result, the conditional distribution of z given an input variable follows a Gaussian distribution $p(\mathbf{z} \mid \mathbf{x})=\mathcal{N}\left(\mu(\mathbf{x}), \operatorname{diag}\left(\sigma^{2}(\mathbf{x})\right)\right)$. In this case, conditional entropy $H(\mathbf{z} \mid \mathbf{x})$ can be analytically computed. Next, we consider the problem of estimating $H(\mathbf{z})$.

### 2.2.2 Estimation of $H(\mathbf{z})$ via Parametric Methods

We first consider parametric methods used for estimating $H(\mathbf{z})$. One approach employed to solve this problem is to first identify a variational distribution $q(\mathbf{z})$. Then, its upper bound is obtained by using the property that Kullback-Leibler divergence is always positive, i.e.

$$
\begin{align*}
& K L(p(\mathbf{z}) \| q(\mathbf{z})) \geq 0 \\
\Rightarrow & \sum_{\mathbf{z}} p(\mathbf{z}) \log p(\mathbf{z}) \geq \sum_{\mathbf{z}} p(\mathbf{z}) \log q(\mathbf{z})  \tag{2.4}\\
\Rightarrow & H(\mathbf{z}) \leq-\sum_{\mathbf{z}} p(\mathbf{z}) \log q(\mathbf{z}) .
\end{align*}
$$

In this case, the distribution of $q(\mathbf{z})$ can be assumed to be a pre-defined distribution, e.g. Gaussian $\mathcal{N}(\mathbf{0}, \mathbf{I})$, as suggested by [1]. As a result, the upper bound of mutual information $I(\mathbf{x} ; \mathbf{z})$ can be computed by

$$
\begin{align*}
I(\mathbf{x} ; \mathbf{z}) & =H(\mathbf{z})-H(\mathbf{z} \mid \mathbf{x}) \\
& =\mathbb{E}_{\mathbf{z}, \mathbf{x} \sim p(\mathbf{z}, \mathbf{x})}[-\log p(\mathbf{z})+\log p(\mathbf{z} \mid \mathbf{x})]  \tag{2.5}\\
& \leq \mathbb{E}_{\mathbf{z}, \mathbf{x} \sim p(\mathbf{z}, \mathbf{x})}[-\log q(\mathbf{z})+\log p(\mathbf{z} \mid \mathbf{x})]
\end{align*}
$$

Note that this bound is exactly the same as the regularization term used by Variational Auto-Encoders (VAEs).

In (2.5), we first replace the expectation operation with summation over $N$ empirical samples $\left\{x_{i}\right\}_{i=1}^{N}$. Next, we compute

$$
\begin{align*}
p(\mathbf{z} \mid \mathbf{x}) & =\mathcal{N}\left(\mu(\mathbf{x}), \operatorname{diag}\left(\sigma^{2}(\mathbf{x})\right)\right) \\
& =\frac{\exp \left(-\frac{1}{2}(\mathbf{z}-\mu(\mathbf{x}))^{T} \operatorname{diag}\left(\sigma^{2}(\mathbf{x})\right)^{-1}(\mathbf{z}-\mu(\mathbf{x}))\right)}{\sqrt{\left|2 \pi \operatorname{diag}\left(\sigma^{2}(\mathbf{x})\right)\right|}}  \tag{2.6}\\
q(\mathbf{z}) & =\mathcal{N}(\mathbf{0}, \mathbf{I}) \\
& =\frac{\exp \left(-\frac{1}{2} \mathbf{z}^{T} \mathbf{z}\right)}{\sqrt{|2 \pi \mathbf{I}|}}
\end{align*}
$$

where $|\cdot|$ denotes the matrix determinant. Then, we obtain an empirical formulation of the upper
bound of the mutual information using a parametric method as follows:

$$
\begin{align*}
I(\mathbf{x} ; \mathbf{z}) \leq & \mathbb{E}_{\mathbf{z}, \mathbf{x} \sim p(\mathbf{z} \mathbf{x})}[-\log q(\mathbf{z})+\log p(\mathbf{z} \mid \mathbf{x})] \\
\simeq & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[-\log q(\mathbf{z})+\log p\left(\mathbf{z} \mid x_{i}\right)\right] \\
= & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[-\log \frac{\exp \left(-\frac{1}{2} \mathbf{z}^{T} \mathbf{z}\right)}{\sqrt{|2 \pi \mathbf{I}|}}\right. \\
& +\log \frac{\exp \left(-\frac{1}{2}\left(\mathbf{z}-\mu\left(x_{i}\right)\right)^{T} \operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)^{-1}\left(\mathbf{z}-\mu\left(x_{i}\right)\right)\right)}{\left.\sqrt{\left|2 \pi \operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|}\right]}  \tag{2.7}\\
= & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[\frac{1}{2} \mathbf{z}^{T} \mathbf{z}-\frac{1}{2} \log \left|\operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|\right. \\
& \left.-\frac{1}{2}\left(\mathbf{z}-\mu\left(x_{i}\right)\right)^{T} \operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)^{-1}\left(\mathbf{z}-\mu\left(x_{i}\right)\right)\right] \\
= & \frac{1}{2 N} \sum_{i=1}^{N}\left(\mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[\mathbf{z}^{T} \mathbf{z}\right]-\log \left|\operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|\right. \\
& \left.-\mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[\left(\mathbf{z}-\mu\left(x_{i}\right)\right)^{T} \operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)^{-1}\left(\mathbf{z}-\mu\left(x_{i}\right)\right)\right]\right) .
\end{align*}
$$

According to the definition of the covariance matrix $\Sigma_{z}$,

$$
\Sigma_{z}=\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}\left[\mathbf{z z}^{T}\right]-\mu_{z} \mu_{z}^{T}
$$

if $\Sigma_{z}$ is a diagonal matrix, then we have

$$
\begin{equation*}
\left|\Sigma_{z}\right|=\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}\left[\mathbf{z}^{T} \mathbf{z}\right]-\mu_{z}^{T} \mu_{z} . \tag{2.8}
\end{equation*}
$$

Also, for a Gaussian distribution $p(\mathbf{z})$, we have

$$
\begin{equation*}
\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}\left[\left(\mathbf{z}-\mu_{z}\right)^{T} \Sigma_{z}^{-1}\left(\mathbf{z}-\mu_{z}\right)\right]=1 \tag{2.9}
\end{equation*}
$$

Thus, in (2.7), we have

$$
\begin{array}{r}
\mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[\mathbf{z}^{T} \mathbf{z}\right]=\mu\left(x_{i}\right)^{T} \mu\left(x_{i}\right)+\left|\operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|,  \tag{2.10}\\
\mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[\left(\mathbf{z}-\mu\left(x_{i}\right)\right)^{T} \operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)^{-1}\left(\mathbf{z}-\mu\left(x_{i}\right)\right)\right]=1 .
\end{array}
$$

Applying (2.10) to (2.7), we have

$$
\begin{align*}
I(\mathbf{x} ; \mathbf{z}) & \leq \frac{1}{2 N} \sum_{i=1}^{N}\left(\mu\left(x_{i}\right)^{T} \mu\left(x_{i}\right)+\left|\operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|-\log \left|\operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|-1\right) \\
& =\frac{1}{2 N} \sum_{i=1}^{N}\left(\left\|\mu\left(x_{i}\right)\right\|_{2}^{2}+\left\|\sigma^{2}\left(x_{i}\right)\right\|_{1}-\log \left|\operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|-1\right) \tag{2.11}
\end{align*}
$$

where $\|\cdot\|_{2}^{2}$ is the square of the $\ell_{2}$ norm, and $\|\cdot\|_{1}$ denotes $\ell_{1}$ norm.

### 2.2.3 Our Proposed Non-parametric Method

The bound (2.11) is obtained by assuming a parametric distribution for $p(\mathbf{z})$. In this paper, we do not make such an assumption. Thus, we propose a non-parametric method to estimate entropy $H(\mathbf{z})$. More precisely, we propose to estimate $p(\mathbf{z})$ non-parametrically by computing

$$
\begin{align*}
p(\mathbf{z}) & =\sum_{\mathbf{x}} p(\mathbf{z} \mid \mathbf{x}) p(\mathbf{x}) \\
& \simeq \frac{1}{N} \sum_{j=1}^{N} p\left(\mathbf{z} \mid x_{j}\right) . \tag{2.12}
\end{align*}
$$

By substituting the above equation into $H(\mathbf{z})$ and applying the Jensen inequality, we obtain

$$
\begin{align*}
H(\mathbf{z}) & =\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}[-\log p(\mathbf{z})] \\
& \simeq \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[-\log \frac{1}{N} \sum_{j=1}^{N} p\left(\mathbf{z} \mid x_{j}\right)\right],  \tag{2.13}\\
& \leq \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\mathbf{z} \sim p\left(\mathbf{z} \mid x_{i}\right)}\left[-\frac{1}{N} \sum_{j=1}^{N} \log p\left(\mathbf{z} \mid x_{j}\right)\right] .
\end{align*}
$$

We first employ the equality $p(\mathbf{z} \mid \mathbf{x})=\mathcal{N}\left(\mu(\mathbf{x}), \operatorname{diag}\left(\sigma^{2}(\mathbf{x})\right)\right.$ ) and 2.3) in order to generate $K$ samples of $\mathbf{z}$. Then, we have the following bound for $H(\mathbf{z})$,

$$
\begin{equation*}
H(\mathbf{z}) \leq \frac{1}{2 K N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{K} \sum_{j=1}^{N}\left(\left(\mu\left(x_{j}\right)-\mu\left(x_{i}\right)-\sigma\left(x_{i}\right) \odot \epsilon_{k}\right)^{2} \oslash \sigma^{2}\left(x_{j}\right)+\log \left|2 \pi \operatorname{diag}\left(\sigma^{2}\left(x_{j}\right)\right)\right|\right) . \tag{2.14}
\end{equation*}
$$

where $\epsilon_{k} \sim \mathcal{N}(\mathbf{0}, \mathbf{I})$ and $(\cdot)^{2}$ is element-wise square, $\oslash$ is the element-wise division of vectors ${ }^{1}$

The entropy of a Gaussian distribution with $p(\mathbf{z})=\mathcal{N}\left(\mu_{z}, \Sigma_{z}\right)$ can be computed by

$$
\begin{align*}
H(\mathbf{z}) & =\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}[-\log p(\mathbf{z})] \\
& =\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}\left[-\log \frac{\exp \left(-\frac{1}{2}\left(\mathbf{z}-\mu_{z}\right)^{T} \Sigma_{z}^{-1}\left(\mathbf{z}-\mu_{z}\right)\right)}{\sqrt{\left|2 \pi \Sigma_{z}\right|}}\right] \\
& =\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}\left[\log \sqrt{\left|2 \pi \Sigma_{z}\right|}+\frac{1}{2}\left(\mathbf{z}-\mu_{z}\right)^{T} \Sigma_{z}^{-1}\left(\mathbf{z}-\mu_{z}\right)\right]  \tag{2.15}\\
& =\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}\left[\frac{1}{2} \log \left|2 \pi \Sigma_{z}\right|\right]+\mathbb{E}_{\mathbf{z} \sim p(\mathbf{z})}\left[\frac{1}{2}\left(\mathbf{z}-\mu_{z}\right)^{T} \Sigma_{z}^{-1}\left(\mathbf{z}-\mu_{z}\right)\right] \\
& =\frac{1}{2} \log \left|2 \pi \Sigma_{z}\right|+\frac{1}{2} .
\end{align*}
$$

As a result, conditional entropy $H(\mathbf{z} \mid \mathbf{x})$ can be analytically computed by

$$
\begin{align*}
H(\mathbf{z} \mid \mathbf{x}) & \simeq \frac{1}{N} \sum_{i=1}^{N} H\left(\mathbf{z} \mid x_{i}\right)  \tag{2.16}\\
& =\frac{1}{2 N} \sum_{i=1}^{N}\left(\log \left|2 \pi \operatorname{diag}\left(\sigma^{2}\left(x_{i}\right)\right)\right|+1\right) .
\end{align*}
$$

We combine (2.14) and (2.16), and compute the upper bound for the mutual information by

$$
\begin{equation*}
I(\mathbf{z} ; \mathbf{x}) \leq \frac{1}{2 K N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{K} \sum_{j=1}^{N}\left(\left(\mu\left(x_{j}\right)-\mu\left(x_{i}\right)-\sigma\left(x_{i}\right) \odot \epsilon_{k}\right)^{2} \oslash \sigma^{2}\left(x_{j}\right)-1\right) . \tag{2.17}
\end{equation*}
$$

Finally, we have the following objective for training an AE by using (2.17) in our optimization

[^0]objective in (2.2),
\[

$$
\begin{align*}
& \min _{\mu, \sigma, g} \frac{1}{2 K N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{K} \sum_{j=1}^{N}\left(d \left(x_{i}, g\left(\mu\left(x_{i}\right)+\right.\right.\right.\left.\left.\sigma\left(x_{i}\right) \odot \epsilon_{k}\right)\right)+ \\
&\left.\beta\left(\mu\left(x_{j}\right)-\mu\left(x_{i}\right)-\sigma\left(x_{i}\right) \odot \epsilon_{k}\right)^{2} \oslash \sigma^{2}\left(x_{j}\right)\right) . \tag{2.18}
\end{align*}
$$
\]

As we can see from the formula, minimization of the mutual information term can be considered as reduction of the pairwise distances between samples in the encoding space. The scheme of reducing pairwise distances between samples is depicted by information potentials in [74]. By reducing the pairwise distances between samples in the encoding space, the information potential aims to map two different samples from the input space to the same sample in the encoding space. If all samples are mapped to a single point in the encoding space, $I(\mathbf{x} ; \mathbf{z})$ will be minimized. However, the reconstruction error will be maximized. On the other hand, reduction of the reconstruction error term in (2.18) will map samples to different points in the encoding space, which may result in a trivial solution of identity mapping. Hence, mutual information can serve as a regularization method for AEs. These two errors are trade-offed by the coefficient $\beta$.

Although the motivation of VAEs is not based on information theory, the regularization term employed by VAEs has the same form as (2.11), which is a parametric estimation of $H(\mathbf{z})$. As we can see from (2.11), minimization of mutual information in (2.11) can be considered as minimization of the distances between all samples to a center point, which is 0 , in the encoding space. Thus, from an information theoretic perspective, the difference between VAEs and IPAEs is that, the regularization of IPAEs aims to map any two different samples from input space to the same point in the encoding space while the regularization of VAEs is to map all samples residing in the input space to the same point in the encoding space. An illustration is given in Figure 2.3 .

### 2.3 Related Work

AEs with Stochastic Encoding: Our proposed objective function is identical to that of Variational Auto-Encoders (VAEs) [36], if $\beta=1$ and $p(\mathbf{z})$ is assumed to be a pre-defined distribution. However,


Figure 2.3: (a) The regularization of IPAEs aims to map any two different samples residing in the input space to the same point in the encoding space, while (b) the regularization of VAEs is to map all samples residing in the input space to the same point in the encoding space. Each + denotes a sample in the encoding space, and each arrow denotes the moving direction of each sample during training.
the motivation for constructing the corresponding objective function is quite different. VAEs are generative models. A common approach used to train VAEs is to maximize the marginal loglikelihood of the observed samples. $p(\mathbf{z})$ utilized in VAEs is a prior distribution that generates x . If the real prior distribution is far way from the assumed prior distribution, then VAEs cannot learn useful representations. Denoising Auto-Encoders (DAEs) [75] avoid the trivial solutions by extracting encoding representations from a noise-corrupted input, and aim to reconstruct clean inputs from the extracted encoding representations. A comparison of DAEs and IPAEs from a perspective of noise corruption is given in Figure 2.4. With the denoising criteria, DAEs can learn useful edge detectors from images. In our model, noise is added to the encoding variable as shown in (2.3).

Mutual Information in Representation Learning: Previous works [74, 16, 17] on non-parametric estimation of mutual information reduce the aforementioned problem to estimation of Renyi Entropy. In [74], a Parzen window model was employed for density estimation. In [16, 17], the entropy estimation is based on kernel methods that can avoid explicit estimation of probability


Figure 2.4: A comparison of Denoising AEs and the proposed IPAEs from a perspective of noise corruption. $\epsilon$ means noise. The circles with cross depict corrupted neurons. (a) Denoising AEs add noise to the input variable, while (b) IPAEs add noise to encoding variable.
density. Although non-parametric methods do not make assumptions for the distributions, the disadvantages are also obvious. Non-parametric methods usually have to explore all pairs of samples. Parametric methods can be computationally less complex by making assumptions to probability density functions. For instance, variables were assumed to be drawn from Gaussian distributions in [10]. In addition, analytic solutions of the information bottleneck problem [72] can be found considering affine transformations of variables. In [1], a stochastic encoding method was adopted using a variational method for computation of the bound for the mutual information when variables are transformed in multi-layer deep networks endowed with non-linear activation functions. Our proposed method of estimating mutual information can be considered as a hybrid of parametric (for
$H(\mathbf{z} \mid \mathbf{x})$ ) and non-parametric (for $H(\mathbf{z})$ ) methods.

Other Regularization Methods for AEs: A well known regularization method used for training AEs is mapping a representation space of encoding variables to a lower dimensional space than that of an input space. Then, the lower-dimensional encoding variable can be considered as an under-complete representation of the input. Unlike the methods that perform regularization using lower dimensionality, sparse coding methods [55] employ a higher dimensionality on the encoding space to extract over-complete representations. Using higher-dimensional encoding variables, sparse coding methods impose sparsity constraints to AEs in order to avoid the trivial solutions. Note that, sparsity constraints cause inhibition of a larger number of hidden units on the output layer of the encoder network. Thus, AEs trained using sparsity constraints produce many zero activation values. As a result, the sparse coding can be considered as an implicit compression method used to avoid trivial solutions. In our proposed method, there is no dimensionality constraint. Winner-Take-All AEs [51] can also be considered as a sparsity regularization method. The sparsity is obtained by keeping the hidden units with top activation values and inhibiting the rest of units. Winner-Take-All scheme can learn Gabor-like filters in convolutional or fully connected AEs.

### 2.4 Experiments

In this section, we empirically examine the proposed Information Potential Auto-encoder (IPAE) method in comparison with VAEs. For a fair comparison of the results, the coefficient $\beta$ is also used in VAEs to trade-off regularization and reconstruction, resulting in a similar model suggested in $\beta$-VAEs [26]. While generating $\mathbf{z}$ samples, $K$ is set as 1 for both AEs in all experiments.

### 2.4.1 Toy Dataset

We first conduct experimental analyses on a toy dataset. We generated the toy dataset using a mixture of 25 Gaussian distributions in a two-dimensional space. Each Gaussian has the same covariance matrix $\left[\begin{array}{cc}0.1 & 0 \\ 0 & 0.1\end{array}\right]$, but with different means. We generate 200 samples from each Gaussian,
and obtain 5000 samples. The target is to reveal the underlying structure of the data, i.e. to estimate 25 centers of Gaussian distributions. The best result is obtained when all samples drawn from the same Gaussian collapse to the same point. If we consider 25 Gaussian distributions as distributions of 25 classes, the best result provides the best information bottleneck trade-off [72] by keeping useful information (class membership) and removing noise.

The network architecture, which was used to construct encoder and decoder, is as follows:

$$
\mathbf{x} \xrightarrow{\text { relu }} 2048 \rightarrow\left\{\begin{array}{l}
\mu(\mathbf{x}) \\
\sigma(\mathbf{x})
\end{array} \quad \rightarrow \mathbf{z} \xrightarrow{\text { relu }} 2048 \rightarrow 2\right.
$$

where " $\rightarrow$ " denotes a fully connected layer, on top of which an activation function was used. The number given after each right arrow denotes the number of output units of the fully connected layer. $\mu(\mathbf{x})$ and $\sigma(\mathbf{x})$ are both 16 -dimensional. $" \rightarrow "$ denotes a stochastic sampling used according to $\mathcal{N}\left(\mu(\mathbf{x}), \operatorname{diag}\left(\sigma^{2}(\mathbf{x})\right)\right)$. We use mean square error for a distortion function $d(\cdot, \cdot)$ in our objective (2.18) for this task.

For all trials of this dataset, we use the following training procedure. Adam [37] optimization method is employed for training. The initial learning rate is set as 0.001 . Batch size is 512 . The training is finished after 5000 batches.

A comparative result obtained for IPAE and VAE is shown in Figure 2.5 and 2.6. In this experiment, the maximal value for $j$ used in the objective (2.18) is set as 1 instead of $N$. To quantify the performance of reconstruction results, we also compute the average euclidean distance (denoted as $\mathcal{E}$ in Figure 2.5) of all reconstructed samples to the means of Gaussian from which they were drawn. The smaller $\mathcal{E}$ is better. As we can see from the figure, with small $\beta$ value, both AEs failed to find the underlying structure by simply learning an identity mapping between input output (see 2.5 a and 2.5 d . As a result, $\mathcal{E}$ value is also large. As $\beta$ increases, both AEs tend to compress different data points from the input space to the same point in the encoding space, and $\mathcal{E}$ value gets smaller, as shown in 2.5 b and 2.5 e . Further increasing the $\beta$ value will give a stronger regularization. In the output results (2.5c) of VAEs, the data points start to deviate from the means, and $\mathcal{E}$ also increases.

On the other hand, IPAE can keep the data points around Gaussian means while compressing them (see 2.5f), and thereby IPAE can obtain a minimal $\mathcal{E}$ value. The above results are obtained using the mixture of Gaussian distributions each of which has the same variance. We also construct a mixture of Gaussian with different variances, and the reconstruction results are shown in Figure 2.7. We use a larger dimension of encoding space, $\operatorname{dim}(\mathbf{z})=1024$, in the AEs compared with the previous ones. As we can see, our IPAE is robust to change of variance of the mixture of Gaussians. On the other hand, VAEs fail to find the centers. The different results obtained by IPAE and VAEs can be interpreted by different mutual information regularization methods used by two methods. As shown in Section 2.2.3, during the learning phase, VAE aims to map all samples to the same point in the encoding space due to employment of parametric mutual information regularization. On the other hand, IPAE aims to map any two samples in the input space to the same point in the encoding space, which gives more degree of freedom to learn the distribution of encoding features. Thus, for data drawn from a complex distribution, such as the proposed mixture of 25 Gaussian distributions, IPAE learns a better data structure compared to VAEs.

The main additional computational cost of IPAE compared to VAEs comes from maximal values of $j$ (notated as $N_{j}$ in the following) used in the objective (2.18). $N_{j}$ is the number of samples that are used to approximate $p(\mathbf{z})$ in our method. By setting $N_{j}=N$, computational cost can be increased. However, our comparative experiments show that $N_{j}=1$ works just fine. The reconstruction results and time consumption for other $N_{j}$ values are given in Figure 2.8. Note that in the inference phase, our model is as fast as a VAE model, since $N_{j}$ is no longer required.

### 2.4.2 Experimental Analyses on the MNIST Dataset

In the next experiment, we take a subset of the MNIST [46] to evaluate our method. We select 18000 training samples belonging to three classes of digits 1,3 and 4 . The network architecture, which


Figure 2.5: Reconstruction results obtained using VAE and IPAE for different $\beta$. In addition to the values illustrated in the figure, other values of $\beta$ are also used to train VAEs (see Figure 2.6), but cannot obtain better results than that of the IPAE for $\beta=0.001$. The red circles denote input data and the blue dots denote reconstructed data.


Figure 2.6: Reconstruction results obtained using VAEs for other values of $\beta$.


Figure 2.7: Reconstruction results obtained using different variance for each Gaussian distribution.
was used to construct an encoder and a decoder, is as follows:

$$
\mathbf{x} \xrightarrow{\text { sigmoid }} 1024 \rightarrow\left\{\begin{array}{l}
\mu(\mathbf{x}) \\
\sigma(\mathbf{x})
\end{array} \quad--\mathbf{z} \xrightarrow{\text { sigmoid }} 1024 \rightarrow 784\right.
$$

where $\mu(\mathbf{x})$ and $\sigma(\mathbf{x})$ are both 8 -dimensional. In this task, the distortion function $d(\cdot, \cdot)$ used in our objective (2.18) is

$$
d(\mathbf{x}, \tilde{\mathbf{x}})=-\sum_{i=1}^{M}\left(\mathbf{x}^{(i)} \log \tilde{\mathbf{x}}^{(i)}+\left(1-\mathbf{x}^{(i)}\right) \log \left(1-\tilde{\mathbf{x}}^{(i)}\right)\right)
$$



Figure 2.8: Reconstruction results obtained using IPAE for $\beta=0.0002$ and different $N_{j}$. $t$ is the running time spent per mini batch during training.
where $\mathbf{x}^{(i)}$ denotes the $i$-th dimension of vector, and $\tilde{\mathbf{x}}$ is the reconstructed vector. This distortion used in VAE is interpreted as a Bernoulli distribution of $p(\mathbf{x} \mid \mathbf{z})$. The same learning procedure as that of the toy dataset is adopted. We visualize the distribution of encoding variable $\mathbf{z}$ of test samples by projecting it to 2-dimensional space using PCA. The results are shown in Figure 2.9, together with test classification error (\%) obtained by training (without fine-tuning) a linear SVM on the learned encoding features. The experiments are repeated 10 times and average error is given (AEs are also re-trained at each time).

As we can see from the results, the proposed IPAEs provide better classification performance than VAEs. The best results obtained by IPAEs using $\beta=0.00001, N_{j}=8$ (see Figure 2.9g) outperform VAEs that use $\beta=0.001$ (see Figure 2.9a). Note that, VAEs which are trained using $\beta \leq 0.0001$, failed in some experiments by obtaining too large $\sigma^{2}(\mathbf{z})$. In terms of visualization, the inter-class distance between samples tends to be larger, i.e. more linearly discriminative using smaller $\beta$ values, since the data is less compressed. Thus the classification error gets lower. As we increase the values of $\beta$, the samples belonging to different categories are contracted, i.e. samples belonging to different categories are mapped to the same point (see e.g. the first and second row of the figure). It causes the samples in the encoding space become less discriminative using both VAEs and IPAE. The reason can be that a larger compression degree causes some discriminative features to be removed. As a result, the classification error also increases. Also, if we increase the $N_{j}$ value in the IPAE model in order to increase the interaction between more pairs of samples, then the samples belonging to the same category have a more compact distribution, meanwhile the error can be almost unchanged. Therefore, the inter-class discrimination is preserved (see Figure $2.9 \mathrm{~g}, 2.9 \mathrm{~h}$, 2.91 compared with Figure 2.9d). Without employment of pairwise interaction between samples, VAEs obtain a larger error if the compression degree is increased.

### 2.4.3 Qualitative Results on the MNIST Dataset

Next, we give some qualitative results on the MNIST dataset. We first visualize the filters learned using the proposed IPAE. We train an IPAE with the following structure:

$$
\mathbf{x} \xrightarrow{\text { sigmoid }}\left\{\begin{array}{l}
\mu(\mathbf{x}) \\
\sigma(\mathbf{x})
\end{array} \quad--\mathbf{z} \xrightarrow{\text { sigmoid }} 784\right.
$$

The dimension of the encoding variable $\mathbf{z}$ is 1024 , thus there are 1024 learned filters. We visualize the learned filters in Figure 2.10. As we can see from Figure 2.10a, without any regularization, most of the learned filters of the AE appear to be noisy filters. With information potential regularization, IPAE shows more filters with shape patterns, e.g. stroke of digits.

We also train VAEs and IPAEs to show a manifold of features extracted from the MNIST dataset on a two dimensional space. The structure used for AEs is the following:

$$
\mathbf{x} \xrightarrow{\text { sigmoid }} 512 \xrightarrow{\text { sigmoid }} 512\left\{\begin{array}{l}
\mu(\mathbf{x}) \\
\sigma(\mathbf{x})
\end{array} \quad--\mathbf{z} \xrightarrow{\text { sigmoid }} 512 \xrightarrow{\text { sigmoid }} 512 \xrightarrow{\text { sigmoid }} 784\right.
$$

where the dimension of $\mathbf{z}$ is 2 . Similarly, we use Adam optimizer with initial learning rate 0.001 and train for 10000 steps. We examine the results using different values of the coefficient $\beta$. The results are shown in Figure 2.11, 2.12, 2.13 and 2.14, where the left column is the distribution of test samples on the learned two dimensional encoding space. The right column shows the reconstructed samples computed using different values of $\mathbf{z}$. The value of $\mathbf{z}$ is equal to the coordinate of each reconstructed digit on the figure. As we can see from Figure 2.11, with relatively small value of $\beta=0.01$, the distribution of encoding variable is deviated from the Gaussian distribution $\mathcal{N}(\mathbf{0}, \mathbf{I})$. As we strengthen the regularization by increasing the $\beta$ value, the distribution in the encoding space is closer to the Gaussian distribution. Some of the reconstructed digits appear to be an average of two different digits, since its coordinate is located at a point belonging to a region in an intersection of category regions of two different digits in the encoding space.


Figure 2.9: Visualization of encoding features $\mathbf{z}$ on test samples projected to 2-dimensional spaces. In the second row, we use $N_{j}=1$. We also train a linear SVM using the learned encoding features (without fine-tuning). The experiments are repeated 10 times (including training of AEs), and average error $\operatorname{err}$ (mean $\pm$ std error (\%)) is given. The best two results are bolded. Note that, for $\beta \leq 0.0001$, VAEs failed in training phases in some experiments due to computation of large $\sigma^{2}(\mathbf{z})$.


Figure 2.10: Filter visualization of IPAE compared with AEs without any regularization. IPAE can learn more filters with meaningful shapes.

In Figure 2.12, we show the manifold learned by IPAEs with different values of $\beta$ and $N_{j}=1$. As we increase the values of $\beta$, the distribution of test samples on the encoding space does not change too much. However, some of the reconstructed digits become vaguer, see e.g. Figure 2.12c. This is because more samples are mapped to the same point in the encoding space as $\beta$ increases. The reconstructed digits are depicted by an average of multiple digits.

We also investigate the effect of $N_{j}$ on the results. Thus, the value of $\beta$ is fixed as 0.001 . The results obtained by different $N_{j}$ are given in Figure 2.13 and 2.14 . With larger value of $N_{j}=32$, the reconstructed digits are basically similar to smaller ones. Thus, $\beta$ has more impact on the results compared to $N_{j}$ in this case.

The dimensions of encoding variable also affect the results. In Figure 2.15 and 2.16, we illustrate the digits generated by decoders by setting random values to $\mathbf{z}$ with different dimensions. As is shown in the figures, with relatively less dimension (e.g. $\operatorname{dim}(\mathbf{z}) \leq 2$ ), the generated digits appear to be monotonous for both VAE and IPAE. Digits belonging to the same category show similar appearance. With larger dimension, the generated digits show more diversity for both VAE and IPAE. In this case, digits belonging to the same category show different writing styles. As we mentioned in Section 2.2.1, IPAE and VAE can be considered as a lossy data compression model, where the degree of compression is quantified by the mutual information $I(\mathbf{x} ; \mathbf{z})$. The results given in the figures indicate that using the same regularization coefficient $\beta$, a smaller dimension of encoding variable $\mathbf{z}$ will give a stronger compression resulting in removal of redundant information content, such as the writing style. In the digit classification task, writing style contains redundant information which has no contribution to the classification.

### 2.5 Conclusions

In this chapter, we introduce an information theoretic framework for training of Auto-Encoders. In order to estimate mutual information, we propose a non-parametric method that estimates the entropy of an encoding variable $H(\mathbf{z})$. We also give an information theoretic view of VAEs, which suggests that VAEs can be seen as parametric methods that estimate entropy. Experimental results


Figure 2.11: Manifold of learned features extracted from MNIST images using VAEs with different values of $\beta$. Left; distribution of test samples on the two dimensional encoding space. Right; samples reconstructed using different values of $\mathbf{z}$. The value of $\mathbf{z}$ is equal to the coordinate of each reconstructed digit on the figure.


Figure 2.12: Manifold of learned features extracted from MNIST images using IPAEs with different values of $\beta$ and $N_{j}=1$. As we increase the values of $\beta$, the reconstructed digits are depicted by an average of multiple digits.


Figure 2.13: Manifold of learned features extracted from MNIST images using IPAEs with different values of $N_{j}$ and $\beta=0.001$.


Figure 2.14: Manifold of learned features extracted from MNIST images using IPAEs with different values of $N_{j}$ and $\beta=0.001$.
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Figure 2.15: Digit generalization using VAEs with $\beta=1$ and using different dimensions of encoding spaces.
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Figure 2.16: Digit generalization using IPAE with $\beta=1$ and $N_{j}=1$, and using different dimensions of encoding spaces.
show that the proposed IPAEs have more degree of freedom in terms of representation learning of features drawn from complex distributions such as Mixture of Gaussians, compared to VAEs. In our future work, we will consider application of our proposed non-parametric information regularization method to other type of generative models such as generative adversarial networks [20].

## Chapter 3

## Truncating Wide Networks using Binary <br> Tree Architectures

Recent study [78] shows that a wide deep network can obtain accuracy comparable to a deeper but narrower network. Compared to narrower and deeper networks, wide networks employ relatively less number of layers and have various important benefits, such that they have less running time on parallel computing devices, and they are less affected by gradient vanishing problems. However, the parameter size of a wide network can be very large due to use of large width of each layer in the network. In order to keep the benefits of wide networks meanwhile improve the parameter size and accuracy trade-off of wide networks, we propose a binary tree architecture to truncate architecture of wide networks by reducing the width of the networks. More precisely, in the proposed architecture, the width is incrementally reduced from lower layers to higher layers in order to increase the expressive capacity of network with a less increase on parameter size. Also, to ease the gradient vanishing problem, features obtained at different layers are concatenated to form the output of our architecture. By employing the proposed architecture on a baseline wide network, we can construct and train a new network with same depth but considerably less number of parameters. Information theoretic analyses also show that the proposed architecture can obtain better optimality of learned representations with a less increase of parameter size compared with baselines. In our experimental analyses, we observe that the proposed architecture enables us to obtain better parameter size and
accuracy trade-off compared to baseline networks using various benchmark image classification datasets. The results show that our model can decrease the classification error of baseline from $20.43 \%$ to $19.22 \%$ on Cifar-100 using only $28 \%$ of parameters that baseline has. Code is available at https://github.com/ZhangVision/bitnet.

### 3.1 Motivation

Recently, Deep Neural Networks (DNNs) have achieved impressive results for many image classification tasks [41, 65, 50, 69, 24, 70, 25, 68]. Various architectures of DNNs have been proposed in order to improve classification accuracy. One approach used to improve accuracy of a DNN is to widen each layer while keeping the depth unchanged. For instance, it is empirically shown in [78] that a wide but relatively shallow DNN can obtain accuracy comparable to a narrow but relatively deep DNN on several classification tasks. There are two crucial benefits of wide-shallow DNNs. First, it usually runs faster than narrow-deep DNNs on parallel computing devices, e.g. GPUs, as illustrated in [78]. Also, a deep DNN with many layers may suffer from a gradient vanishing problem. Reducing the depth can ease this problem as shown in [29]. However, parameter size of DNNs may significantly increase with respect to improvement of accuracy by widening each layer.

In this chapter, we address a problem of improvement of the parameter size and accuracy tradeoff of the aforementioned wide-shallow DNNs. Specifically, given a baseline wide-shallow DNN, we aim to construct and train a new DNN equipped with the following two desirable properties:

- The new DNN has a depth not greater than the baseline wide-shallow DNN so that it can keep the aforementioned two benefits.
- The new DNN can achieve comparable accuracy using relatively less number of parameters compared to the baseline DNN, or can achieve better accuracy by using the same number of parameters as baseline DNN.

Toward this end, we propose a binary tree architecture for implementation of DNNs with a better trade-off. An illustrative comparison of our proposed binary tree architecture and conventional


Figure 3.1: Left: A conventional architecture [24]. Right: Proposed binary tree architecture. Arrows indicate data flow. The numbers depicted in the rectangle denote the width of the layer. Both architectures have depth 3 and output width 256 . Our architecture has considerably less number of parameters.
architectures [24, 78] is given in Figure 3.1. In conventional architectures, layers having same width (number of channels) are sequentially stacked. In the proposed binary tree architecture, the width of the $k$-th layer is $\frac{D}{2^{k-1}}$, where $D$ is the width of the first layer ( $k=1$ at the input layer). Additionally, connections between layers of the proposed architecture are established as connections used in an asymmetric binary tree. At each $k$-th layer of a binary tree architecture, we have $C_{k}=\frac{D}{2^{k-1}}$ channels. Then, $\frac{C_{k}}{2}$ of channels are connected to the channels of the $(k+1)$-st layer. In addition, the remaining $\frac{C_{k}}{2}$ channels are directly concatenated to form the output of the architecture. Note that our binary tree architecture can be generalized to fully connected layers in which the width becomes the number of neurons used at the layer.

Our motivation for employment of the proposed binary tree architecture is twofold. First, we intend to increase the expressive capacity of DNNs with a relatively small increase of parameter size. In this chapter, we use the definition of expressive capacity proposed in the previous work [56, 52], where it is defined to be the maximal number of linear regions of (decision) functions computable by the given DNN. As shown in [56, 52], it reflects the complexity of class decision boundary computable by the DNN. Their results state that the maximal number of linear regions of a fully connected feed forward neural network endowed with ReLU [54] activation functions grows exponentially with respect to the depth of the network, and polynomially with respect to the width of the network (i.e., the number of neurons used at each layer of the network). Following this theoretical result, one can increase the expressive capacity with a small increase of the parameter size by simply stacking more layers with small width. This leads to the first characteristic structure of our binary tree architecture, which is obtained by incrementally decrease of the width from input layer to higher layers by a factor of $2^{-1}$. With this specific structure, the expressive capacity grows with small increase of the parameter size. In our experiments, a binary tree used at convolutional layers of a DNN can increase classification accuracy with a small increase of parameter size of the DNN.

The second motivation for employment of our binary tree architecture is to ease a vanishing gradient problem observed in DNNs. While training DNNs, the magnitude of gradient can be cumulatively reduced when it is propagated from higher layers to lower layers. Therefore, the more
layers are used for propagation, the weaker gradient will be obtained at the lower layers, which makes it difficult to train a DNN with many layers [4, 19]. Consequently, the gradient vanishing problem suggests reduction of the depth of a DNN, while increasing the depth may lead to efficient improvement of the expressive capacity as mentioned above. Thus, we need to trade-off between easing the gradient vanishing problem and increasing the expressive capacity, which motivates our second characteristic structure of our proposed binary tree architecture that is obtained by concatenation of features obtained at different layers. With this specific structure, gradients can propagate through short path to lower layers. An illustration is given in Figure 3.1, where flow of gradient propagation during backpropagation is depicted by red dash line. For a better illustration of vanishing gradients, we use thicker red line to show stronger gradient. Our empirical analyses in Section 3.4.4 show that concatenation of features at lower layers can ease the gradient vanishing problem.

Our contributions are summarized as follows:

- We propose a binary tree architecture to improve the trade-off between parameter size and classification accuracy of given baseline wide-shallow DNNs. Meanwhile, the depth of baseline wide-shallow DNNs is not increased to keep the benefit of running speed on parallel computing devices.
- Our experimental results show that, on the Cifar datasets, one can construct a DNN using the proposed binary tree architecture to achieve better accuracy but using considerably less number of parameters. On the Cifar-100 dataset, our models can outperform corresponding baselines by using only approximately $50 \%$ of baseline's parameter size. One of our models decreases the classification error of baseline from $20.43 \%$ to $19.22 \%$ by using only $28 \%$ of parameters that baseline has. On ILSVRC12 task, we construct and train two DNNs using the proposed binary tree architecture which also provide better parameter size and classification accuracy trade-off than baseline models.
- We also provide a theoretical analysis of the expressive capacity of DNNs endowed with our proposed binary tree architecture as a function of its depth and width. The theoretical results
indicate that expressive capacity of DNNs endowed with our proposed binary tree architecture can grow with small increase of the parameter size.
- We give an information theoretic analysis on the optimality of learned representations. Results show that the proposed architecture can obtain better optimality of learned representations with a less increase of parameter size compared with baselines.

The rest of this chapter is organized as follows. The second section of this chapter provides the related work. In section 3.3, we introduce our binary tree architecture. Experimental results and analyses are given in section 3.4. Section 3.5 concludes the chapter.

### 3.2 Related Work

Recently, various architectures of convolutional neural networks (CNNs) have been proposed [41, 50, 69, 65, 70, 68]. In [30], connections between random forest [9] and CNNs are investigated. Inspired by random forest, they embedded routing functions to CNNs and obtain Conditional CNNs. As shown in their experiments, Conditional CNNs with highly branched tree architectures can improve the accuracy-efficiency trade-off. Conditional CNNs can be considered as symmetric full tree architectures. On the other hand, we use an asymmetric tree architecture and concatenate features from different layers. Another related work, a fractal architecture used by FractalNet was proposed in [45]. The relationship between FractalNets and our BitNets is as follows. Fractal architecture can also be considered as a tree architecture. And they both try to ease the gradient vanishing problem by joining lower-layer features to higher-layer features. The difference is that BitNets aim to reduce the parameter size by incrementally reducing the width as depth increases, while FractalNets do not. As a result, FractalNets have more number of parameters compared to BitNets for the same depth. The motivation for development of BitNets considers the expressive capacity which is not investigated in FractalNets. Experimental results on benchmark datasets also show that BitNets outperform FractalNets by using less number of parameters.

Previous work [32, 39, 48] also explored the tree structure in the context of deep neural networks.

All these related work and our work enable an end-to-end training of tree structure in DNNs. Our method is different from them in the following aspects. In [39], a decision forest classifier was introduced to replace a classifier used at the last classification layer (usually Softmax) of a baseline DNN; other layers, e.g., conv. layers, are left untouched. Thus, the parameter size is not reduced unlike our method. In [32], the encoding and decoding functions of Auto-Encoders were implemented using 'soft' decision trees. Their motivation is to recursively direct samples from parent nodes to all its child nodes according to probabilities computed by gating functions, and the output of tree is the average of output of all leaves weighted by gating values. In [48], a tree structure was used in pooling layer, the region being pooled was fed into the leaves of tree structure and results were obtained at the root of tree structure. Therefore, they employ a tree architecture different from (in an inverse way to) our tree structure.

As shown in [33, 80], the parameter size of a trained CNN can be reduced by constructing a new CNN with less redundancy of weights. However, these methods may cause a drop on accuracy after a compression of model. With our architecture, we can boost the accuracy with less number of parameters.

In [24], a residual architecture is proposed to construct CNNs (ResNets). ResNets enable us to train considerably deeper CNNs. The deepest ResNets employed for classification using the ILSVRC12 [59] and Cifar datasets have 200 and 1000 layers, respectively [24, 25], and achieved impressive performance. However, a deep ResNet with many layers may suffer from two problems. First, the running speed on parallel computing devices may be slow compared to the speed of shallower ones. Thus, it takes more time to train a very deep ResNet. Also, the gradient vanishing problem [4, 19] may also be observed on a very deep ResNet with many layers. To address these problems, a novel training procedure called stochastic depth is introduced in [29]. It enables one to train shallow ResNets during training and use deep ResNets for testing. Shallow ResNets can ease the gradient vanishing problem during training, and reduce the training time. Their experimental results show that their proposed training procedure can improve the test accuracy of baseline ResNets with constant depth. This indicates easing the gradient vanishing problem is crucial to train a very deep ResNet. However, during the test time, the depth of ResNets is the same as the depth of
baseline which makes inference speed slower.
Intuitively, a simpler way to avoid gradient vanishing problem and accelerate the running speed during training and inference is to use a shallow network. In [78], Zagoruyko and Komadakis use a shallow ResNet, and increase the width to make the expressive capacity comparable with narrow-deep ones. Interestingly, they observe that wide-shallow CNNs can outperform its deepernarrower peer CNNs which have the same parameter size on the Cifar-10/100 classification datasets. On the ILSVRC12 classification task, wide ResNets can also obtain comparable accuracy with smaller depth. Their results draw our attention to consider the wide-shallow DNNs. In their method, the width of each layer is symmetrically increased by the same factor. This will significantly increase the parameter size. Therefore, in this work, the proposed binary architecture truncate architecture of wide networks by reducing width of the networks considering their parameter size and accuracy trade-off. Our motivation for employment of binary tree architecture also considers gradient vanishing problem, which has been shown to be crucial for training DNNs in [29].

### 3.3 Binary Tree Architecture

In this section, we give an overview of conventional blocks used in previous works [24, 78], and introduce our proposed binary tree architecture. Then, we theoretically analyze expressive capacity and parameter size of our proposed binary tree architecture considering its depth and width.

### 3.3.1 Conventional Blocks

In some CNNs [65, 24, 25, 78], a block is constructed by a stack of $K$ convolutional layers. At each $k$-th layer, $k=1,2, \ldots, K$, we compute

$$
\begin{equation*}
\mathbf{X}_{k}=f_{k}\left(\mathbf{X}_{k-1} ; \mathcal{W}_{k}\right) \tag{3.1}
\end{equation*}
$$

where $\mathbf{X}_{0}:=\mathbf{X} \in \mathbb{R}^{w \times h \times c} . \mathbf{X}$ is an input tensor of features given to the block, $\mathbf{X}_{k} \in \mathbb{R}^{\frac{w}{s} \times \frac{h}{s} \times D}$ is the tensor of features obtained at the output of $k$-th layer, $c$ is the number of channels, $w$ is the width
and $h$ is the height of a feature map. We assume that the number of convolutional filters used at each layer is $D$, and down-sampling is performed at the first convolutional layer by stride s. $f_{k}\left(\mathbf{X}_{k} ; \mathcal{W}_{k}\right)$ is computed by a composition of a convolution operation, batch normalization [31] and nonlinear function $\sigma$, where $\mathcal{W}_{k}$ denotes a set of trainable parameters used at the $k$-th layer, e.g. the filter weights. The output feature tensor of the block is obtained at the last layer $\mathbf{Z}:=\mathbf{X}_{K} \in \mathbb{R}^{\frac{w}{s} \times \frac{h}{s} \times D}$. In (3.1), we omit shortcut connection and element-wise addition used in [24] to simplify the notation. We refer to the block defined in (3.1) as a conventional block (ConvenBlock) with width $D$ and depth $K$ in the following sections. An illustration of ConvenBlock with width 256 and depth 3 is given in Figure 3.1 (left).

### 3.3.2 Binary Tree Blocks

We define a binary tree block (BitBlock) by a binary tree $\mathcal{T}=(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of nodes residing in the block, and $\mathcal{E}$ is the set of edges that connect the nodes. The architecture of a BitBlock is determined by its width $D$ and depth $K$, where $D$ is the channel number, i.e. number of feature tensors provided by the BitBlock at the output, and $K$ is the depth of the binary tree $\mathcal{T}$, as follows:

- At the root of a BitBlock $\mathcal{T}$ denoted by $v_{0} \in \mathcal{V}$, we have a feature tensor denoted by $\mathbf{X}_{0, l}:=\mathbf{X} \in \mathbb{R}^{w \times h \times c}$, where $\mathbf{X}$ is given as an input to the block.
- At each $k$-th layer (level) of a BitBlock, we apply two mapping functions $f_{k, l}$ and $f_{k, r}$ to the input feature tensor $\mathbf{X}_{k-1, l}$. Then, we compute a feature tensor $\mathbf{X}_{k, l}$ having $\frac{D}{2^{k}}$ channels on a left child node of $v_{k-1}$, and a feature tensor $\mathbf{X}_{k, r}$ having $\frac{D}{2^{k}}$ channels on a right child node of $v_{k-1}$ at the $k$-th layer of $\mathcal{T}$. The feature tensor $\mathbf{X}_{k, l}$ is further fed to the next $(k+1)$-st layer. More precisely, at each $k$-th level, we compute

$$
\begin{align*}
\mathbf{X}_{k, l} & =f_{k, l}\left(\mathbf{X}_{k-1, l} ; \mathcal{W}_{k, l}\right),  \tag{3.2}\\
\mathbf{X}_{k, r} & =f_{k, r}\left(\mathbf{X}_{k-1, l} ; \mathcal{W}_{k, r}\right)
\end{align*}
$$

- Finally, feature tensors computed at all right child nodes at each $k$-th level of $\mathcal{T}$, and the
feature tensors computed at the left child node at the last $K$-th level of $\mathcal{T}$ are concatenated across channels to construct the output feature tensor of the BitBlock by

$$
\begin{equation*}
\mathbf{Z}=\operatorname{concat}\left(\mathbf{X}_{1, l} \bullet \mathbf{X}_{2, l} \bullet \cdots \bullet \mathbf{X}_{K, l} \bullet \mathbf{X}_{K, r}\right) \tag{3.3}
\end{equation*}
$$

The size of concatenated tensor $\mathbf{Z}$ is $\left(\frac{w}{s} \times \frac{h}{s} \times D\right)$. In the case of down-sampling, we apply a stride $s$ at the first layer as utilized in ConvenBlocks.

We note that $D$ is divided by $2^{K}$. Moreover, if $K=1$, then the BitBlock $\mathcal{T}$ reduces to a single convolution layer. Our BitBlocks can also be applied to fully connected layers using a feature tensor $\mathbf{X} \in \mathbb{R}^{1 \times 1 \times C}$. We denote it by fully connected BitBlock. An illustration of proposed BitBlock with width 256 and depth 3 is given in Figure 3.1 (right). We can construct a DNN by stacking multiple BitBlocks. A DNN endowed with BitBlocks is called as a BitNet in this paper.

### 3.3.3 A Theoretical Analyses of Expressive Capacity of Binary Tree Blocks

In this section, we theoretically analyze expressive capacity and parameter size of the proposed binary tree block with respect to its depth and width when it is used at fully connected layers. We use the definition of expressive capacity proposed in the previous work [56, 52]. Precisely, expressive capacity of a DNN is defined by the maximal number of linear regions of (decision) functions computable by the given DNN. The formal definition of linear regions of a function is given as follows.

Definition 3.3.1 (Linear Region). Given a function $f(\cdot)$ with $n$-dimensional input space $\mathbb{R}^{n}$, a linear region $\mathcal{R}_{k}^{n} \subseteq \mathbb{R}^{n}$ of $f(\cdot)$ is a subspace of its input space, such that $f(\cdot)$ computes a linear mapping on that linear region, i.e. $\forall \mathbf{x} \in \mathcal{R}_{k}^{n}, f(\mathbf{x})=\mathbf{w}_{k} \mathbf{x}+\mathbf{b}_{k}$, and $\forall \mathbf{x} \notin \mathcal{R}_{k}^{n}, f(\mathbf{x}) \neq \mathbf{w}_{k} \mathbf{x}+\mathbf{b}_{k}$.

Consider a decision function $f(\cdot)$ computed by a DNN, then the more number of linear regions $f(\cdot)$ has, the more complex input-output mapping the DNN can compute. An example is illustrated in Figure 3.2. In other words, the DNN can compute more complex decision boundary and solve more complex classification tasks. A multilayer perceptron network implementing a linear activation


Figure 3.2: There are three linear regions in the function of (a), and seven linear regions in the function of (b). Thus, function given in (b) can compute more complex input-output mapping.
function computes a linear mapping between input and output. Thus, it only has 1 linear region, i.e. the whole input space.

As investigated in [52], DNN can map different linear regions of lower layer space to the same output of higher layer space. As a result, the number of linear regions computed by DNN increases exponentially as the depth increases. The way DNN mapping different linear regions to the same output is similar to the space folding operation as shown in Figure 3.3.

We first briefly review how to implement space folding by DNNs. Let the input space be $n$-dimensional, and the input variable be $\mathbf{x} \in \mathbb{R}^{n}$. Then, we can fold each $i$-th axis of input space into $p$ linear regions at the first layer by the following function:

$$
\begin{equation*}
\mathbf{z}_{1}^{(i)}=\max \left(w \mathbf{x}^{(i)}, 0\right)+\sum_{j=1}^{p-1}(-1)^{j} \max \left(2 w \mathbf{x}^{(i)}-j, 0\right) . \tag{3.4}
\end{equation*}
$$

Figure 3.4b shows an example of folding function with $p=4$. Note that, (3.4) can be implemented by a DNN using ReLU activation functions. An illustration is given in Figure 3.4a, where the activation values of intermediate layer can be denoted by $\mathbf{z}_{1}^{(i)}$. As we can see, $p$ neurons are used in the hidden layer to fold an axis into $p$ linear regions. Each axis can be further folded by feeding $\mathbf{z}_{1}^{(i)}$ to the next layer resulting in more number of linear regions using

$$
\begin{equation*}
\mathbf{z}_{2}^{(i)}=\max \left(w \mathbf{z}_{1}^{(i)}, 0\right)+\sum_{j=1}^{p-1}(-1)^{j} \max \left(2 w \mathbf{z}_{1}^{(i)}-j, 0\right) \tag{3.5}
\end{equation*}
$$



Figure 3.3: An illustration of space folding.


Figure 3.4: Space folding implemented by fully connected DNN. Each circle denotes a neuron without activation function, each rectangle denotes a neuron with ReLU activation function. (b) shows an example of space folding along the first axis by first layer. (c) is the space folding by second layer. As depth increases, each axis can be folded into more number of linear regions.

The folding function computed for mapping $\mathbf{x}^{(i)}$ to $\mathbf{z}_{2}^{(i)}$ is given in Figure 3.4. Formally, a DNN with $n$ input neurons and $L$ hidden layers of width $D$ can fold each axis to $\left(\frac{D}{n}\right)^{L}$ linear regions. With $n$ axes, the DNN can compute functions that have $\Omega\left(\left(\frac{D}{n}\right)^{n L}\right)$ linear regions [52].

We provide the following two theoretical results regarding i) computation of the parameter size, and ii) computation of the maximal number of linear regions of functions computable by a fully connected conventional network and a BitNet. We first provide the results for conventional networks that can be easily derived using the results given in [52].

Corollary 3.3.2. Suppose that we are given a fully connected neural network stacked by L fully connected ConvenBlocks each having width $D$ and depth $K$. The parameter size of the given network is $\Omega\left(L K D^{2}\right)$. The maximal number of linear regions of functions that can be computed by the given
network in an $n$-dimensional $(D \geq n)$ input space is lower bounded by $\Omega\left(\left(\frac{D}{n}\right)^{n K L}\right)$.

Proof. The total depth of the given network is $L K$. Thus, the parameter size is $\Omega\left(L K D^{2}\right)$. Also, according to Corollary 5 of [52], the maximal number of linear region of functions that can be computed by the given network in an $n$-dimensional ( $D>n$ ) input space is lower bounded by $\Omega\left(\left(\frac{D}{n}\right)^{n(K L-1)} D^{n}\right)$, which can be simplified by a looser bound $\Omega\left(\left(\frac{D}{n}\right)^{n K L}\right)$.

The expressive capacity of our proposed BitNet is given as follows.

Proposition 3.3.3. Suppose that we are given a BitNet stacked by L fully connected BitBlocks each having width $D$ and depth K. The parameter size of the given BitNet is $\Omega\left(\frac{4}{3} L\left(1-\frac{1}{4^{K}}\right) D^{2}\right)$. The maximal number of linear regions of functions that can be computed by the given BitNet in an n-dimensional $\left(D \geq 2^{K} n\right)$ input space is lower bounded by $\Omega\left(\left(\frac{D}{2^{K} n}\right)^{n K L}\right)$.

Proof. According to the definition of BitBlock, the width of $k$-th layer in a BitBlock is $\frac{D}{2^{(k-1)}}$. Thus, the parameter size of the given BitBlock can be computed by,

$$
\begin{aligned}
& \sum_{k=1}^{K}\left(\frac{D}{2^{(k-1)}}\right)^{2} \\
= & \frac{4}{3}\left(1-\frac{1}{4^{K}}\right) D^{2} .
\end{aligned}
$$

Thus, the parameter size of $L$ stacked BitBlocks is $\Omega\left(\frac{4}{3} L\left(1-\frac{1}{4^{K}}\right) D^{2}\right)$.
To compute the number of linear regions, we simply ignore all right nodes in a BitBlock. As a result, given a BitBlock with width $D$ and depth $K$, we approximate it as a standard DNN with depth $K$ and width $D / 2^{k}$ at k-th layer. According to Theorem 4 of [52], the maximal number of linear regions of functions that can be computed by a given BitBlock in an $n$-dimensional ( $D \geq 2^{K} n$ )
input space is lower bounded by

$$
\begin{aligned}
& \prod_{k=1}^{K}\left(\frac{D}{2^{k} n}\right)^{n} \\
= & \left(\frac{D}{n}\right)^{n K} 2^{\frac{-n(1+K) K}{2}} \\
> & \left(\frac{D}{n}\right)^{n K} 2^{-n K K} \\
= & \left(\frac{D}{2^{K} n}\right)^{n K} .
\end{aligned}
$$

As a result, with $L$ BitBlocks, the maximal number of linear region is bounded by $\Omega\left(\left(\frac{D}{2^{K} n}\right)^{n K L}\right)$.
The approximation of BitBlock as standard DNN is valid. There are $K+1$ paths connected to the last layer of BitBlock. Take the BitBlock depicted in Figure 3.1 for example: 128, 128-64 and two 128-64-32. Each path can be considered as a standard network. The number of linear regions computed by the $i$-th path (with depth $i$ ) is

$$
\prod_{j=1}^{i}\left(\frac{D}{2^{j} n}\right)^{n}
$$

Since an output of a BitBlock is concatenation of output of all paths, the number of linear regions for the BitBlock is

$$
\left(\sum_{i=1}^{K} \prod_{j=1}^{i} \frac{D}{2^{j} n}\right)^{n} .
$$

Thus, by using the big $\Omega$ notation, we have

$$
\Omega\left(\left(\prod_{j=1}^{K} \frac{D}{2^{j} n}\right)^{n} .\right)
$$

This result is basically equivalent to the case where all right nodes are ignored. This is due to the fact that the number of linear regions grows exponentially with depth as shown in [52]. Therefore, the asymptotic bound $(\operatorname{big} \Omega)$ is dominated by the deepest path of the BitBlock.

The number of linear regions obtained by concatenation is computed using the space folding
method. Specifically, let the number of linear regions for $i$-th path is $\left(R_{i}\right)^{n}$, indicating that $i-t h$ path can fold the input space along each axis by $R_{i}$ segments. Concatenation of each path can fold each axis by $\sum_{i} R_{i}$ segments. As a result, the number of linear regions is $\left(\sum_{i} R_{i}\right)^{n}$.

As we observe from these results, when $D$ and $L$ are fixed, as $K$ increases, the expressive capacity of BitNets can grow with a small increase of the parameter size. Although the expressive capacity of a fully connected conventional network can grow faster as $K$ increases, its parameter size also grows faster than that of a BitNet. Although these theoretical results are obtained for fully connected layers, our experimental observations reflect that the results can be applied also for the convolutional layers. In our experiments, a binary tree used at convolutional layers of a DNN can increase classification accuracy with a small increase of parameter size of the DNN.

### 3.3.4 An Information Theoretic Analysis

Next, we analyze the proposed method from an information theoretic perspective. Let $\mathbf{x}$ be an input random variable of a deep network, $\mathbf{z}$ be a hidden layer representation computed by the deep network, and $\mathbf{y}$ be a target random variable of the task (e.g. the ground truth label of an input image). The Information Bottleneck (IB) method [72] provides a principle to learn the representation by considering two factors: compression and relevance. Compression reflects the compactness of a learned representation $\mathbf{z}$ with respect to source $\mathbf{x}$, and is measured by Mutual Information $I(\mathbf{x} ; \mathbf{z})$. Relevance indicates the amount of information preserved by $\mathbf{z}$ that is useful to predict $\mathbf{y}$, and is measured by $I(\mathbf{z} ; \mathbf{y})$. Smaller value of $I(\mathbf{x} ; \mathbf{z})$ reflects that $\mathbf{z}$ is more compactly compressed, and larger value of $I(\mathbf{z} ; \mathbf{y})$ indicates that $\mathbf{z}$ is more relevant about $\mathbf{y}$.

IB principle can be employed as a measurement of optimality of learned representations [73]. Given a DNN which computes a representation $\mathbf{z}$, optimality of $\mathbf{z}$ was measured by its compression gap $\Delta G_{c}$, and relevance gap $\Delta G_{r}$ to the optimal representation by

$$
\begin{equation*}
\Delta G_{c}=I(\mathbf{x} ; \mathbf{z})-I\left(\mathbf{x} ; \mathbf{z}^{*}\right) \quad \text { and } \quad \Delta G_{r}=I\left(\mathbf{z}^{*} ; \mathbf{y}\right)-I(\mathbf{z} ; \mathbf{y}), \tag{3.6}
\end{equation*}
$$

where $\mathbf{z}^{*}$ is an optimal representation [72]. An optimal representation is a minimal sufficient statistic of $\mathbf{x}$ with respect to $\mathbf{y}$, meaning that $\mathbf{z}^{*}$ is maximally compressed from $\mathbf{x}$, while being maximally informative about $\mathbf{y}$. Observation of smaller gaps indicates that $\mathbf{z}$ is closer to $\mathbf{z}^{*}$. Minimal sufficient statistic is usually unachievable, because compressing $\mathbf{x}$ usually causes loss of information about $\mathbf{y}$. Smaller gaps $\Delta G_{c}$ and $\Delta G_{r}$ indicate that $\mathbf{z}$ is a better representation from an information theoretic perspective. Usually, we do not know the values of $I\left(\mathbf{x} ; \mathbf{z}^{*}\right)$ and $I\left(\mathbf{z}^{*} ; \mathbf{y}\right)$. Since $I\left(\mathbf{x} ; \mathbf{z}^{*}\right)$ and $I\left(\mathbf{z}^{*} ; \mathbf{y}\right)$ are fixed when given a dataset $(\mathbf{x}, \mathbf{y})$ and a learned DNN, we can use $I(\mathbf{x} ; \mathbf{z})$ and $I(\mathbf{z} ; \mathbf{y})$ to analyze the optimality of representations computed by the DNN.

Note that compression amount $I(\mathbf{x} ; \mathbf{z})$ can be computed by

$$
\begin{equation*}
I(\mathbf{x} ; \mathbf{z})=H(\mathbf{x})-H(\mathbf{x} \mid \mathbf{z}) \tag{3.7}
\end{equation*}
$$

Since $H(\mathbf{x})$ is a constant value, the compression is determined by the conditional uncertainty of predicting $\mathbf{x}$ given $\mathbf{z}$. Intuitively, the conditional uncertainty $H(\mathbf{x} \mid \mathbf{z})$ is determined by the number of different realizations of x residing in the input space $\mathcal{X}$ which are mapped to the same realization of z in the representation space $\mathcal{Z}$. Formally, given a feed forward DNN, we denote the representation computed at the $i$-th layer by $\mathbf{z}_{i}$, and the mapping function used for computing $\mathbf{x} \rightarrow \mathbf{z}_{i}$ by $f_{0, i}$. The distribution for $\mathbf{x}$ is denoted by $p(\mathbf{x})$. Then we have

$$
\begin{equation*}
p\left(\mathbf{x}=x \mid \mathbf{z}_{i}=z_{i}\right)=\frac{p(\mathbf{x}=x) \cdot \mathbb{1}\left\{f_{0, i}(x)=z_{i}\right\}}{\sum_{\left\{\tilde{x} \in \mathcal{X}: f_{0, i}(\tilde{x})=z_{i}\right\}} p(\mathbf{x}=\tilde{x})}, \tag{3.8}
\end{equation*}
$$

where $x, \tilde{x}, z_{i}$ are realizations of $\mathbf{x}, \mathbf{z}$ in the space $\mathcal{X}, \mathcal{Z}$ and $\mathbb{1}\left\{f_{0, i}(x)=z_{i}\right\}$ is a function which indicates whether the realization $x$ is mapped to $z_{i}$.

Given a realization $z_{i} \in \mathcal{Z}_{i}$ computed at the $i$-th layer, there can be several different realizations of $\mathbf{z}_{i-1}$ obtained at the $(i-1)$-th layer being mapped to $z_{i}$, denoted by

$$
\tilde{\mathcal{Z}}_{i-1}\left(z_{i}\right)=\left\{z_{i-1} \in \mathcal{Z}_{i-1}: f_{i-1, i}\left(z_{i-1}\right)=z_{i}\right\}
$$

where $f_{i-1, i}$ is the mapping function of the $i$-th layer used for computing $\mathbf{z}_{i-1} \rightarrow \mathbf{z}_{i}$. Recursively,
for each realization in $\tilde{\mathcal{Z}}_{i-1}\left(z_{i}\right)$, there are several realizations from the $(i-2)$-th layer being mapped to it. Thus, (3.8) can be re-formulated in the following lemma.

Lemma 3.3.4. Given a feed forward DNN with input $\mathrm{x} \in \mathcal{X}$, we denote the representation obtained at the $i$-th layer by $\mathbf{z}_{i} \in \mathcal{Z}_{i}$, and the mapping functions are $f_{0, i}: \mathbf{x} \rightarrow \mathbf{z}_{i}$ and $f_{i-1, i}: \mathbf{z}_{i-1} \rightarrow \mathbf{z}_{i}$. Then, the conditional probability is computed by

$$
\begin{equation*}
p\left(\mathbf{x}=x \mid \mathbf{z}_{i}=z_{i}\right)=\frac{p(x) \cdot \mathbb{1}\left\{f_{0, i}(x)=z_{i}\right\}}{\sum_{\tilde{z}_{i-1} \in \tilde{\mathcal{Z}}_{i-1}\left(z_{i}\right)} \sum_{\tilde{z}_{i-2} \in \tilde{\mathcal{Z}}_{i-2}\left(\tilde{z}_{i-1}\right)} \cdots \sum_{\tilde{z}_{1} \in \tilde{\mathcal{Z}}_{1}\left(\tilde{z}_{2}\right)} \sum_{\left\{\tilde{x} \in \mathcal{X}: f_{0,1}(\tilde{x})=\tilde{z}_{1}\right\}} p(\tilde{x})}, \tag{3.9}
\end{equation*}
$$

where $\tilde{\mathcal{Z}}_{i-1}\left(z_{i}\right)=\left\{z_{i-1} \in \mathcal{Z}_{i-1}: f_{i-1, i}\left(z_{i-1}\right)=z_{i}\right\}$.

As we can see, as the depth increases, there can be more realizations of an input random variable in the input space being mapped to the same realization in the space $\mathcal{Z}_{i}$ at the last layer due to the recursive employment of maps, which gives the following corollary.

Corollary 3.3.5. Suppose that we are given an L-layer DNN $f_{L}$ which computes $\mathbf{x} \rightarrow \mathbf{z}_{L}$. Then, we can obtain $I\left(\mathbf{x} ; \mathbf{z}_{L+1}\right) \leq I\left(\mathbf{x} ; \mathbf{z}_{L}\right)$ by stacking an additional layer which computes $\mathbf{z}_{L} \rightarrow \mathbf{z}_{L+1}$ on top of the $D N N f_{L}$.

As we mentioned in Section 3.3.3. DNNs can map different regions in the input space to the same region in the output space by space folding. Lemma 3.3.4 and Corollary 3.3.5 provide an information theoretic perspective of space folding, as illustrated in Figure 3.5.

If regions sharing the same class label in the input space are mapped to the same region in the output space, the compression amount of mutual information $I(\mathbf{x} ; \mathbf{z})$ can be reduced, while relevance mutual information $I(\mathbf{z} ; \mathbf{y})$ can be kept unchanged. As a result, we can obtain better optimality defined in (3.6).

Consider a binary classification problem with a source random variable x which is uniformly distributed in an $n$-dimensional cubic $[-1,1]^{n}$ and a target random variable $\mathbf{y} \in\{0,1\}$. Each dimension of the input space is uniformly divided into $M$ intervals $\left\{U_{m}\right\}_{m=1}^{M}$, where $U_{m}=\left[\frac{2 m-2}{M}-1, \frac{2 m}{M}-1\right]$. Given a realization $x$, if the $i$-th dimensional value of $x$ belongs to the $f(i)$-th interval i.e. $x^{(i)} \in U_{f(i)}$.


Figure 3.5: An information theoretic perspective of space folding. Different yellow regions residing in the input space are mapped to the same region in the space of the second layer.

Then, the label of $x$ is determined by,

$$
\mathbf{y}= \begin{cases}1 & \text { if } \sum_{i=1}^{n} f(i) \text { is even }  \tag{3.10}\\ 0 & \text { else }\end{cases}
$$

In this approach, labels of realizations distributed imply as a checkerboard pattern in the space. An example of a checkerboard distribution in the two-dimensional space is illustrated in Figure 3.6. The classification tasks on checkerboard distributions have been investigated in previous work [6, 5, 71]


Figure 3.6: A checkerboard distribution in the two-dimensional space. $M=4$. Samples residing in different regions (depicted by different color) have different labels.
to demonstrate the advantages of DNNs compared to local models such as decision trees and local kernel models. In this work, we analyse DNNs for solving checkerboard tasks from an information theoretic perspective.

Proposition 3.3.6. Suppose that ( $\mathbf{x}, \mathbf{y}$ ) follows an n-dimensional checkerboard distribution. Then, there exists a DNN stacked by L fully connected ConvenBlocks each having width $D$ and depth $K$, and DNN computes a representation z at the $K L$-th layer, and we have

$$
\begin{aligned}
& I(\mathbf{z} ; \mathbf{y})=\log 2, \\
& I(\mathbf{x} ; \mathbf{z})=n \log 2-n K L \log \left(\frac{D}{n}\right),
\end{aligned}
$$

where $\left(\frac{D}{n}\right)^{K L} \geq M$.
Proof. From the definition of the checkerboard distribution given in (3.10), at each $i$-th axis, $\left(\mathbf{x}^{(i)}, \mathbf{y}\right)$ also follows a one-dimensional checkerboard distribution. We can use the space folding method to
fold each axis, i.e. by constructing a network in Figure 3.4 and applying (3.4) to construct a mapping function. The mapping function constructed for each axis is illustrated in Figure 3.7. As a result, at each axis, samples residing in the green regions are mapped to $[0,0.5]$, and those belonging to the blue regions are mapped to $[0.5,1]$. All samples can be correctly classified by a representation $\mathbf{z}$. Thus, we can obtain

$$
\begin{aligned}
I(\mathbf{z} ; \mathbf{y}) & =H(\mathbf{y})-H(\mathbf{y} \mid \mathbf{z}) \\
& =-2 \times 0.5 \log 0.5+\log 1 \\
& =\log 2
\end{aligned}
$$

Note that $p(\mathbf{x} \mid \mathbf{z})$ is determined by the number of different samples which reside in the input space, and which are mapped to the same point in the representation space of $\mathbf{z}$. According to the mapping function given in Figure 3.7, the number of different samples being mapped to the same sample in the z representation space is equal to the number of linear regions of the mapping function. By using Corollary 3.3.2, we can obtain,

$$
\begin{aligned}
I(\mathbf{x} ; \mathbf{z}) & =H(\mathbf{x})-H(\mathbf{x} \mid \mathbf{z}) \\
& =-\int_{\mathbf{x}} \frac{1}{2^{n}} \log \frac{1}{2^{n}}+\int_{\mathbf{x}} \frac{1}{2^{n}} \log \left(\frac{D}{n}\right)^{-n K L} \\
& =n \log 2-n K L \log \left(\frac{D}{n}\right) .
\end{aligned}
$$

Thus, as the depth and width of DNN increase, the relevance mutual information $I(\mathbf{z} ; \mathbf{y})$ remains, while the compression mutual information $I(\mathbf{x} ; \mathbf{z})$ is reduced. The gap $\Delta G_{c}$ is reduced resulting in a better representation. Also, the depth has more impact on reducing the compression mutual information than width, which is consistent with the previous results, i.e. depth plays a more important role in growth of the expressive capacity.


Figure 3.7: Mapping function constructed for one-dimensional checkerboard distribution. The samples residing in the green regions are mapped to $[0,0.5]$, and those in the blue regions are mapped to $[0.5,1]$. Given a point (e.g. the red point) in the $\mathbf{z}^{(i)}$ axis, there are multiple points (the green points) in the $\mathbf{x}^{(i)}$ axis being mapped to it.

Similarly, we can obtain the following theoretical results for BitNets:

Proposition 3.3.7. Suppose that $(\mathbf{x}, \mathbf{y})$ are drawn from an $n$-dimensional checkerboard distribution. Then, there exists a BitNet stacked by L fully connected BitBlocks each having width D and depth $K$, and the DNN computes representation $\mathbf{z}$ at the $K L$-th layer with the following properties:

$$
\begin{aligned}
& I(\mathbf{z} ; \mathbf{y})=\log 2 \\
& I(\mathbf{x} ; \mathbf{z})=n \log 2-n K L \log \left(\frac{D}{2^{K} n}\right),
\end{aligned}
$$

where $\left(\frac{D}{2^{K} n}\right)^{K L} \geq M$ and $D>2^{K} n$.

Proof. We can construct the same mapping function for each axis as shown in Figure 3.7. Thus, the number of different samples being mapped to the same sample in the representation space of $\mathbf{z}$ is equal to the number of linear regions of the mapping function. The proof follows by using the Proposition 3.3.3 with this property.

As we observe from this proposition, when $D$ and $L$ of a BitNet are fixed, as $K$ increases, the relevance mutual information $I(\mathbf{z} ; \mathbf{y})$ does not change, while the compression mutual information $I(\mathbf{x} ; \mathbf{z})$ is reduced, resulting in a better representation. However, the parameter size only increases slightly as analyzed in Proposition 3.3.3.

### 3.4 Experimental Results

We empirically analyze the proposed binary tree architecture using various baseline ResNets and several benchmark image classification datasets. We also analyze the gradient vanishing problem of the proposed binary tree architecture. In the implementation of BitNets, given a baseline ResNet, we can construct a BitNet of the same depth and the same block width with considerably fewer parameters compared to the baseline (ResNet). We can also increase the block width but keep the depth of baseline model by the proposed binary tree architecture and obtain a BitNet with a similar number of parameters. The configuration details of BitNets are given for each classification task.

### 3.4.1 Cifar-10 and Cifar-100

Cifar-10 and Cifar-100 [40] are image datasets consisting of 50,000 training images and 10,000 test images. The spatial size of each image is $32 \times 32$. Cifar-10 and Cifar-100 consist of 10 and 100 categories, respectively. The architectures of BitNets and ResNets used to perform analyses on the Cifar datasets are given in Table 3.1. As we can see from the table, the depth of a net is determined by the number of blocks in each group, i.e. $n$, and the depth of each block, i.e. $k$. The width of each block is determined by $d$.

We first compare performance of our proposed BitNets and that of Wide ResNets [78] by constructing nets with same depth and block width. Specifically, given a Wide ResNet with fixed value of $d, k$, and $n$, we use the same block width $d$ for BitNet. Then, we set values of $k$ and $n$ for BitNet, such that the total depth of BitNet equals to the total depth of the given Wide ResNet. We can use different value combinations of $k$ and $n$ for BitNet as long as $k \times n$ value for BitNet equals $k \times n$ value for the given Wide ResNet. For example, given a 38-layer Wide ResNet with ( $d=4, k=2, n=6$ ), we can construct a BitNet with $(d=4, k=3, n=4)$ or a BitNet with ( $d=4, k=4, n=3$ ), both implying 38 layers.

For fare comparison with Wide ResNets, we use the same training and testing setting as employed in [78]. Specifically, for data augmentation, we use a common method used in previous works [21, [50, 24, 78]. More precisely, 4 pixels with zero values are padded on each side of the original image

| Group Name | Configuration | Output Size |
| :--- | :---: | :---: |
| conv1 | $\operatorname{conv}, 16$ channels | $32 \times 32$ |
| conv2 | $\operatorname{block}(d \times 16, k) \times n$ | $32 \times 32$ |
| $\operatorname{conv} 3(\downarrow)$ | $\operatorname{block}(d \times 32, k) \times n$ | $16 \times 16$ |
| $\operatorname{conv} 4(\downarrow)$ | $\operatorname{block}(d \times 64, k) \times n$ | $8 \times 8$ |
| gap | global average pooling | $1 \times 1$ |
| fc | 10 or 100 -way softmax |  |

Table 3.1: The CNN architecture employed for classification using the Cifar-10 and Cifar-100. BitNets use BitBlock as block type, and ResNets use ConvenBlock with residual connection. $k$ denotes the depth of each block ( $k=2$ for all ResNets used in this paper). $d$ determines the width of each block. $n$ denotes a stack of $n$ blocks. All convolutional layers use filters of size $3 \times 3$. Batch Normalization is used at every convolutional layer before ReLU. Down-sampling is performed by applying stride 2 at the first convolutional layer of the first block in the groups conv3 and conv4.
to make a $40 \times 40$ image, from which a $32 \times 32$ patch is randomly cropped and randomly flipped horizontally. For testing, the original $32 \times 32$ image is used. Batch size is 128 that is split on two GPUs. The initial learning rate is 0.1 , and is reduced by 0.2 on the 60 -th, 120 -th and 160 -th epoch. The training is finished at the 200-th epoch.

Training and testing errors of BitNets used in our experiments for Cifar-100 classification task are given in Table 3.2. As shown in [56, 52], the expressive capacity reflects the complexity of class decision boundary computable by a DNN. We use training errors to quantify the expressive capacity of a DNN. As we can see from the table, the training errors of BitNets are close to that of the Wide ResNets, which indicates that by using considerably less number of parameters, the proposed BitNets can obtain expressive capacity similar to that of the Wide ResNets.

Table 3.3 provides the comparative results for several Wide ResNets and BitNets, which are designed with the same width and depth. As we can see from the results, using the same depth and width, BitNet has considerably less number of parameters and FLOPs. Moreover, BitNets can outperform Wide ResNets using considerably less number of parameters. We compare BitNets with four baseline Wide ResNets. In the analyses, we obtained the following results:
(1) A Wide ResNet having $(d=4, k=2, n=6)$ is the deepest and narrowest architecture among

| Model | Number of Parameters | Test Error | Train Error |
| :--- | :---: | :---: | :---: |
| Wide ResNet (d=4,k=2,n=6) | 8.9 M | 22.89 | 0.018 |
| BitNet (d=4,k=3,n=4) | 3.7 M | 22.19 | 0.018 |
| BitNet (d=4,k=4,n=3) | 2.7 M | 22.60 | 0.022 |
| BitNet (d=4,k=2,n=6) | 5.4 M | 23.22 | 0.026 |
| BitNet (d=4,k=6,n=2) | 1.7 M | 23.87 | 0.028 |
| Wide ResNet (d=10,k=2,n=2) | 17.1 M | 21.59 | 0.018 |
| BitNet (d=10,k=2,n=2) | 9.6 M | 20.48 | 0.018 |
| BitNet (d=10,k=4,n=1) | 3.9 M | 23.88 | 0.020 |
| Wide ResNet (d=10,k=2,n=3) | 26.8 M | 20.75 | 0.018 |
| BitNet (d=10,k=2,n=3) | $15.6 M$ | 19.29 | 0.018 |
| BitNet (d=10,k=3,n=2) | $10.2 M$ | 19.37 | 0.018 |
| Wide ResNet (d=12,k=2,n=4) | 52.5 M | 20.43 | 0.018 |
| BitNet (d=12,k=2,n=4) | $31.2 M$ | 19.06 | 0.018 |
| BitNet (d=12,k=4,n=2) | 14.9 M | 19.22 | 0.018 |

Table 3.2: Cifar-100 classification error (\%) of the BitNets and Wide ResNets used in our experiments.
four baseline architectures. The BitNet $(d=4, k=4, n=3)$ and the BitNet $(d=4, k=3, n=4)$ can obtain comparable performance with this baseline and the parameter size is only $30 \%$ and $41 \%$ of that of baseline, respectively. The BitNet $(d=4, k=2, n=6)$ is constructed by using more number of blocks but reduce the depth of each block. As shown in Section 3.4.4, this BitNet suffers from a gradient vanishing problem during the training due to use of small $k$ and a large $n$. As a result, the performance slightly degrades. $\operatorname{BitNet}(d=4, k=6, n=2)$ has least parameter size, i.e. only $19 \%$ of baseline's parameter size. However, it also performs worst.
(2) Compared with first baseline $\operatorname{ResNet}(d=4, k=2, n=6)$, the baseline $\operatorname{ResNet}(d=$ $10, k=2, n=2)$ is wider and shallower. The BitNet $(d=10, k=2, n=2)$ outperforms it by $1 \%$ in the Cifar-100 task by using approximately $56 \%$ of baseline ResNet's parameter size. Another configuration of BitNet ( $d=10, k=4, n=1$ ) uses only one BitBlock at each group, resulting in

| Model | Depth | Param | FLOP | Cifar-10 | Cifar-100 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| NIN [50] | - | - | - | 8.81 | 35.67 |
| ELU [13] | - | - | - | 6.55 | 24.28 |
| DSN [47] | - | - | - | 7.97 | 34.57 |
| AllCNN [66] | - | - | - | 7.25 | 33.71 |
| ResNet [24] | 1202 | 10.2 M | - | 4.91 | - |
| preact-ResNet [25] | 1001 | 10.2 M | - | 4.62 | 22.71 |
| Stochastic Depth ResNet [29] | 110 | 1.7 M | - | 5.25 | 24.98 |
| FractalNet [45] | 40 | 22.9 M | - | 5.24 | 22.49 |
| Wide ResNet (d=4,k=2,n=6) [78] | 38 | 8.9 M | $1.34 \times 10^{9}$ | 4.97 | 22.89 |
| BitNet (d=4,k=3,n=4) | 38 | 3.7 M | $0.53 \times 10^{9}$ | 4.82 | $\underline{22.19}$ |
| BitNet (d=4,k=4,n=3) | 38 | 2.7 M | $0.39 \times 10^{9}$ | $\underline{4.65}$ | 22.60 |
| BitNet (d=4,k=2,n=6) | 38 | 5.4 M | $0.78 \times 10^{9}$ | 5.31 | 23.22 |
| BitNet (d=4,k=6,n=2) | 38 | 1.7 M | $0.24 \times 10^{9}$ | 4.77 | 23.87 |
| Wide ResNet (d=10,k=2,n=2) [78] | 14 | 17.1 M | $2.64 \times 10^{9}$ | 4.56 | 21.59 |
| BitNet (d=10,k=2,n=2) | 14 | 9.6 M | $1.32 \times 10^{9}$ | $\underline{4.17}$ | $\underline{20.48}$ |
| BitNet (d=10,k=4,n=1) | 14 | 3.9 M | $0.49 \times 10^{9}$ | 4.97 | 23.88 |
| Wide ResNet (d=10,k=2,n=3) [78] | 20 | 26.8 M | $4.06 \times 10^{9}$ | 4.44 | 20.75 |
| BitNet (d=10,k=2,n=3) | 20 | 15.6 M | $2.21 \times 10^{9}$ | $\underline{\mathbf{3 . 7 8}}$ | $\underline{19.29}$ |
| BitNet (d=10,k=3,n=2) | 20 | 10.2 M | $1.41 \times 10^{9}$ | 3.81 | 19.37 |
| Wide ResNet (d=12,k=2,n=4) [78] | 26 | 52.5 M | $7.87 \times 10^{9}$ | 4.33 | 20.43 |
| BitNet (d=12,k=2,n=4) | 26 | 31.2 M | $4.45 \times 10^{9}$ | $\underline{4.07}$ | $\underline{\mathbf{1 9 . 0 6}}$ |
| BitNet (d=12,k=4,n=2) | 26 | 14.9 M | $2.06 \times 10^{9}$ | 4.11 | 19.22 |

Table 3.3: Classification error (\%) of CNNs for the Cifar-10/100 datasets. Using the same depth and block width, our BitNets can outperform Wide ResNets with considerably less number of parameter size. Underlined numbers indicate the best performance among models having the same depth and same block width. Bold numbers denote the best performance obtained for all models. Definition of $d, k$ and $n$ are given in Table 3.1. All of Wide ResNets and our BitNets are trained using data augmentation and without using dropout.
only $23 \%$ of baseline's parameter size. However, the performance is also degraded by more than $1 \%$ using the Cifar-100 dataset. For the Cifar-10 dataset, both BitNets obtain similar performance compared to the baseline.
(3) For the Wide ResNet $(d=10, k=2, n=3)$, both BitNets obtain more than $1 \%$ performance boost using the Cifar-100 dataset. For the Cifar-10 dataset, the performance boost is more than $0.5 \%$. Notably, the parameter size of the BitNet $(d=10, k=3, n=2)$ is only $38 \%$ of the parameter size of the baseline.
(4) The Wide ResNet $(d=12, k=2, n=4)$ has the largest parameter size among four baseline models. Our two BitNets both outperform the baseline by more than $1 \%$ accuracy. Note that the parameter size of the BitNet $(d=12, k=4, n=2)$ is only $28 \%$ of that of the baseline.

We emphasize that the performance of baseline Wide ResNets are already close to the state-of-the-art. Thus more than $1 \%$ boost of the accuracy is obtained. To summarize, most of our BitNets can achieve better or approximately equal accuracy using less number of parameters, which indicates that our binary tree architecture can improve the parameter size and accuracy trade-off of baseline Wide ResNets. There are two BitNets whose accuracy are roughly $1 \%$ lower than that of their baselines. This is possibly because they use too less number of BitBlocks causing insufficient expressive capacity. The rest of BitNets obtain sufficient expressive capacity with a relatively less number of parameter size. Compared with other previous models such as Stochastic Depth ResNet [29] and FractalNet [45], our BitNets can outperform them using less number of parameter size.

### 3.4.2 ILSVRC12

To evaluate the proposed architecture on a large scale image classification task, we also use the training and validation dataset of ILSVRC12 [59], which consists of 1.3 M training images and 50,000 validation images belonging to 1000 categories. During training, data augmentation and image preprocessing methods are used as follows. The image is cropped by scale and aspect ratio augmentation method [69], and then resized to $224 \times 224$. A random horizontal flip is also applied. The input images are mean subtracted and variance normalized on each RGB channel. The color

| Group | BitNet-26 | BitNet-34 | Output Size |
| :--- | :---: | :---: | :---: |
| conv1 | conv $7 \times 7,64$ channels, stride 2 | $112 \times 112$ |  |
| conv2 | max pooling $3 \times 3$, stride 2 |  | $56 \times 56$ |
|  | $\mathrm{~b}(256,4) \times 2$ |  |  |
| conv3 | $\mathrm{b}(192,3) \times 1$ <br> $\mathrm{~b}(256,3) \times 1$ | $\mathrm{~b}(384,4) \times 2$ | $28 \times 28$ |
| conv4 | $\mathrm{b}(384,3) \times 2$ | $\mathrm{~b}(512,4) \times 2$ | $14 \times 14$ |
| conv5 | $\mathrm{b}(512,3) \times 1$ <br> $\mathrm{~b}(768,3) \times 1$ | $\mathrm{~b}(768,4) \times 2$ | $7 \times 7$ |
| gap | global average pooling |  | $1 \times 1$ |
| fc | 1000 -way softmax |  |  |
| Param. | 12.79 M | 22.99 M |  |
| FLOP | $2.8 \times 10^{9}$ | $7.8 \times 10^{9}$ |  |
| Depth | 26 |  | 34 |

Table 3.4: Structure of BitNets used for ILSVRC12 classification task. $\mathbf{b}(d, k) \times n$ refers to a stack of $n$ BitBlocks with width $d$ and depth $k$. All convolutional layers employed in each BitBlock use filters of size $3 \times 3$. The output size is reduced by applying stride 2 at the first convolutional layer of first block in some groups.
distortion methods proposed in [41] and [28] are both used. For validation, the image is resized such that its shorter side is 256 , and a center crop of $224 \times 224$ are used to test. Batch size is 256 split on 8 GPUs. The initial learning rate is 0.1 and is reduced by $10^{-1}$ at each 30 epoch. The training is finished at the 90 -th epoch. Following [24], stochastic gradient descent (SGD) with momentum 0.9 is used as our optimizer and the weight decay is set as 0.0001 . Batch Normalization is used in every convolutional layer before ReLU. We didn't use dropout [67] in any BitNet.

In this task, we first construct two BitNets (BitNet-26 and BitNet-34) in order to compare their performance with that of ResNet-34 [24]. The details of models are given in Table 3.4. Then we construct several versions of BitNets each of which has the same depth and width as wide ResNet-18 and wide ResNet-34 have. The details of wide BitNets are given in Table 3.5 and 3.6.

Classification results are given in Table 3.7. The results show that our BitNets have better

| Group | Wide ResNet-18 | Wide BitNet-18 | Output Size |
| :--- | :---: | :---: | :---: |
| conv1 | conv $7 \times 7,64$ channels, stride 2 | $112 \times 112$ |  |
| conv2 | max pooling $3 \times 3$, stride 2 |  | $56 \times 56$ |
|  | $\mathrm{r}(64 \times d, 2) \times 2$ | $\mathrm{~b}(64 \times d, 2) \times 2$ |  |
| conv3 | $\mathrm{r}(128 \times d, 2) \times 2$ | $\mathrm{~b}(128 \times d, 2) \times 2$ | $28 \times 28$ |
| conv4 | $\mathrm{r}(256 \times d, 2) \times 2$ | $\mathrm{~b}(256 \times d, 2) \times 2$ | $14 \times 14$ |
| conv5 | $\mathrm{r}(512 \times d, 2) \times 2$ | $\mathrm{~b}(512 \times d, 2) \times 2$ | $7 \times 7$ |
| gap | global average pooling |  | $1 \times 1$ |
| fc | 1000 -way softmax |  |  |
| Depth | 18 |  |  |

Table 3.5: Structure of 18-layer wide ResNets/BitNets used for ILSVRC12 classification task. $\mathrm{r} / \mathrm{b}(64 \times d, k) \times n$ refers to a stack of $n$ Residual/BitBlocks with width $64 \times d$ and depth $k$. All convolutional layers employed in each BitBlock use filters of size $3 \times 3$. The output size is reduced by applying stride 2 at the first convolutional layer of the first block in some groups.

| Group | Wide BitNet-34-A | Wide BitNet-34-B | Wide BitNet-34-C | Output Size |
| :--- | :---: | :---: | :---: | :---: |
| conv1 | conv $7 \times 7,64$ channels, stride 2 |  |  | $112 \times 112$ |
| conv2 | max pooling $3 \times 3$, stride 2 |  |  | $56 \times 56$ |
|  | $\mathrm{~b}(128,3) \times 2$ | $\mathrm{~b}(128,3) \times 2$ | $\mathrm{~b}(128,2) \times 2$ |  |
| conv3 | $\mathrm{b}(256,4) \times 2$ | $\mathrm{~b}(256,4) \times 2$ | $\mathrm{~b}(256,2) \times 3$ | $28 \times 28$ |
| conv4 | $\mathrm{b}(512,3) \times 4$ | $\mathrm{~b}(512,3) \times 4$ | $\mathrm{~b}(512,3) \times 4$ | $14 \times 14$ |
| conv5 | $\mathrm{b}(1024,3) \times 2$ | $\mathrm{~b}(1024,2) \times 3$ | $\mathrm{~b}(1024,3) \times 3$ | $7 \times 7$ |
| gap | global average pooling |  |  |  |
| fc | 1000 -way softmax |  |  |  |
| Param. | 33.88 M | 44.50 M | 46.91 M |  |
| FLOP | $5.28 \times 10^{9}$ | $5.80 \times 10^{9}$ | $6.39 \times 10^{9}$ |  |
| Depth | 34 |  |  |  |

Table 3.6: Structure of 34-layer wide BitNets used for ILSVRC12 classification task. $\mathbf{b}(d, k) \times n$ refers to a stack of $n$ BitBlocks with width $d$ and depth $k$. All convolutional layers employed in each BitBlock use filters of size $3 \times 3$. The output size is reduced by applying stride 2 at the first convolutional layer of the first block in some groups.
parameter size and accuracy trade-off compared to ResNets. Specifically, BitNet-34 outperforms ResNet-34 B by $1 \%$ using the same parameter size, while their depth is the same. Another smaller BitNet-26 obtains 1\% higher error compared to ResNet-34 B. However it is shallower and the parameter size is approximately $50 \%$ of ResNet-34 B. Compared to model FractalNet-34, BitNet-34 also outperforms it. BitNet-26 outperforms ResNet-18 B by approximately $2 \%$ accuracy using the same number of parameters. Increasing the width of ResNet-18 by methods proposed in [78] can improve the accuracy. However the cost for the improvement is also huge. BitNet-26 and ResNet-18 B width $\times 1.5$ have comparable accuracy, but the number of parameters of our BitNet is only $49 \%$ of parameters of ResNet. Similarly, the parameter size of BitNet-34 is only $50 \%$ of that of ResNet-18 width $\times 2$.

In terms of comparison between wide versions, the proposed Wide BitNets obtain better classification accuracy and parameter size trade-off than Wide ResNets. Specifically, Wide BitNet-18 Width $\times 2$ outperforms Wide ResNet-18 Width $\times 1.5$ by $0.36 \%$ accuracy using the same number parameters of ResNet. As the width further increases, the advantage of our BitNets seems more notable. Wide BitNet-18 Width $\times 3$ outperforms Wide ResNet-18 Width $\times 2$ by $0.86 \%$ on the single crop test by using $1.27 \times$ parameters of ResNet.

We also investigate different configurations of depth and number of blocks on the ILSVRC12 task. As shown in Table 3.6, we construct three types of Wide BitNet-34 by using different number of BitBlocks and depth, tagged as A, B, C. Wide BitNet-34-A has the least number of parameters due to the least number of BitBlocks but with relatively larger depth for each block. As a result, the accuracy of Wide BitNet-34-A is the lowest. By reducing the depth for each block and using larger number of blocks, we can obtain better performance by the cost of slight increase of parameter size.

To summarize, the proposed BitNet models obtain better parameter size and accuracy trade-off compared to baseline ResNets. In some structures, BitNets can obtain better performance than ResNets even with considerably less number of parameters. Our proposed BitNet architectures also outperform tree structure net FractalNet-34.

| Model | Single <br> Crop | Ten <br> Crop | Param |
| :--- | :---: | :---: | :---: |
| FractalNet-34 [45] | - | 24.12 | - |
| ResNet-18 B [24] | 30.43 | 28.22 | 13.1 M |
| Width $\times 1.5$ [78] | 27.06 | - | 25.9 M |
| Width $\times 2$ [78] | 25.58 | - | 45.6 M |
| Width $\times 3$ [78] | 24.06 | - | 101.8 M |
| ResNet-34 B [24] | 26.73 | 24.76 | 23.2 M |
| Width $\times 1.5$ [78] | 24.50 | - | 48.6 M |
| Width $\times 2$ [78] | 23.39 | - | 86.0 M |
| BitNet-26 | 27.74 | 25.83 | 12.8 M |
| BitNet-34 | 25.46 | 23.77 | 23.0 M |
| Wide BitNet-18 Width $\times 2$ | 26.70 | 24.61 | 26.10 M |
| Wide BitNet-18 Width $\times 3$ | 24.72 | 22.77 | 57.89 M |
| Wide BitNet-18 Width $\times 4$ | 24.10 | 22.16 | 102.18 M |
| Wide BitNet-34-A | 25.02 | 23.00 | 33.88 M |
| Wide BitNet-34-B | 24.88 | 22.92 | 44.50 M |
| Wide BitNet-34-C | 24.73 | 22.55 | 46.91 M |

Table 3.7: Single model, Top-1 classification error (\%) obtained using the ILSVRC12 validation dataset.

### 3.4.3 Experimental Analyses of the Effect of Depth of BitBlocks to Classification Performance

In this subsection, we observe that BitBlocks having different depth may provide different performance using the same width $d$ and same number of BitBlocks $n$ (see BitNet ( $d=10, k=3, n=2$ ) and BitNet $(d=10, k=2, n=2)$ in Table 3.3). Thus, we further analyze how performance of BitNets changes with respect to the depth of BitBlocks. Specifically, we evaluate BitNet $(d=4, k, n=4)$ (a deep-narrow one) and BitNet $(d=12, k, n=2)$ (a relatively shallowerwider one) by setting different values to $k$. The results are given in Table 3.8. As illustrated in the
table, as $k$ increases, both BitNets gain a performance boost due to an increase on the expressive capacity. Note that for the $\operatorname{BitNet}(d=12, k, n=2)$ employed using the Cifar-100, there is almost a $4 \%$ performance boost from $k=1$ to $k=2$ with a $33 \%$ increase of parameter size. We observe that the performance boosts further as $k$ increases. These observations match our theoretical analyses provided in Section 3.3.3, which states that as $d$ and $n$ are fixed, increasing $k$ can increase the expressive capacity of a BitNet with a small increase of parameter size. However, the boosting trend tends to be saturated after $k \geq 3$, and the increase of parameter size is also neglectable. This can be explained as follows. As $k$ increases, the width of convolutional layer also decreases in the binary tree architecture resulting in a saturated expressive capacity. Additionally, we also observe that wider BitNets $(d=12)$ gain more performance boost than a narrower Bitnet $(d=4)$ with the same increase on $k$. This is simply because the increased layers in the wider BitNet are wider than narrower one, thus it can increase more expressive capacity.

The output of a BitBlock is a concatenation of leaf nodes of our binary tree architecture. As leaf nodes have different depth to the root node of a BitBlock, we analyze the contribution of different leaf nodes to the classification performance. To this end, we disable a given leaf node by setting the activation values of the leaf node as zero during the inference time. Then, the decreased classification accuracy is used to measure the contribution of the given leaf node in the BitBlock. The more accuracy is decreased, the more contribution the given leaf node has. Note that similar methods are used in Random Forest [9] models to analyze the importance of features. Specifically, we first train a baseline BitNet on the Cifar-10 dataset using an architecture BitNet $(d=4, k=3, n=3)$. The test classification error of the baseline is $6.32 \%$. We then disable leaf nodes in the last BitBlock (the one closest to the classification layer) of the baseline BitNet. The disabled leaves and the corresponding increased test errors are shown in Figure 3.8 . We perform analyses using four disabling scenarios, in each of which we disable $\frac{D}{4}$ neurons ( $D$ is the total number of neurons of the concatenated output) from different leaves. In the first two scenarios shown in Figure 3.8a and 3.8b, we disable neurons of a leaf node with the lowest depth. As a result, the error increases by $0.05 \%$ and $0.35 \%$, respectively. In Figure 3.8c, we disable the leaf node computed from the intermediate layer, and the error increases by $0.55 \%$. In Figure 3.8d, the leaves used at the highest layer are disabled, and the


Figure 3.8: An analysis of contribution of leaf nodes to the classification performance. The gray zone denotes the neurons disabled during the test phase by setting their activation values to zero. $\Delta$ error is the increased error obtained after disabling the neurons.
error increases by $0.74 \%$. Thus, the leaves used at the higher layers have more contribution than those used at the lower layers in terms of the classification performance.

### 3.4.4 Experimental Analyses of Gradient Vanishing Problem

In this section, we analyze our BitNets considering the gradient vanishing problem. Specifically, during the training of a BitNet or Wide ResNet employed using the Cifar-100, we compute the mean magnitude (L2-norm) of gradient obtained at the first convolutional layer per epoch. The results are given in Figure 3.9. We analyze nine models having different depth but the same width $d=4$. In

|  | $\begin{gathered} \text { BitNet } \\ (d=4, k, n=4) \end{gathered}$ |  | $\begin{gathered} \text { BitNet } \\ (d=12, k, n=2) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Param. | Cifar-10/100 | Param. | Cifar-10/100 |
| $k=1$ | 2.7 M | 4.98/23.54 | 10.3M | 6.02/23.80 |
| $k=2$ | 3.5 M | 4.68/22.72 | 13.8M | 4.02/19.86 |
| $k=3$ | 3.7 M | 4.82/22.19 | 14.7M | 3.98/18.97 |
| $k=4$ | 3.7 M | 4.69/22.65 | 14.9M | 4.11/19.22 |
| $k=5$ | 3.7 M | 4.69/22.86 | 15.0 M | 4.09/18.95 |
| $k=6$ | 3.7 M | 4.77/22.69 | 15.0M | 4.19/19.51 |

Table 3.8: Cifar-10/100 classification error (\%) of two BitNets with respect to $k$. Definition of $d, n$, and $k$ are given in Table 3.1 .
the figure, wide resnet-38 refers to the Wide $\operatorname{ResNet}(d=4, k=2, n=6)$ having 38 layers, and plainnet-38 is the one designed without using residual shortcut connections. Models denoted by $\mathrm{b}(d, k, n)-m$ are the proposed BitNets and $m$ is the total depth.

As we can see from the figure, for all models having 38 layers, our BitNet $\mathbf{b}(4,6,2)-38$ shows the strongest magnitude, even stronger than wide resnet-38. This result indicates that using concatenation in the proposed binary tree architecture can ease the gradient vanishing problem. We also observe that gradient becomes weaker as the number of blocks $n$ is increased and the depth $k$ of each BitBlock is reduced. For instance, for all 38 layers BitNets, the magnitude can be roughly sorted by $\mathbf{b}(4,2,6)-38$ weaker than $\mathbf{b}(4,3,4)-38$ weaker than $\mathbf{b}(4,4,3)-38$ weaker than $\mathrm{b}(4,6,2)-38$ according to the strength of the magnitude. This observation reflects that as $n$ increases and $k$ decreases, features obtained at less number of lower layers are concatenated to form the output of each BitBlock. In general, the gradients propagate more layers to reach lower layers.

We also analyze how the gradient magnitude changes with respect to BitBlock's depth $k$ if $d$ and $n$ are fixed. As we can see, $\mathrm{b}(4,1,2)-8$ shows the strongest magnitude of gradient among all nine models as expected because it is the shallowest model. By increasing $k$, we observe that for BitNet $\mathbf{b}(4,2,2)-14$ and $\mathbf{b}(4,4,2)-26$, the magnitude is decreased because more layers are used to propagate gradient in BitBlocks.


Figure 3.9: Mean magnitude (L2-norm) of gradient of the first convolutional layer computed per epoch during training phase. $\mathbf{b}(d, k, n)-m$ refers to an $m$-layer BitNet with structure configuration $(d, k, n)$ defined in Table 3.1. Best viewed in color print.

The errors obtained for nine models are given in Table 3.9. Although $\mathbf{b}(4,1,2)-8$ and $\mathbf{b}(4,2,2)-$ 14 show stronger gradient magnitude than wide resnet-38, they provide higher classification errors. This is mainly because the depth of these two BitNets is too small resulting in insufficient expressive capacity. BitNet $b(4,4,3)-38$ obtains comparable classification performance by using larger depth. The gradient magnitude of BitNet $\mathbf{b}(4,4,3)-38$ is also comparable with that of resnet, which benefits from the proposed binary tree architecture. Without using binary tree architecture, the gradient magnitude of plainnet-38 is weaker than that of resnet-38 and the final classification error is larger.

| Model | Param. | Error |
| :--- | :---: | :---: |
| wide resnet-38 | 8.9 M | 22.89 |
| plainnet-38 | 8.9 M | 29.13 |
| $\mathrm{~b}(4,1,2)-8$ | 1.2 M | 29.19 |
| $\mathrm{~b}(4,2,2)-14$ | 1.5 M | 25.45 |
| $\mathrm{~b}(4,4,2)-26$ | 1.7 M | 22.72 |
| $\mathrm{~b}(4,6,2)-38$ | 1.7 M | 23.87 |
| $\mathrm{~b}(4,2,6)-38$ | 5.4 M | 23.22 |
| $\mathrm{~b}(4,3,4)-38$ | 3.7 M | 22.19 |
| $\mathrm{~b}(4,4,3)-38$ | 2.7 M | 22.60 |

Table 3.9: Cifar-100 classification error (\%) of the models illustrated in Figure 3.9 .

### 3.5 Conclusions

In this chapter, we introduce and analyze a binary tree architecture to truncate architecture of wide networks considering their parameter size and accuracy trade-off. In the proposed architecture, the width at each layer is incrementally reduced from lower layers to higher layers. Also, features obtained at different layers are concatenated to form the output of our architecture. In our experiments, the networks which are designed using the proposed architecture, called BitNets, can obtain better parameter size and accuracy trade-off on several benchmark datasets compared to baseline networks endowed with conventional architectures. Additionally, in our experimental analyses, we observe that the concatenation structure can ease the gradient vanishing problem. We also provide a theoretical analyses of the expressive capacity of BitNets and the optimality of learned representations by BitNets. In our future work, we plan to use BitNets for object detection tasks.

## Chapter 4

## Integrating Deep Features for Material Recognition

This chapter considers the problem of material recognition. Motivated by observation of close interconnections between material and object recognition, we study how to select and integrate multiple features obtained by different models of Convolutional Neural Networks (CNNs) trained in a transfer learning setting. To be specific, we first compute activations of features using pre-trained CNNs on images to select a set of samples which are best represented by the features. Then, we measure uncertainty of the features by computing entropy of class distributions for each sample set. Finally, we compute contribution of each feature to classes discrimination for feature selection and integration. Experimental results show that the proposed method achieves state-of-the-art performance on two benchmark datasets for material recognition. Additionally, we introduce a new material dataset, named EFMD, which extends Flickr Material Database (FMD). By the employment of the EFMD for transfer learning, we achieve $84.0 \% \pm 1.8 \%$ accuracy on the FMD dataset, which is close to the reported human performance $84.9 \%$.

### 4.1 Motivation

In this chapter, we consider a material recognition problem, which is to identify material categories such as glass or fabric of an object (i.e., the material from which the object is made) using its single RGB image. We are particularly interested in employment of interconnection between material and object recognition, by utilizing which we aim to perform material recognition accurately. More precisely, we aim to develop a method that can efficiently transfer feature representations learned for different tasks/datasets including object recognition to a target task of material recognition. Toward this end, using convolutional neural networks (CNNs) [41, 65], we study how to select and integrate multiple features obtained by different models of CNNs trained using different datasets to perform different tasks.

Various studies of psychophysics [64, 53] imply that material perception in human vision is interconnected with perception of object category. An observation is that human can perceive some material properties and categories of objects only after correct recognition of the object categories. An example is shown in Figure 4.1a. This dependency can be reversed; object category of some objects can be correctly recognized only after accurate perception of material category of the objects. In this work, we conjecture that there exist mutual dependencies between perception of objects and materials. This interpretation can be further generalized to wider contexts such as perception of scene and texture, although we focus on the relationship between object and material categories in this work.

However, it is challenging to model such dependencies, and utilize them to accurately perform a task of interest (material recognition in our case). For example, it is possible that an image belonging to an object category flower may belong to one of the material categories; plastic, paper, and foliage (see Figure 4.1b). In addition to such category-level dependency, we consider representation-level dependency, which is much more complicated. It is obvious that not every representation learned for object recognition is beneficial for material recognition, due to divergent appearance that a material category may exhibit. Hence, it is important to select useful object and material features for the material recognition task.


Figure 4.1: (a) An example of integration of knowledge of object and material representations for material recognition. We can first recognize a target image (the image patch residing within the red rectangle) as a photo frame (object), and then we infer the photo frame as glass category (material). (b) As shown in the first row, circle shape appears in three different material categories. The second row shows that features that represent flowers are not merely peculiar to foliage.

In this chapter, we propose a feature selection method to select and combine deep features learned using a transfer learning setting. The contributions of this chapter are summarized as follows:

- We propose a method for material recognition by selecting and integrating multiple features of different CNN models. They are pre-trained on different datasets/tasks and, if possible and necessary, they are further fine-tuned on the target task/dataset in advance.
- We introduce an extended version of the benchmark material dataset (namely, FMD [62]), called EFMD which is ten times larger than the FMD dataset. The images of EFMD are selected according to surface properties of objects observed in the images that are similar to that of FMD. By the employment of EFMD for transfer learning, we achieve $84.0 \% \pm 1.8 \%$ accuracy on FMD, which is close to human performance (84.9\%) [63].

The rest of this chapter is organized as follows. We summarize related work in Section 4.2, The proposed method is introduced in Section 4.3. Section 4.4 provides experiments conducted on several benchmark datasets. Section 4.5 concludes the section.

### 4.2 Related Work

Surface properties of materials, and the relationship between perception of material and object categories are analyzed in [63, 64]. They first proposed a well-designed benchmark dataset called FMD. Then, they designed descriptors to extract hand-crafted features for representation of various surface properties such as color, texture and shape for material recognition in [63]. Moreover, the relationship between object and material recognition was analyzed for accurate and fast perception of materials in [64].

In [12], a filter bank based method was developed using CNNs for texture recognition. The authors achieved state-of-the-art performance using several benchmark datasets for texture recognition and material recognition, including $82.4 \%$ accuracy on the FMD dataset. In [60], a method was proposed to discover local material attributes from crowdsourced perceptual material distances. They show that without relying on object cues (e.g., outlines, shapes), material recognition can
still be performed by employing the discovered local material attributes. In this work, we focus on utilizing object cues for material recognition.

Commonly used feature selection methods can be categorized into wrapper methods [38, 35, 58] and filter methods $[8,77,22,49,57,2,44]$. Wrapper methods are used to select features by training a classifier on a subset of features, and determine the utility of these features according to the accuracy of the classifier. Features are ranked according to particular criteria using filter methods. For instance, correlation coefficients were used in [77] to measure importance of each individual feature. Mutual information is also a popular criterion used for ranking features [2, 44, 57]. A max-relevance and min-redundancy criterion was proposed in [57]. However, in this method, they compute mutual information of each pair of features at each iteration to evaluate redundancy of features. Therefore, the computation cost of the algorithm was increased with the number of candidate features. In [76], a feature selection method was proposed based on a variant of Adaboost. In this method, each feature is considered as a weak classifier. At each iteration, a weak classifier that performs best is selected, and the weights assigned to samples are updated. An advantage of boosting based feature selection methods is reduction of running time for the training phase. In this paper, we propose a filter-based feature selection method in order to select the most discriminative features efficiently by minimizing an entropy criterion in a boosting scheme.

### 4.3 Feature Selection and Integration for Deep Representations

In this section, we propose a method to analyze and integrate multiple features extracted by different CNNs pretrained on different tasks.

### 4.3.1 Outline of the Method

In our approach, we first extract features from material images using multiple CNN models trained using/for different datasets/tasks. We identify a feature by an activation value of a unit (neuron) computed at a layer of a CNN. If it is possible and necessary, CNN models can be fine-tuned on the training samples of the target task of material recognition. We then consider each individual feature
as a weak classifier, although we do not explicitly train a weak classifier for each feature unlike employed in [76]. Instead, we utilize the class entropy as a criterion to measure how discriminative each feature is. As suggested in [18, 79], the images maximizing a feature value are determined as the most representative samples for utilization of the feature. Thus, we calculate class entropy for each feature using a set of images on which the activation value of the feature is maximized, and then use a weighted sum of the class entropy over the image set. A weight is given to each sample in the training data. Initially, we assign equal weights for all the samples. Then, the proposed method updates the weights, and selects features, iteratively. At each iteration, the most discriminative feature is selected for integration according to the weighted class entropy. Meanwhile, the weights of images on which an integrated feature is activated are penalized according to the class entropy. This procedure enables us to select a set of the most discriminative features for a given set of features.

### 4.3.2 Details of the Algorithm

Suppose that we are given $N$ image datasets $\mathcal{D}_{n}=\left\{\left(I_{i}, Y_{i}\right)\right\}_{i=1}^{M_{n}}, n=1,2, \ldots, N$, where $I_{i} \in \mathcal{X}_{n}$ is the $i$-th image, $Y_{i} \in \mathcal{Y}_{n}$ is the corresponding class label, and the samples $\left\{\left(I_{i}, Y_{i}\right)\right\}_{i=1}^{M_{n}}$ are independent and identically distributed (i.i.d.) according to a distribution $\mathcal{P}_{n}$ on $\mathcal{X}_{n} \times \mathcal{Y}_{n}$. We then train a CNN using each dataset $\mathcal{D}_{n}$ for the associated task. Our method can be used in case CNNs have identical or different network architectures. Given a layer (or a combination of layers) of a CNN trained on $\mathcal{D}_{n}{ }^{1}$, we use $\Phi_{n}$ to denote the mapping from an input image to the activation value of the layer(s) computed by the CNN. Given a new dataset $\mathcal{D}_{b}=\left\{\left(I_{i}, Y_{i}\right)\right\}_{i=1}^{M_{b}}$, we express the activation value of an image $I_{i}$ of the sample $\left(I_{i}, Y_{i}\right) \in \mathcal{D}_{b}$ by $\mathbf{x}_{n b, i}=\Phi_{n}\left(I_{i}\right)$.

In this work, we aim to extract features from a given set of material images $\mathcal{D}_{b}$ by employing different CNNs independently trained using images of objects and materials. Therefore, we consider only datasets $\mathcal{D}_{n}, \forall n$, consisting of images of objects and/or materials. For the sake of simplicity of the notation and concreteness, we denote $\mathbf{x}_{m} \triangleq \Phi_{n}\left(I \in \mathcal{D}_{b}\right)$ and $\mathbf{x}_{o} \triangleq \Phi_{n^{\prime}}\left(I \in \mathcal{D}_{b}\right)$ by features extracted from an image $I \in \mathcal{D}_{b}$ employing $\Phi_{n}$ learned using a dataset of material images $\mathcal{D}_{n}$, and employing $\Phi_{n^{\prime}}$ using a dataset of object images $\mathcal{D}_{n^{\prime}}$, respectively. Then the feature vectors $\mathbf{x}_{o}$ and

[^1]$\mathbf{x}_{m}$ are concatenated to obtain a feature vector $\mathbf{x}_{c}=\left[\mathbf{x}_{o}, \mathbf{x}_{m}\right]$.
In the proposed method, we model class discriminative features using a classifier that will be employed on concatenated features $\mathbf{x}_{c}$ by improving discriminative properties of features $\mathbf{x}_{m}$ and $\mathbf{x}_{o}$, for classification of material images belonging to a dataset $\mathcal{D}_{b}$. For this purpose, we consider each individual feature as a weak classifier as suggested in [76]. However, we do not explicitly train a weak classifier for each feature. Instead, we first analyze the discriminative property of each individual feature belonging to $\mathbf{x}_{m}$ and $\mathbf{x}_{o}$.

In CNNs implemented using ReLU activation functions ([41, 65]), the features that are represented in an individual neuron are visualized by analyzing and selecting the images on which the activation value of the neuron is maximized [18, 79]. In our method, we also employ this idea to measure contribution of features to discrimination of classes. Suppose that we are given a set of realizations of concatenated features $\mathcal{C}=\left\{\left(x_{c, i}, Y_{i}\right)\right\}_{i=1}^{M_{b}}$ extracted from $\mathcal{D}_{b}$, where $x_{c, i}$ denotes a realization of concatenated feature extracted form $i$-th image in $\mathcal{D}_{b}$. The $j$-th individual feature $\mathbf{x}_{c}^{(j)}$ of $\mathbf{x}_{c}$ is investigated by searching for top $K$ samples that have maximal positive feature values on $\mathbf{x}_{c}^{(j)}$ :

$$
\begin{array}{r}
\mathcal{T}_{j}=\left\{\left(x_{c, k}, Y_{k}\right)\right\}_{k=1}^{K} \\
\text { s.t. } \quad x_{c, k}^{(j)}>x_{c, i}^{(j)}, \quad x_{c, k}^{(j)}>0,  \tag{4.1}\\
\forall\left(x_{c, k}, Y_{k}\right) \in \mathcal{T}_{j}, \\
\forall\left(x_{c, i}, Y_{i}\right) \in \mathcal{C} \backslash \mathcal{T}_{j} .
\end{array}
$$

An example of top samples (Girshick et al.[18]) is shown in Figure 4.2.
Note that, the samples belonging to $\mathcal{T}_{j}$ can reveal some properties of the feature $\mathbf{x}_{c}^{(j)}$. Then, we compute the discriminative property of $\mathbf{x}_{c}^{(j)}$ by computing the class entropy in the set $\mathcal{T}_{j}$ by

$$
\begin{equation*}
H_{j}(Y)=-\sum_{\left(x_{c, k}, Y_{k}\right) \in \mathcal{T}_{j}} p\left(Y_{k}\right) \log p\left(Y_{k}\right) . \tag{4.2}
\end{equation*}
$$

In the next part of the proposed method, we select most discriminative features for discrimination


Figure 4.2: An example of top images (Girshick et al.[18]), the white bounding boxes show the receptive fields and activation values. Each row shows top eight images that have maximal activation values for each feature.
of the whole dataset. Given a set of individual features $\mathcal{F}=\left\{\mathbf{x}_{c}^{(j)}\right\}_{j=1}^{J}\left(J=\operatorname{dim}\left(\mathbf{x}_{c}\right)\right)$, we initialize a set of features to be integrated $\mathcal{S}=\emptyset$, and assign equal weights $w_{i}=1$ to each sample $\left(x_{c, i}, Y_{i}\right) \in \mathcal{C}$.

Next, we select a feature that has minimum weighted class entropy by

$$
\begin{equation*}
\mathbf{x}_{c}^{(\sigma)}=\underset{\mathbf{x}_{c}^{(j)} \in \mathcal{F}}{\arg \min } \sum_{\left(x_{c, k}, Y_{k}\right) \in \mathcal{T}_{j}} w_{k} * H_{j}(Y), \tag{4.3}
\end{equation*}
$$

and update the sets $\mathcal{S}=\mathcal{S} \cup\left\{\mathbf{x}_{c}^{(\sigma)}\right\}, \mathcal{F}=\mathcal{F} \backslash\left\{\mathbf{x}_{c}^{(\sigma)}\right\}$. Then, we penalize the top $K$ samples $\left(\mathbf{x}_{c, k}, Y_{k}\right) \in \mathcal{T}_{\sigma}$ of the integrated feature using

$$
\begin{equation*}
w_{k}=w_{k} *\left(1+H_{\sigma}(Y)^{-1}\right) . \tag{4.4}
\end{equation*}
$$

A pseudo-code of our algorithm is shown in Algorithm 1.

Example 4.3.1. We give a simple example to explain our method more intuitively. Suppose that we


Algorithm 1: Integration of features extracted using deep representations of CNNs.
are given two features $\mathbf{x}_{c}^{(1)}$ and $\mathbf{x}_{c}^{(2)}$. We first select top 10 samples for each feature, and obtain their labels:

|  | Label |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}_{c}^{(1)}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 |
| $\mathbf{x}_{c}^{(2)}$ | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 3 | 3 | 3 |

Then, we compute the weighted class entropy for the top samples using (4.2) and (4.3) according to their weights and labels:

|  | Label, Weight |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}_{c}^{(1)}$ | $1, w_{1}$ | $1, w_{2}$ | $1, w_{3}$ | $1, w_{4}$ | $1, w_{5}$ | $1, w_{6}$ | $1, w_{7}$ | $1, w_{8}$ | $1, w_{9}$ | $2, w_{10}$ |  |  |  |  |  |  |  |
| $\mathbf{x}_{c}^{(2)}$ | $1, w_{1}$ | $1, w_{2}$ | $1, w_{3}$ | $1, w_{4}$ | $2, w_{5}$ | $2, w_{6}$ | $2, w_{7}$ | $3, w_{8}$ | $3, w_{9}$ | $3, w_{10}$ |  |  |  |  |  |  |  |

Next, we select the feature that minimizes the weighted class entropy using (4.2), and penalize the top samples of the selected feature $\left(\mathrm{x}_{c}^{(1)}\right)$ using (4.4):

|  | Label,Weight |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}_{c}^{(1)}$ | $1, w_{1} \uparrow$ | $1, w_{2} \uparrow$ | $1, w_{3} \uparrow$ | $1, w_{4} \uparrow$ | $1, w_{5} \uparrow$ | $1, w_{6} \uparrow$ | $1, w_{7} \uparrow$ | $1, w_{8} \uparrow$ | $1, w_{9} \uparrow$ | $2, w_{10} \uparrow$ |
| $\mathbf{x}_{c}^{(2)}$ | $1, w_{1}$ | $1, w_{2}$ | $1, w_{3}$ | $1, w_{4}$ | $2, w_{5}$ | $2, w_{6}$ | $2, w_{7}$ | $3, w_{8}$ | $3, w_{9}$ | $3, w_{10}$ |

After repeating the previous steps by $T$ times, we can select top $T$ features.

### 4.4 Experimental Analysis

### 4.4.1 Datasets

In the experiments, we used three benchmark datasets (see Table 4.1). FMD dataset [62] consists of 10 material categories each of which contains 100 images. In the FMD, the samples were selected manually from Flickr covering different illumination conditions, colors, texture and their composition. MINC is a large scale material recognition dataset [3]. It contains 3 million images belonging to 23 categories.

In addition, we introduce a new dataset called EFMD which is an extended version of the FMD. EFMD consists of the same categories that are used in FMD, each of which contains 1,000 images. Thus, the size of EFMD is 10 times larger than the size of FMD. While constructing EFMD, we aim to make it as similar to FMD as possible in the context of visual perception and recognition. Specifically, we first pick 100,000 images from Flickr by text searching. Then we ask Amazon Mechanical Turkers to choose the images that are similar to FMD images. In each Human Intelligence Task, we present 10 candidate images to a Turker along with three good examples (FMD images) and six bad examples, and ask the Turker to select good ones. Publishing each Human Intelligence Task for three Turkers, we only select images that are selected by all the Turkers. We then manually crop these images to adjust the scale of an object appearing in the images. Note that the images belonging to FMD will not be selected and merged into EFMD to make sure that there is no overlapping between them. In Figure 4.3, we list some example images of FMD and EFMD.

Each of FMD and EFMD datasets is randomly split into two subsets of equal size; one is used

| Datasets | \# Categories | \# Samples | \# Train | \# Test | \# Splits |
| :--- | :--- | :--- | :--- | :--- | :--- |
| FMD | 10 | 1,000 | 500 | 500 | 10 |
| EFMD | 10 | 10,000 | 5,000 | 5,000 | 10 |
| MINC | 23 | 3 Million | Training | Validation/Test | - |

Table 4.1: Datasets used in experiments.


Figure 4.3: Some example images belonging to the FMD and EFMD.
for training and the other is used for testing. This scenario is performed 10 times and the average classification accuracy was reported. For MINC dataset, we directly use the originally provided train, validation and test sets. The details of each dataset and the corresponding experimental setup are provided in Table 4.1.

### 4.4.2 Details of Experimental Setups

In our experiments, we consider four different tasks, which we will refer to as FMD, FMD-2, EFMD, and MINC(-val/test), respectively. In each of them, we construct a material representation $\Phi_{n}$ and an object representation $\Phi_{n}^{\prime}$ following different procedures as described below.

In all tasks, we initialize the experiments using two CNNs pre-trained on MINC and ILSVRC2012 [59], for which we use publicly available pre-trained Caffe [34] models of VGG-D consisting of 16 layers [65], as shown in Figure 4.4a. The structure of VGG-D is shown in Figure 1.7a. We then

| Task | Samples used for fine-tuning | Number of samples |
| :---: | :---: | :---: |
| FMD | FMD(train) | 500 |
| FMD-2 | FMD(train) + EFMD(all) | 10,500 |
| EFMD | EFMD(train) | 5,000 |
| MINC-val/test | None | N/A |

Table 4.2: Two CNNs pretrained on MINC(M) and ILSVRC2012(O) are fine-tuned for each task using the datasets shown below, from which $\Phi_{n}$ and $\Phi_{n^{\prime}}$ are obtained, respectively.
fine-tune these CNNs for the tasks FMD, FMD-2, and EFMD using different samples as shown in Table 4.2. In the fine-tuning phase, weights of Conv1-Conv4 (in total 9) layers are fixed, and weights of the higher layers are updated as shown in Figure 4.4b. We observed that this method used for fixing/updating layers performs the best for FMD and EFMD. We do not conduct fine-tuning for MINC dataset, since MINC is a larger dataset enabling us to train a CNN from scratch. Thus we used the pre-trained model as is.

In the inference phase of each task, we extract material features $\mathbf{x}_{m} \triangleq \Phi_{n}\left(I \in \mathcal{D}_{b}\right)$ and object features $\mathbf{x}_{o} \triangleq \Phi_{n^{\prime}}\left(I \in \mathcal{D}_{b}\right)$ using the representations learned at the fc7 layer (after ReLu) of the two CNNs, respectively. The concatenated object and material features $\mathbf{x}_{\mathbf{c}}=\left[\mathbf{x}_{o}, \mathbf{x}_{m}\right]$ are used to obtain a set of integrated features $\mathbf{x}_{\mathbf{s}}$. We set $K$ to $10 \%$ of the size of training images, and $T$ to 3,000 throughout the experiments. The integrated features are fed into support vector machines (SVM) with radial basis function (RBF) kernels (parameter: $\gamma=0.0001, C=1000$ ) [14] for training and testing of classifiers. The overall experimental setups are given in Figure 4.4

### 4.4.3 Performance Analysis

The results are shown in Table 4.3; i) $O$, ii) $M$, iii) $M O$ and iv) $S M O$ columns denote the results for the case where only i) object features ( $\mathrm{x}_{o}$ ), ii) material features ( $\mathrm{x}_{m}$ ), iii) concatenated features ( $\left.\mathbf{x}_{\mathbf{c}}=\left[\mathbf{x}_{o}, \mathbf{x}_{m}\right]\right)$, and iv) the features integrated by proposed method ( $\mathrm{x}_{\mathrm{s}}$ ), are used, respectively.

First, we observe that the concatenated features $(M O)$ provide better performance than the individual material $(M)$ and object $(O)$ features for all the tasks, indicating that object features

(a) Two VGG-16 are pretrained on ILSVRC2012 (O-CNN) and MINC (M-CNN).

(b) Transfer learning and feature selection.

Figure 4.4: Experimental setups.

| Task | $M(\%)$ | $O(\%)$ | $M O(\%)$ | $S M O(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| FMD | $80.4 \pm 1.9$ | $79.6 \pm 2.1$ | $79.1 \pm 2.5$ | $\mathbf{8 2 . 3} \pm \mathbf{1 . 7}$ |
| FMD-2 | $82.5 \pm 2.0$ | $82.9 \pm 1.6$ | $83.9 \pm 1.8$ | $\mathbf{8 4 . 0} \pm \mathbf{1 . 8}$ |
| EFMD | $88.7 \pm 0.2$ | $88.8 \pm 0.3$ | $\mathbf{8 9 . 7} \pm \mathbf{0 . 1 3}$ | $\mathbf{8 9 . 7} \pm \mathbf{0 . 1 6}$ |
| MINC-val | $82.45[3]$ | 68.17 | 83.48 | $\mathbf{8 3 . 9 3}$ |
| MINC-test | $82.19[3]$ | 68.04 | 83.12 | $\mathbf{8 3 . 6 0}$ |

Table 4.3: Performance (accuracy) comparison for different tasks. $M$ : Material features learned using MINC. $O$ : Object features learned using ILSVRC2012. MO: Concatenated material and object features $\left(\mathrm{x}_{c} \in \mathcal{F}\right)$. SMO: Features integrated using the proposed method $\left(\mathrm{x}_{c} \in \mathcal{S}\right)$.
contribute significantly to material classification. Next, features integrated by our method (SMO) further boost the performance obtained using the concatenated features for the task FMD and MINC-val/test, indicating the effectiveness of the proposed method. However, there is practically no difference in accuracy between $M O$ and $S M O$ for the task FMD-2 and EFMD.

It should also be noted that $82.3 \pm 1.7 \%$ obtained for FMD and $84.0 \pm 1.8 \%$ obtained for FMD-2 are better than the state-of-the-art performance reported in the literature. A method proposed in [11] achieves $82.4 \pm 1.5 \%$ on FMD, where they combine fc7 features and Fisher Vectors (FV) features pooled from the conv5_3 layer of VGG-D-19. However, we should note that their results are obtained using different setups, and thus we cannot make direct comparisons. Differences between the setups are that they do not use MINC or EFMD dataset, whereas they use a multi-scale approach, i.e., images with different scales are used to compute FV features. It is nonetheless important to note that $84.0 \pm 1.8 \%$ is the best performance obtained for FMD, and is close to human vision ( $84.9 \%$ ) [63]. Additionally, $83.93 \% / 83.60 \%$ obtained for MINC val/test also outperforms the previous results [3]. In their work, $83.83 \% / 83.4 \%$ are obtained using GoogLeNet, and $82.45 \% / 82.19 \%$ are achieved using VGG-D-16. Note that their CNN models are pre-trained using ILSVRC2012[59].

Next, we observe that the methods perform better using FMD-2 compared to FMD. This result can be attributed to the use of more training samples in FMD-2, where 10,000 EFMD samples, in addition to 500 FMD samples, are used for training. This observation also indicates the similarity between images belonging to EFMD and FMD, which is consistent with our intention for design of

EFMD. Moreover, we obtain higher accuracy for methods that are trained using a half of EFMD, and tested on the rest of EFMD. Thus, we can consider that features learned using EFMD are more separable and discriminative compared to features learned using FMD.

We analyze this observation by measuring statistical properties of representations learned using FMD and EFMD datasets, and decisions of classifiers employed on the representations. In order to analyze shareability of class representations among features, we first compute distribution of feature detections on Top-K samples that are computed in (4.1), and employed for computation of entropy (4.2) for concatenated $\mathbf{x}_{c}^{(j)} \in \mathcal{F}$, and integrated $\mathbf{x}_{c}^{(j)} \in \mathcal{S}$ features. The results are averaged over 10 -splits and provided in Figure 4.5. The results show that class representations are better shared for FMD than FMD-2 and EFMD. For instance, the number of detections on the samples belonging to the water class is $\sim 25000$ for $\mathbf{x}_{c}^{(j)} \in \mathcal{F}$ and $\sim 6000$ for $\mathbf{x}_{c}^{(j)} \in \mathcal{S}$ for FMD, however, $\sim 3000$ for $\mathbf{x}_{c}^{(j)} \in \mathcal{F}$ and $\sim 700$ for $\mathbf{x}_{c}^{(j)} \in \mathcal{S}$ for FMD-2. In other words, the representations learned using FMD dataset represent water class better than the representations learned using FMD-2 dataset.

In addition, the results show that the proposed method (SMO) does not improve the performance for concatenated features ( $M O$ ) using FMD-2 and EFMD. We explore this result by first analyzing shareability of class representations among features. For this purpose, we compute average entropy $\hat{H}^{\mathcal{F}}=\frac{1}{|\mathcal{F}|} \sum_{i=1}^{|\mathcal{F}|} H_{i}(Y)$ and $\hat{H}^{\mathcal{S}}=\frac{1}{|\mathcal{S}|} \sum_{i=1}^{|\mathcal{S}|} H_{i}(Y)$. The results given in Table 4.4 show that entropy decreases as we employ the EFMD for training CNNs. However, we observe that the difference between entropy values of $\hat{H}^{\mathcal{F}}$ and $\hat{H}^{\mathcal{S}}$ is $\sim 0.21$ for FMD and FMD-2, and $\sim 0.22$ for EFMD.

In order to further analyze the shareability of class representations, we computed diversity of decisions of classifiers employed on features ( $\mathbf{x}_{m}$ and $\mathbf{x}_{o}$ ) extracted using individual representations of objects $(O)$ and materials $(M)$. For this purpose, we employed five statistical measures [43, 42], namely i) inter-rater agreement $(\kappa)$ to measure the level of agreement of classifiers while correcting for chance, ii) $Q$ statistics to measure statistical dependency of classifiers, iii) the correlation coefficient $\rho$, iv) Kohavi-Wolpert variance to measure variance of agreement, v) measurement of disagreement, vi) generalized diversity to measure causal statistical diversity of classifiers, and vii) coincidence failure diversity to measure whether all classifiers are simultaneously either correct or wrong.


Figure 4.5: Distribution of feature detections on Top-K samples among classes that are computed in (4.1). Distribution of 8192-dimensional features is given for (a) FMD, (b) FMD-2, and (c) EFMD; and that of 3000-dimensional integrated features is given for (d) FMD, (e) FMD-2, and (f) EFMD. M:metal, Pa:paper, Fa:fabric, G:glass, Fo:foliage, Wo:wood, Pl:plastic, S:stone, L:leather, Wa:water.

| Diversity Measures | FMD | FMD-2 | EFMD |
| :---: | :---: | :---: | :---: |
| $M O\left(\hat{H}^{\mathcal{F}}\right)$ | 2.40 | 2.29 | 2.21 |
| $\operatorname{SMO}\left(\hat{H}^{\mathcal{S}}\right)$ | 2.19 | 2.08 | 1.99 |
| $\kappa(\downarrow)$ | 0.6471 | 0.7103 | 0.7116 |
| $Q$ Statistics $(\downarrow)$ | 0.9860 | 0.9944 | 0.9996 |
| The correlation coefficient $\rho(\downarrow)$ | 0.6556 | 0.7145 | 0.7193 |
| Kohavi-Wolpert Variance $(\uparrow)$ | 0.0070 | 0.0043 | 0.0002 |
| Disagreement $(\uparrow)$ | 0.0279 | 0.0172 | 0.0008 |
| Generalized Diversity $(\uparrow)$ | 0.3383 | 0.2892 | 0.2795 |
| Coincidence Failure Diversity $(\uparrow)$ | 0.5000 | 0.4314 | 0.4278 |

Table 4.4: Average entropy values of distributions of detections of concatenated and integrated features ( $M O$ and $S M O$ ). In addition, we provide a diversity analysis of decisions of classifiers employed on individual feature sets ( $O$ and $M$ ), where $\downarrow(\uparrow)$ indicates that the smaller (larger) the measurement, the larger the diversity.

The results are given in Table 4.4. Note that the performance boosts using the proposed method as the diversity of the classifiers employed on the features extracted using individual representations ( $O$ and $M$ ) increases. For instance, the diversity of classifiers employed on the feature sets extracted using FMD dataset is larger than that of the classifiers employed using FMD-2 and EFMD datasets. In addition, the performance difference between classifiers employed on the integrated features ( $S M O$ ) and the concatenated features $(M O)$ is $3.2 \%, 0.1 \%$ and $0 \%$ for FMD, FMD-2 and EFMD, respectively (see Table 4.3). Therefore, we observe that the performance boost obtained using our proposed method increases as diversity of the classifiers employed on individual representations increases.

### 4.4.4 Robustness analysis

We analyze how the number of Top- $K$ selected samples and the number ( $T$ ) of integrated features affect the classification performance on the FMD dataset; see Figure 4.6 a and Figure 4.6 b . In Figure 4.6a, the number of integrated features is fixed to 3000 . Note that only the samples with positive activation are considered as the top selected samples. For example, if $K$ is selected to cover


Figure 4.6: Analysis of classification performance for (a) different number of Top- $K$ samples, and (b) different number $(T)$ of integrated features on the FMD.
$100 \%$ of the samples, then the ratio of samples selected by the algorithm may be less than $100 \%$. This can be observed if most of the activation values of FMD is 0 . In order to analyze the effect of $T$ on the performance, $K$ is fixed to $10 \%$. Although selection of $T=3000$ features provides the best performance, less number of integrated features, e.g. 100-400, provides comparable accuracy.

We also analyze the relationship between features that are extracted using representations of materials and objects for feature selection. We leave out one split of FMD, and record the number of integrated material and object features using our feature selection method. A comparative result is shown in Figure 4.7. As we can see from the figure, there is a gap between the number of selected material and object features in FMD (Figure 4.7a), EFMD (Figure 4.7c) and MINC (Figure 4.7d). However, in Figure 4.7b, we observe that the difference between the number of material and object features is less for FMD2 compared to the other datasets. In FMD2, both object and material features are fully fine-tuned using 10,000 EFMD images. If the fine-tuned features are discriminative for material classification, then the features are equally selected by the proposed method using FMD2. On the other hand, if the features are not sufficiently fine-tuned, then material features may be more discriminative than object features for material recognition. For instance, Table 4.3 shows the results for the case where material and object features are not fine-tuned for MINC-val. We obtain 82.45\%


Figure 4.7: Comparison of number of object and material features belonging to the set of selected features. We show the number of selected object and material features in (a) FMD, (b) FMD2, (c) EFMD, and (d) MINC.
using individual material features, while we obtain $68.17 \%$ using individual object features. Hence, we may obtain larger number of material features than object features as shown in Figure 4.7d.

### 4.5 Conclusions

In this work, we propose a method to integrate deep features extracted from multiple CNNs trained on images of materials and objects for material recognition. For this purpose, we first employ a feature selection and integration method to analyze and select deep features by measuring their contribution to representation of material categories. Then, the integrated features are used for material recognition using SVM classifiers. In the experimental results, we obtain state-of-the-art performance by employing the features integrated using the proposed method on several benchmark datasets. In future work, we plan to investigate theoretical properties of the proposed methods for integration of deep representations using various deep learning algorithms such as autoencoders, to perform other tasks such as scene analysis, image classification and detection.

## Chapter 5

## Conclusions

In this thesis, we propose information theoretic methods to analyze Deep Neural Networks (DNNs) for different learning tasks: unsupervised learning, supervised learning and transfer learning.

We first introduce an information theoretic framework for unsupervised learning of AutoEncoders. To estimate the entropy of encoding variable $H(\mathbf{z})$, we propose a non-parametric method. Additionally, we give an information theoretic view of VAEs, which suggests that VAEs can be seen as parametric methods that estimate entropy. Experimental results show that the proposed IPAEs have more degree of freedom in terms of representation learning of features drawn from complex distributions such as Mixture of Gaussians, compared to VAEs.

In the second chapter, we introduce a binary tree architecture to truncate architecture of wide networks considering their parameter size and accuracy trade-off. In the proposed architecture, the width of each layer is incrementally reduced from lower layers to higher layers. Also, features obtained at different layers are concatenated to form the output of our architecture. In our experiments, the networks, which are designed using the proposed architecture, can obtain better parameter size and accuracy trade-off on several benchmark datasets compared to baseline networks endowed with conventional architectures.

For analysis of transfer learning tasks of DNNs, we suggest a method to select and integrate multiple features obtained using different pretrained models of DNNs trained on images of materials and objects for material recognition in Chapter 3. We first employ a feature selection and integration
method to analyze and select deep features by measuring their contribution to representation of material categories. The contribution of a given feature is computed by the entropy of class distributions for a sample set which are best represented by the given feature. Then, the integrated features are used for material recognition using SVM classifiers. In the experimental results, the proposed method obtain state-of-the-art performance on several benchmark datasets by employing the integrated features.

In our future work, we will consider application of our information theoretic methods to other tasks. For instance, we will extend the proposed non-parametric information regularization method to state-of-the-art generative models, such as generative adversarial networks [20]. In addition, BitNets can be employed for object detection tasks. For transfer learning, we consider other computer vision tasks, such as scene analysis.
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[^0]:    ${ }^{1}$ As a simplification for $\left(\mu\left(x_{j}\right)-\mu\left(x_{i}\right)-\sigma\left(x_{i}\right) \odot \epsilon_{k}\right)^{T} \operatorname{diag}\left(\sigma^{2}\left(x_{j}\right)\right)^{-1}\left(\mu\left(x_{j}\right)-\mu\left(x_{i}\right)-\sigma\left(x_{i}\right) \odot \epsilon_{k}\right)$.

[^1]:    ${ }^{1}$ In our experiments, we used VGG-D-16 [65] and the fc7 layer.

