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論 文 内 容 の 要 旨 
 

 

Future media, information and communication technology will require to create the perceptual 

illusion of being immersed in a remote environment, whether real or imaginary, so as to enable 

more realistic telepresence applications. The creation of different blends between real and virtual 

environments is being recognized as a central stage of media tools that aim to support the 

synchronous collaboration among people in different locations, the safe spatial navigation and 

training in hazardous work environments, and the affective therapeutic experience in metal 

health treatments, among many other applications. 

 

Different modes of perception, such as vision, touch and hearing, are involved when experiencing 

the world around us. Modern immersive systems need therefore to include displays for all the 

sensory modalities, so as to achieve high levels of sense of realism (the perceived correspondence 

between a technology-mediated experience and a similar experience not mediated by technology, 

in experimental conditions), sense of presence (the feeling of being immersed in a distinct 

environment), and sense of naturalness (the degree of consistency between the 

technology-mediated experience and a similar experience in real life). 

 

Hearing plays an important role in enhancing the sense of spatial presence, fundamentally 

because the spatial features of sound increase the awareness of the physical surroundings and 

their localized events. Spatial sound also enhances the sense of social presence because it 

contributes to the perception of the semantic and emotional components of daily experience. The 
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sense of naturalness, on the other hand, can also be enhanced by the spatial features of sound 

since they contribute to the perception of self-motion, a key phenomenon that needs to be 

considered when simulating the experience of being able to move around freely while interacting 

with a technology-mediated environment. 

 

The spatial nature of hearing likewise allows paying attention to events outside the current visual 

focus and beyond the distances that can be reached with our hands. This fact is being exploited to 

develop virtual auditory displays for spatial navigation in situations of little or no visual attention, 

without reducing the necessary amount of interaction. Such kind of systems particularly seek to 

enable visually impaired individuals to travel through familiar and unfamiliar environments 

without the assistance of guides. 

 

The development of technologies for synthesizing the spatial features of sound is therefore 

becoming increasingly important, not only for conveying the illusion of being immersed in a 

distinct environment, but also for displaying and distributing spatial information to the users 

when their other modes of perception are already highly loaded. Such technologies are in general 

referred to as spatial sound systems, and they typically involve the use of transducer arrays for 

capturing and presenting the acoustic variables associated with the auditory scenes. 

 

The current study revolves around a class of spatial sound systems that seek to convey 

high-definition and personal listening experiences by synthesizing the sound pressure at the ears 

of the listeners, namely, the binaural signals. In particular, this thesis concerns the design of a 

binaural system for presenting sounds not only at far distances, but also in the region of space 

immediately surrounding our bodies where objects can be grasped and manipulated, that is, in 

the peripersonal space. The main purpose of this investigation is the formulation of methods of 

mathematical physics that will enable the future development of binaural systems for presenting 

sounds at far and near distances. 

 

Spherical acoustics is the name adopted in this thesis for referring to a body of physical and 

mathematical work, one of the aims of which is to allow for the stable representation or encoding 

of spatial sound information at scalable directional resolutions. This kind of representation in 

turn facilitates the spatial analysis and signal processing required for instance in binaural 

systems. 

 

Binaural systems based on spherical acoustics have so far been focused on presenting sounds at 

far distances. However, there is an increasing interest on developing virtual auditory displays for 

presenting sounds in the peripersonal space. 

 

The objective of this thesis is to extend or generalize the existing spherical acoustic models to 

enable the development of stable spatial sound recording and optimal binaural synthesis 
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techniques, not only for sounds at far distances, but also at near distances from the listeners' ears. 

 

For practical purposes, the synthesis of sound on a horizontal plane at the height of the listeners' 

ears is also addressed in this study due to its importance in many applications. In connection with 

the kind of transducer array used to synthesize the spatial features of sound, three-dimensional 

synthesis is associated with spherical geometries, while the synthesis of sound restricted to the 

horizontal-plane is associated with circular geometries. 

 

Chapter 1 introduces the motivation of this study. A survey on related systems for the synthesis of 

binaural signals by spherical microphone arrays is carried out, highlighting the use of the 

spherical harmonic functions for the analysis of the captured sound pressure field. Lastly, the 

specific objectives of this thesis are presented. 

 

Chapter 2 overviews the theory of spherical acoustics, which comprises the methods of 

mathematical physics in spherical geometries that are of interest in binaural systems. This 

chapter presents an overview of the theory of spherical acoustics from three equivalent 

approaches. The first approach emphasizes the physical nature of this theory and lies on the 

solutions to the acoustic wave equation in spherical coordinates. The second approach highlights 

the mathematical aspect of the theory, which arises from the fact that the angular portion of the 

solutions to the wave equation defines an orthonormal basis of functions on the sphere that is 

used to represent spatial sound information in general. Finally, the third approach brings up a 

general scheme for processing of spatial information in the represented or encoded domain, which 

constitutes a convenient and intuitive framework for the design and implementation of binaural 

systems in spherical geometries. 

 

Chapter 3 presents a model for the synthesis of the spatial sound information that is contained in 

a external model of spatial hearing. This model is called the head-related transfer function. 

Synthesis is considered at far and near distances, and for spherical and circular geometries. 

Binaural presentation would ideally require knowing the head-related transfer functions 

(HRTFs) for all points in three-dimensional space. However, measuring or calculating these 

HRTF datasets is a complex and time consuming task. This chapter presents models for the 

synthesis of HRTFs for arbitrary sound source positions. The input to these models are the values 

of the HRTFs on a boundary at a given initial distance. These models constitute a useful result, 

since spherical datasets are typically obtained for only one far distance. Moreover, prior 

knowledge about the HRTFs at the target positions is not required when applying these models. 

An existing model for synthesis on the three-dimensional space from values on a spherical 

boundary is first reviewed. For practical purposes, two existing models for synthesis on the 

horizontal plane from values on a circular boundary are also reviewed. The first contribution of 

this chapter is an additional horizontal-plane model that outperforms the existing ones. The 

second contribution is a general method for limiting the angular bandwidth of the continuous 
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models, which can be applied to all existing models, disregarding whether they are based on 

spherical or circular boundaries. 

 

Chapter 4 presents a model for the capture of spatial sound from far and near distances by using 

spherical and circular microphone arrays. This chapter addresses the problem of estimating the 

sound pressure signals outside a spherical microphone array mounted on the surface of an 

acoustically rigid spherical baffle. The pressure signals outside the array are estimated from the 

microphone array signals. For this purpose, a continuous-space model is first formulated for 

estimating the sound pressure field outside a rigid sphere, once the measurements of sound 

pressure on its whole surface are available. The presence of the spherical baffle constitutes an 

acoustically rigid boundary; it provides higher stability to the estimation as opposed to the use of 

open spherical arrays that does not use a baffle. The continuous-space model is used to derive a 

discrete-space model by angular-band limitation and sampling. The resulting discrete-space 

model constitutes a theoretical basis for estimating the sound field outside the spherical 

microphone array. 

 

Chapter 5 presents a general model for binaural synthesis at far and near distances. This model 

allows to edit and combine distinct types of spatial sound information defined on the sphere. For 

instance, microphone array recordings and datasets of head-related transfer functions. The model 

therefore relies on the models formulated in previous chapters. More specifically, the model 

combines distance-varying filters and boundary-matching filters. 

 




