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Abstract

This dissertation was written as a part of the MSc in Energy Systems at the Interna-
tional Hellenic University. Its scope is to review researching efforts in the field of Con-
centrating Solar Power Plants (CSPP) modeling and to apply appropriately well-
established related modeling principles into a 20 MW hybrid parabolic trough CSPP.

For this reason the introductory section documents the importance of appropriate
modeling of CSPP by examining the ground of RES promotion, distinguishing the pro-
spects of CSPPs and illustrating the parties that would be interested in such a research.
This document goes on with the review of 3 major dilemmas faced by someone who
aims at estimating the production of a CSPP: a) acknowledgment of uncertainty inher-
ent in these systems, b) building a custom-made model to evaluate the appropriateness
of available modeling tools and c) using commercial integrated CSPP modeling soft-
ware. Information provided in that section is being matched with illustrated needs, re-
strictions and specificities related to input data required in the modeling process of a
hybrid parabolic trough CSPP with thermal storage. This correlation made the use of
System Advisor Model seem as the most appropriate tool in order that a 20 MW plant to
be modeled. Parametric, statistical and financial analysis is also performed supporting

the exportation of useful conclusions.

Although simulating the operation of a CSPP is a highly demanding process requir-
ing extensive knowledge of several scientific fields (physics, mathematics, electrical
and mechanical engineering, informatics), sincere support and scientific guidance pro-
vided by Dr. George Giannakides have been proven to be enough for the successful
completion of this study. Acknowledging his contribution and deeply thanking him for
this is the least that I could do.

Constantinos Sioumis

February 15", 2013

-iii-



Contents

ABSTRACT .....iiniinnineninisssisisssisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 11
CONTENTS. ... oiictrninnnsninnnsessnssssssssssssssssssssssssssssssssssssssssssssssssssssssassssssnsons v
LIST OF FIGURES........ccoiiiiiriinininnnisnnsensssssasssssssssssssssssssssssssssssssssssssssssssssasse VI
1 INTRODUCTION.......cootiuiriirninnninnnesnisnssssssssssssnsssssssssasssssssssssssssssssssssssssassssssasse 1
1.1 THE NEED FOR LOW CO32 EMISSIONS......ccctiiiiiieiieniienieieeiienieeeesieenie e e 1
1.2 THEROLE OF CSP INLESS CO2 ..oouiiiiiiiiiieiieiteeeieeee e 4

1.3 CSP AS A MEANS OF SAVING COSTS ...ecuieiieiiiiieiiesieesieieeseeseeeseesseessesseesseneas 6

1.4 CSP PLANTS: UNDER RESEARCH AND DEVELOPMENT......ccccoieiereeireeeennenn, 11
1.5 ESTIMATING ELECTRICITY GENERATION: A KEY FACTOR .....cevteiereeieeeenenn. 13
1.6 THE THESIS IN A NUTSHELL ..uetetieiieiiteie et ettt ettt 15

2 MODELING CSP PLANTS......cccoviitneininsnistnsnisssssnsssssssssssssssssssssssssssssssssssss 17
2.1 INTRODUCTION ......oootieitiireiteeteeiteeteeiteeteebeeteesteeaeesseessesseesaessaesseseessesseessessas 17
2.2 CERTAINTY VS PROBABILITY ...ocuviiiiiiiieiieieeiiesie ettt sttt see et ese e 17
2.2.1 Deterministic MOQEIS...............cccooveeeiiiieiiieiiieeeeeeeee e 18

2.2.2 Probabilistic MOdEIS...............cccoueeieeiieiieeiiee e 18

2.3 IMODELING TOOLS ....vteviiireeteeteeereeteeiteeteesseeseesseeasesseessesseeseesseessessesssessesssessas 20
28T FOMIAN ...t 20

2.3.2 MathemMALCA. ..........c.cccoveeiieiieeieee ettt 21

2.3.3 MATLAB ...ttt 21

2.3.4 SPreadsheEets...........ccccuuiieieeiiiiiieee e 22

2.3.5 Other Modeling TOOIS.............ccouueioiiiiiiiieiineeeee e 23

2.4 INTEGRATED CSP PLANT MODELS .......coovieiieiieiieiieiieieeeeeteeee e 24
241 RETSCIEEN. ..ottt 25

2.4.2 TRINSYS ...ttt 29

2.4.3 System AQVisor Model...............cccoovoiiieiiiiiiiiieieeeeeeeee 32

2.4.4 Other Integrated CSPP Models..............ccccoovininciioinineninenne 36

3 CHALLENGES ON MODELING A PARABOLIC TROUGH CSP PLANT .39

BT INTRODUCTION ..ttt e e e et e e e e e e e e e e e aeeseeaaeeaaees 39

_iv_



3.2 INSTALLATION SITE .. oiiiiieieeeee oo et e e e e e e 41

3.2.1 Sun Relative POSITION ...........c.cccuveveeiieeiieciieeiesee e sve e 41
3.2.2 Atmospheric AtteNUALION...............cccceeeeiieeieee st 41
3.2.3 External SRAding ..............ccccceveiieieniieieiiee e 42
3.8 CLIMATE .ttt ettt ettt ettt e sbeeaeeabeessenseeasesseesae s e 42
B3.3.1 801Ar DALa..........cccooeeueieiieeeeeee e 43
3.3.2 NON-S0Iar Data.............c..cccuevcueecieeiieiieeieeeeesee e 43
3.4 SOLAR FIELD ....oouiiiieiieiieeeetee ettt et ettt snaea s 43
BT LAY -OUL......ooeeeeeeeeee et e 44
3.4.2 Solar Collector ASSEMDIIES.............cceccveceeiieiiieeeeeesie e 44
3.4.3 Heat Collection EIement..............cccooueeceeieenieniiee e 46
3.4.4 Heat Transfer FIUId..................ccocoovoiiiiiieiiiiiiie e 47
3.5 POWER CYCLE.....oiitiiiieiieiieiteie ettt ettt et esseeaaenne s 48
3.5.1 FOSSil FUEI-fIre@d BOIIES ...........cccueeeeieeiieieeeiiesieeeee e 49
3.5.2 Steam Generator — Feedwater Heaters............c..cccoevueeeanenne.. 50
3.5.3 Steam Turbines - Electricity Generator .................ccccccovecennennen. 50
3.5.4 CONUENSEN ..ottt seve e 50
3.6 THERMAL ENERGY STORAGE SYSTEM.....ccctiiiiiieiiiieieeieeieeiieie e sae e 51
3.7 PIPING SYSTEM....oiitiiiiitieiieieeie ettt ettt eaeesbeeteesseeraesseessesne s 51
3.7.1 Tubular COMPONENTS...........ccoecueeeeeereeeieecieeeeeeee et 52
3.7.2 Non-tubular COmMPONENIS..........cccccoeiieiiiieiiee et 52
3.8 COMMENTS ...ttt ettt ettt ettt et esseeseesseessenseessessessaeneas 52
A 20 MW CSPP MODEL .......uoovivuiiinnininnisensnissensssssessssssssssssssssssssssssssssssses 53
4.1 INTRODUCTION....cceitieutitreeteeteeireeteesteeteessesseeseeseessesssesseessesseesseseessenseassessas 53
4.2 THE OBUECTIVES ..oottiiiiieeiieeteeiie ettt et te ettt saeeaaesse s ssaessesseeseessaessesnas 54
4.3 INITIAL SETUP ..ottt ettt ettt ettt et ettt ebe et e s e s e et esaeeneenees 54
4.3.7 ClMALE.......ccooeeeieieeeieeeeeeeeee ettt 55
4.3.2 Annual Performance................ccccoovueeveeieesienieeieeeeesee e 57
4.3.3 S0Iar FIEld ..........c.ooocoeieeeieeieeie e 58
4.3.4 COlECIOIS.......ccoveeeeeeeeeeeeeeee e 64
4.3.5 RECEIVEIS.......oceoeeeeeeeeeeeeeeeee ettt 65
4.3.6 POWEE CYCIO.......c.oooeeeeeeeeeeeee e 66
4.3.7 Thermal STOrage.............ccccccoeoeiiiiieiiiiieiiee st 70



4.3.8 PaArasiliCS ........cccueeoueeiieiieiieeieee ettt e 73

4.4 DETERMINISTIC MODELING ...c.ceuteieuienieienieniesieeeneetee e eneeneeneeneas 74
4.4.1 Alternative LOCAIONS ..........cccccouiieiiiieieiiee et 74

4.4.2 Output of the Initial SELUP ............c.cccoeceeeiecieiiiieieeee e 75

4.4.3 Parametric ANAIYSIS...........cccoviioiiiiniieiiiiiie it 77

4.5 PROBABILISTIC MODELING ....c..ecttrtieiieniieitenteete sttt sttt 82
4.6 FINANCIAL MODELING ....coutiieiieiieieienie ettt ene s e enea 85
4.6.1 Trough SYStem COSIS.........cccoeviiieiieieieiee e 85

4.6.2 FINANCING .......ooiieeiiieiieie ettt 86

4.6.3 Tax Credit and Payment INCentives..............cccccceecuevenencennennens 88

4.6.4 Sizing the Solar Field ..o 88

4.6.5 Technical OPtMIZAON. ...........ccoceevieiieieieie e 90

4.6.6 Feasibility ANAIYSIS .........cccoooiiiiiiiiiiieieiiee et 91

5 CONCLUSIONS.........covtririninrinsissisessissesssssesssssassesssssasssssssssssssssssssssssssssssssssens 99
BIBLIOGRAPHY .....cuiiiiiiiinininininisisisissississessssssssessesssssessssssssssssssssssssssssns 101

—Vi—



List of Figures

Figure 1.1: Global surface air temperature anomalies relative to 1951-1980 base period

for annual and 5-year running means. Green vertical bars are 20 error estimates. ...... 1
Figure 1.2: 420.000 years of ice core data from Vostok, Antarctica research station. ... 2
Figure 1.3: Kyoto Protocol participation map as of February, 2012...........cccccceiirni 3
Figure 1.4: World CO, emissions by sector in 2009...........cccccieiiiiiiieeniiee e 4

Figure 1.5: Comparison of as-published lifecycle GHG emission estimates for electricity
generation technologies. The impacts of the land use change are excluded from this
=T E= 1)U 5
Figure 1.6: Comparison of as-published and harmonized lifecycle GHG emission
estimates for electricity generation technologies. .......ccovvvvvviiiiiiiiiii 5
Figure 1.7: Composition of U.S. energy use. Electricity refers to power from primary
sources only: nuclear, hydropower, solar, wind and geothermal................................... 6

Figure 1.8: 1973 and 2009 world fuel shares of electricity generation. ** Other includes

geothermal, solar, wind, biofuels and waste and heat. ........cccccovvvvivi 6
Figure 1.9: Oil reserves-to-production (R/P) ratios..........coeeiieieeiiiiiee e 7
Figure 1.10: Crude oil prices 1861-2011. US dollars per barrel. World events.............. 7

Figure 1.11: Gold to Oil Ratio (barrels/ounce). Smoothed prices using 1-year moving
YT = Lo TP PP PPPPRPP 8

Figure 1.12: Progress of energy efficiency for heat engines and luminous devices ...... 8
Figure 1.13: Fossil Fuel Prices (constant USD prices of 2008 per BOE). ..................... 9

Figure 1.14: Electricity Share in the EU Energy Mix (values shown as final

(oTo] 0 E-10 1 a1'0) (o] o) TR TP 9

Figure 1.15: Regional ranges of LCOE for nuclear, coal, gas and onshore wind power

0] =g 1€ PR UTPRPPRTN 9
Figure 1.16: LCOE ranges for 14 technologies. ..........ocuveiiiiiiiiiiiiiee e 10
Figure 1.17: LCOE for a plant in US Southwest by technology. ........ccccccoiiiiinnannnn. 10
Figure 1.18: LCOE Forecast by technology, 2010-2020. .......cooiiiiiiieiiieeiiieeeeeee e 11

Figure 1.19: CSP global cumulative installed capacity and annual electricity production.



Figure 1.20: CSP project pipeling atlas. .......cccoeeeiieiieriiiee e 12

Figure 1.21: Expected installed capacity of solar-thermal power plants in GW. .......... 12
Figure 1.22: EU-MENA project of the DESERTEC Foundation............coccciieenininn. 13
Figure 1.23: EU Renewable Shares of Final Energy, 2005 and 2009, with Targets for
P20 2 O ST PPPPPPPP 13
Figure 1.24: Renewable Energy Support PoliCIES. ..........eeeiiiiiiiiiiiiiiee e 14
Figure 2.1: Histograms (left) and cumulative distribution functions (right) of parameters
with normal (top) and uniform distribution (DOttOM)..........ccvviiiiiiiii e 19
Figure 2.2: The total-system modeling pyramid. .........cceeeeiieiiiiiiiiee e 24
Figure 2.3: A new total-system modeling scheme...........cccooii i 25
Figure 2.4: The RETScreen start-up Sheet. ... 26
Figure 2.5: The RETScreen standard input climate data. ...........cccceeeviieeeiiieieie, 26
Figure 2.6: The RETScreen manual input climate data.............cccooeieiiiiiiies 27
Figure 2.7: The RETScreen energy model sheet. ... 28
Figure 2.8: The RETScreen Power System Load Definition — Base, Intermediate &
PRAK. .. e 28
Figure 2.9: The TRNSYS Simulation Studio start-up sheet............cccoociiiiiiiiiinens 29
Figure 2.10: a) Left — Adjustable parameters, b) Right — Component output data
o= L1=T0 (o] 41T PP 30
Figure 2.11: The TRNSYS screen for the linkage of two components. ....................... 31
Figure 2.12: The TRNSYS online result plotter. ... 31
Figure 2.13: SAM Solar Field Sheet. ... 33
Figure 2.14: SAM Power Cycle Sheet. ... 34
Figure 2.15: SAM Thermal Storage Sheet....... .o 35
Figure 2.16: The insertion module of a variable containing uncertainty....................... 35
Figure 2.17: The SIMPLESYS energy model.........ccoooiiiiiiiiiieeiee e 36
Figure 2.18: The “Climate” data input tabs............coooiiiiiiiiii e 37
Figure 2.19: The “Solar field” data input tab and the “Time Graphics” results tab ....... 37
Figure 2.20: DinaCET'’s solar field simulation sheet..............cocoeiiiiiiiiiicic e 38
Figure 2.21: DinaCET'’s simulation of a cloudy day operation.........c.cccccceevrcereenenenn. 38
Figure 3.1: Diagram of a hybrid parabolic trough with thermal storage ....................... 39
Figure 3.3: DNI as a function 0f AOD .........ccuiiiiiiiie e 41

-viii-



Figure 3.4: AOD as a function of elevation ...........ccccoeeiiinii e 41

Figure 3.5: An example in which neither the final nor the average of initial and final
temperature provides a reliable representation of the temperature over the time step.42

Figure 3.6: Three indicative solar field lay-0uts. ..., 44
Figure 3.7: Three indicative solar field lay-0uts. ..., 44
Figure 3.8: Comparison of thermal power production of 2 solar field multiples ............ 45
Figure 3.9: A typical HCE for parabolic troughs............cccueeiiiiiiieieceee e 46
Figure 3.10: Efficiency chart of different annulus gases............ococveveeiiiiiniiiiiiceen e 47
Figure 3.11: An indicative Rankine cycle configuration..............cccceveeviiiiniiiiicenn e 48
Figure 3.12: Two alternatives of Solar-Fossil Fuel Hybrids ............cccoiiiiiiiiinies 49
Figure 4.1: Actual and modeled solar OUIPUL ........cceeveieieeeii e 53
Figure 4.2: Actual and modeled parasitic 10ads ...........ccuuveiiiiiiiiiiiii e 53

Figure 4.3: Schematic view of a hybrid parabolic trough CSPP with thermal storage ..55

Figure 4.4: The 3 10CatIONS. ...ccoiiiiiiiieeee e 55
Figure 4.5: SAM weather file library...........ooo i 56
Figure 4.6: SAM suggested weather file web links............coooiiiiiiie 56
Figure 4.7: SAM TIMY3 Creator. ... .cuuiiiiiiii ettt e e e ee e e e 56
Figure 4.8: SAM weather and location data summary. .........ccccceevieeiiiiene e, 57
Figure 4.9: Two indicative levels of weather data analysis..........c.ccccceevieieinieinineen. 57
Figure 4.10: The annual system performance tab in average form............ccccccceiernne 58

Figure 4.11: The module for the definition of variable system performance factors for

BACK YA . e e s 58
Figure 4.12: The solar collector arrangement. .........oooiiiiiiiir i 58
Figure 4.13: The probability of a CSPP with SM=1 to operate at its rated capacity......59
Figure 4.14: An example of LCOE as a function of SM and full hours of thermal storage
.................................................................................................................................... 59
Figure 4.15: The maximum DNI-cosine effect product............ccccovieeeeiiiiiii e, 60
Figure 4.16: The monthly profile of the dumped thermal energy. .......ccccooiiiiniinnnn. 60
Figure 4.17: The arrangement of SCA’S Per 100p. ...cooocueveeiiieiiiiiee e 61
Figure 4.18: Land reqUIrEMENTS. ........uiiiiiiiiiiiie ettt e e e e ee e e e e 62
Figure 4.19: Defining an alternative HTF. ... .o, 62
Figure 4.20: Summary of the solar field parameters and HTF properties........ccc.......... 63

—iX—



Figure 4.21: Water needs and plant heat capacity..........cccccceeviiiiiieiiiinis 63
Figure 4.22: The EuroTrough COIECION .........euviiiiiiiiieie e 64
Figure 4.23: The SAM COllECIOrS tab.......ooii e 64
Figure 4.24: The HCE geometrical parameters.........oocuueieeiiiiiiiiiiieeieeeeiieeee e 65
Figure 4.25: The module enabling the definition of emittance for different temperature
1722 LU= PR 65
Figure 4.26: Various HCE parameters and variations. ..........c..ccceeveeeiiiienciesiee e 66
Figure 4.27: Estimating the plant capacity. ........cccccviiiiiiiiiii e 67
Figure 4.28: Conditions at design point for the basis Rankine cycle. ...........c..c........... 67
Figure 4.29: Power block variables at the design point. ... 68
Figure 4.30: Plant control dataset. ..........cooi i 68
Figure 4.31: Parameters and variables conceding the cooling system........................ 69
Figure 4.32: Input data to the SAM dry cooling model. ........ccccoevriieeiiiineniee e, 70
Figure 4.33: Input data to the SAM TES SyStem. .......oocoiiiiiiiieeee e 71
Figure 4.34: The thermal storage and fossil energy dispatch schedule....................... 72
Figure 4.35: Assumed values for a) Pipe sizing schedules (up left), b) Piping lengths
(up right), c) Various configurations regarding the piping equipment (down)............... 73
Figure 4.36: The assumed parasitic coefficients. .........ccccccuveriiiiiiiiiiiiiiieeeeceeeeeee 74
Figure 4.37: The assumed parasitic coefficients. ..o 74

Figure 4.38: The correlation of annual solar field energy and, the DNI and collectors tilt.

................................................................................................................................... 75
Figure 4.39: The monthly distribution of gross and net electric output. ...........cc.o... 75
Figure 4.40: Net electric power output and freeze protection energy. .........ccccceeeeeens 76

Figure 4.41: Solar thermal output and thermal energy produced by the auxiliary

REALEIS. . e 76
Figure 4.42: The monthly profile of the dumped thermal energy. .........ccoceiiieenirnnnns 77
Figure 4.43: The SAM parametric analysis module. ............ccccerriiiniiniiieenieee e, 78
Figure 4.44: The optimal stow and deploy angles. .........ccceeveviiiiiiiieiiieieeee e 79
Figure 4.45: The optimal annular gas type used in the receivers. ..........ccccoveeeeiinnns 79
Figure 4.46: No low resource standby period is proposed. .........cccceeveeeriiiiiiieeeneennnnnns 80

Figure 4.47: Mitigation of benefits leads to the preservation of the current TES capacity.



Figure 4.49: Sensitivity analysis of net electric output to selected parasitic loads. ....... 82

Figure 4.50: Defining whether an input variable follows a uniform or a normal
Lo 1] (] o]0 1o o TSP 83

Figure 4.51: The histogram/cumulative distribution function of the general optical error.

.................................................................................................................................... 83
Figure 4.52: The histogram/cumulative distribution function of the net annual energy. 84
Figure 4.53: Estimated 8R?s of the uncertain variables. .............ccccoeveveeeeeeveverenenenen. 84
Figure 4.54: Trough SyStem COSES. .....oiiiiiiiiiiiiei e 86
Figure 4.55: The financing dataset of the investment. ..., 87
Figure 4.56: The optimal solar multiple-storage capacity combination for Athens........ 89

Figure 4.57: The optimal solar multiple-storage capacity combination for Thessaloniki.

Figure 4.58: The optimal solar multiple-storage capacity combination for Andravida...90
Figure 4.59: The optimal tank heater capacity for Athens. ... 90

Figure 4.60: Sensitivity analysis between the NPV and the trough system costs
(AN q Lo L=\ o b= PR PPRRRN 92

Figure 4.61: Parametric analysis concerning the investment capital mix (Andravida). .92
Figure 4.62: Parametric analysis concerning the cost of capital (Andravida). .............. 93
Figure 4.63: Parametric analysis concerning the cost of capital (Andravida). .............. 93

Figure 4.64: Sensitivity analysis between the NPV and the trough system costs

(TRESS@IONIKI). ... eeeee ettt e e e s et e e e e e e e s s nnbeeeeaaeeeaas 94
Figure 4.65: Parametric analysis concerning the investment capital mix (Thessaloniki).
.................................................................................................................................... 94
Figure 4.66: Parametric analysis concerning the cost of capital (Thessaloniki)............ 95

Figure 4.67: Sensitivity analysis between the NPV and the trough system costs
AN g1 =) PP PPRRRN 95

Figure 4.68: Parametric analysis concerning the investment capital mix (Athens). ...... 96
Figure 4.69: Parametric analysis concerning the cost of capital (Athens). .................. 96

Figure 4.70: The values of the 3 locations’ major calculations. .............ccccceeviieiiniineen. 97

_Xi_






1 Introduction

The scope of this introductory section is to ratify the importance of accurate fore-
casting of the electricity produced by hybrid concentrating solar power (CSP) plants and

to present briefly the upcoming sections and their between cohesion.

1.1 The need for low CO, emissions

The weather in 2011 caused no major surprise to climate researchers. Although the
Global Land-Ocean Temperature Index presented a slight decrease compared to 2010,
its powerful uptrend (see Figure 1.1), which started in the late 19" century, remained

totally in force [1].

Global Land—Ocean Temperature Index
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Figure 1.1: Global surface air temperature anomalies relative to 1951-1980 base period for an-

nual and 5-year running means. Green vertical bars are 2c error estimates.



Global warming is still here. This makes someone believe that observations noted
in 2007 in the Fourth Assessment Report of the United Nations’ Intergovernmental
Panel on Climate Change (IPCC) are still valid; the atmosphere keeps getting full of
harmful gases, warmth supplants coldness, snow level decreases, sea level rises, hurri-
canes strengthened [2]. Can we really do anything in order to deter these continuously

growing threats?

In the early 20" century, Milutin Milankovi¢ argued that Earth’s climate variations,
insolation and temperature included, are not just reasonable but predictable too, as it
spins around its axis and orbits around the Sun [3]. This theory has repeatedly been test-
ed and confirmed as a) the project CLIMAP (Climate: Long Range Investigation, Map-
ping and Production) was fully in line with it [4], b) the project COHMAP (Cooperative
Holocene Mapping Project) correlated global climate change with several astronomical
factors [5] and c) the project SPECMAP (Spectral Mapping Project), proved that the

climate responds to changes in solar radiation of different astronomical cycles [6].

On the other hand, over time Milankovi¢’s theory has faced massive dispute, main-
ly caused in the 1970s by the publication of marine sediment records knocking
Milankovi¢’s estimations on ice-age cycles [7]. Indeed, in 1999 disputers of Milankovi¢
managed to correlate Earth’s temperature with levels of carbon dioxide (COy), levels of

methane (CHy4) and insolation (see Figure 1.2) [8].
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Figure 1.2: 420.000 years of ice core data from Vostok, Antarctica research station.



Although the abovementioned juxtaposition was partially mitigated in 2006, when
W.F. Ruddiman introduced his carbon dioxide feedback hypothesis, combining Sun’s
and CO;’s effect on Earth’s climate [9], we won’t argue on this topic any more. Besides

it seems that humanity has reached a decision; CO, emissions have to be reduced.

Obviously this comes from the environmentally-friendly, low-CO;-emission energy
policies promoted through the United Nations Framework Convention on Climate
Change (UNFCCC or FCCC) since its initial establishment in 1992 and especially since
1997 when the Kyoto Protocol was signed [10]. However, trying to preserve a rather
dispassionate view of the situation, we should not neglect to underline the serious chal-
lenges faced by the Treaty in 2009 in Copenhagen [11] and the limited progress suc-
ceeded afterwards in Canctin and Durban summits. Canada’s withdrawal in 2011 and
USA having never ratified the Treaty [12] reinforce our skepticism on governments’
unity and commitment on CO, emissions reduction, although in 2009 these two coun-

tries produced only 5.715,77 Mt of CO; or 19,7% of the global CO, emissions [13].

=

"

Figure 1.3: Kyoto Protocol participation map as of February, 2012.

Green = Ratified the treaty. Brown = No intention to ratify. Red = Withdrawn from the Proto-

col. Grey = No position taken or position unknown.

Concluding, although an extended debate is still taking place on whether CO, emis-
sions are harmful and should be avoided, the majority of the world (see Figure 1.3) is
committed to their reduction. Some pieces of related evidence are the 3 European
Commission’s Directives on RES promotion (2001/77, 2003/30 and 2009/28) and,
Greek Government’s Law 3468/2006 and its amendments thereafter.



1.2 The role of CSP in less CO,

As it is clearly shown in Figure 1.4, electricity and heat cause more than 40% of
global CO; emissions [14], making this sector an ideal candidate for emission reduction

measures that will lead to a cleaner environment.

Residential
6%

Electricity and
heat
41%

Figure 1.4: World CO, emissions by sector in 2009.

* Other includes commercial/public services, agriculture/forestry, fishing, energy industries

other than electricity and heat generation, and other emissions not specified elsewhere.

Working on this purpose, the National Renewable Energy Laboratory of the USA
edited data referring to lifecycle greenhouse gas (GHG) estimates for various electricity
generation technologies. As-published data (Figure 1.5) [15] [16] compared to harmo-
nized data (Figure 1.6) [17] exclude the impact of the land use change as well as oil and
natural gas technologies. A quick look at these figures makes it more than clear that
electricity generation technologies based on renewable sources produce significantly
less CO, during their lifecycle, than those using fossil fuels; nuclear technologies are not

taken into account due to their controversial categorization and overall attractiveness.

Furthermore the level of as-published CO; emissions produced by CSP technolo-
gies is noticeably lower than these of biopower and photovoltaics, while corresponding
harmonized data prove that exploitation of CSP and wind power produces by far the

least CO, among all power technologies.
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Figure 1.5: Comparison of as-published lifecycle GHG emission estimates for electricity gener-

ation technologies. The impacts of the land use change are excluded from this analysis.
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1.3 CSP as a means of saving costs

Figures 1.5 and 1.6 presented in the previous section show that fossil fuels are the
largest CO, emitters among all available electricity generation technologies. But, is it
this fact that keeps forcing United States of America in replacing these primary energy

sources with renewable ones [18]?
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Fig-
ure 1.7: Composition of U.S. energy use. Electricity refers to power from primary sources only:

nuclear, hydropower, solar, wind and geothermal.

Since USA even today is not committed in reducing CO, emissions, obviously past
environmental concerns are not enough to explain Figure 1.7. Globally and focused on
the electricity sector this trend is even more clear as coal, natural gas and oil covered

75,1% of the world electricity needs in 1973 but only 67,1% in 2009 [13].
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Figure 1.8: 1973 and 2009 world fuel shares of electricity generation. ** Other includes geo-

thermal, solar, wind, biofuels and waste and heat.



Maybe it’s the threat that fuels, i.e. oil reserves, are heading to depletion. However Fig-

ure 1.9 shows that a lucky guess and a proper drilling can save the day [19].

5 _[ N\ A

150 Morth America 180
M 5. & Cent. America 5
M Europe & Eurasia
M Middle East
140
Africa
Asia Pacific
130
20 m world .
N\ [ =
/ \’\ ’ 110
I 100

—y
‘-..__\

Morth S &Cent.  Europe & Middle Africa Asia o & B8 91 96 o 06 n
America America Eurasia East Pacific

Figure 1.9: Oil reserves-to-production (R/P) ratios.

Last but not least is the possibility that the major decline in oil and natural gas share
in total primary energy sources, observed since the early 1980’s, is caused by Adam

Smith’s invisible hand of the market [20].

Yom Kippur war
Fears of shortage in US Post-war reconstruction Iranian revolution
Growth of Venazuslan Los of Iranian Mathack pricing | Asian financial crisis
production supplies introducad
Pennsyhanian Aussian  |Sumsira | Discovery of East Tewas field Suez arisis v Invasion | Arab
cil boom oil exports | production | Spindistop., discoverad irvadad of raq Spring”
egan began | Temas Kuwait

120

110

100

. \ ’
A \ i
/ \ 7

&0

M

| ‘ v 50

\ A NN :
NaAa VW | A ’ \;\Vw

’ v\ /N v \,—w/\'\\j\w\_\ r,_, WiV 20

J

10

N e —

186169 1870-79 188089 1890-99 1900-09 191018 1920-22 1930-32 194043 1950-59 196069 1970-79 1980-89 1990-99 200009 2010493 O

M s20m 1861-1844 US average.
M 3§ money of the day 1945-1983 Arabian Light posted at Ras Tanura.
1984-2011 Brent dated.

Figure 1.10: Crude oil prices 1861-2011. US dollars per barrel. World events.



Indeed, the chart above (Figure 1.10) [19] could support such a hypothesis as it
shows that deflated price of crude oil started surging in the early 1970’s until the peak
of 1980, plunged forming a local bottom in 1998 and recently has exceeded previous
high reaching the historical peak observed in the mid of 1860’s. On the other hand, con-
sidering gold as the unique constant value in the global economy, one could counter this
assumption simply by presenting the chart shown in Figure 1.11 [21] which proves that

currently oil compared to gold is neither cheap nor expensive, historically speaking.
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Figure 1.11: Gold to Oil Ratio (barrels/ounce). Smoothed prices using 1-year moving average.

Nevertheless, as the efficiency of fossil fuel technologies, used to generate electrici-
ty, tends to reach its upper limit soon (see Figure 1.12) [22], increased fuel prices defi-

nitely result in increased electricity cost.
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Figure 1.12: Progress of energy efficiency for heat engines and luminous devices



This would motivate somebody to search for an alternative. Europe is not excluded

as the corresponding data (Figures 1.13 and 1.14) does not really differ [23] [24].
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However, choosing an electricity generation technology, even if the only factor that
had to be optimized was “cost per kWh produced”, is not an easy task. Variations in a)
daily prices of raw materials and fuels, b) companies engaged in the production of relat-
ed equipment, c) climate and non-climate data (i.e. grid availability and tax incentives)
among different locations and d) assumptions concerning other kinds of needed data
(i.e. discount rate), cause extreme variations among estimations of the Levelized Cost of

Electricity (LCOE) [25]. Figure 1.15 definitely supports this claim [26].
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Figure 1.15: Regional ranges of LCOE for nuclear, coal, gas and onshore wind power plants.



In addition, if someone takes into account other external costs related to each tech-

nology, widely known as externalities, things become even more complex [27].
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Figure 1.16: LCOE ranges for 14 technologies.

According to Figure 1.16, discarding externalities, electricity generation technolo-
gies using fossil fuels can be hardly compared, economically speaking, to these using
RES other than wind. This fact changes dramatically when costs related to i.e. social
health and environmental downgrade are counted in, since under certain conditions hy-
brid CSP plants seem to become attractive. This view is further strengthened by the
findings of a GTM Research’s recent study shown in Figures 1.17 and 1.18 [28], ac-
cording to which the LCOE of CSP plants in the USA vary from 0,168 to 0,117 $/kWh

and, estimations concerning the near future make CSP plants look cost-effective.

LCOE by Technology in 2011 ($/kWh)
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Figure 1.17: LCOE for a plant in US Southwest by technology.



LCOE Forecast by Technology, 2010-2020

LCOE ($/kKWh)

$0.09
$0.09

$0.08

“m, $0.08
$0.08

2010 2011 2012 2013 2014 2015 2016 2017 2018 2018 2020

Figure 1.18: LCOE Forecast by technology, 2010-2020.

1.4 CSP plants: Under research and development

"Within 6 hours deserts receive more energy from the sun than humankind con-
sumes within a year". This calculation made by Dr. G. Knies [33], combined with evi-
dence that a) CSP technologies cause relatively few CO, emissions during their life-
cycle and b) the corresponding LCOE is currently, under certain conditions, acceptable
and will soon become attractive, probably are the main drivers that motivated plenty of
industrially developed countries to pay attention to this technology. As a consequence
USA and EU have diachronically invested important amounts of time and money in

CSP research [29] [30], while installed capacity surges (see Figure 1.19) [31].
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This trend seems really powerful as a large number of projects are still under de-
velopment (Figure 1.20) [28] while 7 related studies shown in Figure 1.21 outline a ra-

ther brilliant future for CSP [32].
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Figure 1.20: CSP project pipeline atlas.
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Figure 1.21: Expected installed capacity of solar-thermal power plants in GW.

Furthermore, somebody should not neglect the dominant position in this emerging
sector held by the projects of DESERTEC Foundation (see Figure 1.22) [33]. The fact
that these projects include Greece too strengthens the choice made by investors who ap-

plied for the licensing of 1.084,42 MW of CSP in the country [34].
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Figure 1.22: EU-MENA project of the DESERTEC Foundation.

1.5 Estimating electricity generation: A key factor

In the very beginning of this Chapter the commitment of the majority of the world

in promoting RES was clearly presented. However, reaching ambitious targets, like the-

se of the Figure 1.23 [35], prerequisites the establishment of numerous measures.
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As Figure 1.24 shows [35], these measures aim at overcoming both technical and
financial constraints faced in the promotion of RES. Focusing on the fiscal part the most

common incentives are feed-in-tariff (f-i-t), capital subsidy and tax credits/reductions.

On what level should these fiscal incentives be granted though? A quick view, i.e.
in the f-i-t measure and the way it is applied i.e. in Greece, makes clear that each tech-
nology is subsidized on a different level [36]. Apparently this has to do with the ensur-
ing of the investment feasibility, since according to data given in section 1.3 the LCOE
of fossil fuels is much lower than this of RES. Expected income is one of the most im-
portant factors that determine the feasibility of an investment and in the case of RES
plants their sole income is highly correlated to their production amount (the other major
factor is the selling price). As such, a reliable annual estimation of their electricity gen-

eration becomes highly important for governments willing to promote RES.
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Figure 1.24: Renewable Energy Support Policies.
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Similar needs exist in the case of parties interested in investing in electricity gen-
eration, and RES in particular, as they would definitely desire high quality estimations

on the revenues that such an investment would generate.

On the other hand, annual production forecasts are by no means enough in the case
of national grid operators in order to secure electricity supply. For example the Greek
Operator of Electricity Market (OEM) is running the domestic electricity market ac-
cording to the pool model, implementing the Day-Ahead-System (DAS) and dividing
the day into 24 hourly periods [37]. This practically means that OEM needs, except
from an availability statement of the plant’s administrator [37], accurate estimations on

the expected production on an hourly basis.

1.6 The Thesis in a Nutshell

Having previously set the ground of RES development importance, CSPPs potential
role and the need for their precise modeling, this study goes on with the review of relat-
ed models building process. For this purpose significant effort is made in determining
pros and cons of adopting either a deterministic or a probabilistic approach, while the
ability of probabilistic modeling, which is concluded to be the most appropriate for
CSPPs, constitutes a typical comparison measure of all modeling tools (programming

languages and software) and integrated CSPP models presented afterwards.

Our next concern has been the nature of the input data needed so that a respective
model is built, the review of which strengthens our notion of probabilistic modeling ap-
propriateness. The installation site, the equipment and materials used and the plant’s
set-up and operation objectives are the four main categories in which these data sets

could be distinguished.

On the other hand, increased reliability sought in the output of such a model con-
stitutes the development of a new one a rather complex and time-consuming process
and certainly far beyond the scope of this study. For these reasons this study utilizes the
System Advisor Model, possibly the most highly performing, widely available, CSPP
model, by the use of which a hybrid parabolic tough CSPP with thermal storage located
in Greece is simulated. Further analysis is executed with respect to the way that installa-

tion site, equipment, system’s uncertainty and cost affect that plant’s performance.

This study ends with the summary of major conclusions and the provision of rec-

ommendations to researchers interested in this field.
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2 Modeling CSP Plants

In this section we present the three major and consecutive dilemmas faced by
someone who aims at estimating the production of a CSP plant, as well as a short re-

view of each one of these options.

2.1 Introduction

Estimating the production of a hybrid CSP plant can be achieved by either spending
some extra time and developing a new model from scratch or quitting from tailor-made
claims and using an existing one. With regard to the latter option someone can choose
between using already available total system models and establishing an improvised
model using common programming codes, either exploiting existing component/process

sub-models or not; pros and cons do not really change compared to the first dilemma.

Notwithstanding the first and probably the most crucial decision, that has to be
reached, concerns the level of uncertainty that someone would like that model to incor-
porate. Faith to robust variable states leads to adoption of deterministic models while an

“everything flows” approach is better supported by probabilistic ones.

2.2 Certainty vs Probability

A mathematical model describes a system by the use of mathematical concepts and
language, supporting efforts made for a) system’s logical explanation, b) analysis of its
components’ effect and c) estimations on system’s behaviour under different conditions
[38]. With regard to the latter, mathematical models are classified, in terms of their

variable states, in either deterministic or probabilistic.

The following two subparagraphs provide comprehensive data regarding CSP plant
models, classified on the basis on whether they acknowledge or not the inherent

uncertainty of the related systems.
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2.2.1 Deterministic Models

Deterministic models are distinguished for their consistency as the same determin-
istic model produces always the same output unless initial conditions (input) change.
This derives from the major principle underlying deterministic models according to
which each one the variable states they include are described by unique (central) values

based on model’s parameters and previous states of these variables.

According to Gelman et al. (2009) [39], models of this class require less effort to be
built and are easier to fit and understand. Probably benefits mentioned above have been
the main reasons for which until today deterministic models constitute the majority of

available modeling tools for CSP plants.

On the other hand, although sensitivity analyses are not excluded in the case of de-
terministic models, this process is proved to be laborious in the case of large number of
parameters, while sensitivities examined may mislead due to interactions among mutu-

ally depended parameters [40].

2.2.2 Probabilistic Models

On the opposite side stand probabilistic models, that is to say models which identi-
fy and quantify, by the use of probability distributions, uncertainties inherent in a sys-
tem, and determine their impact in system’s performance. This kind of models estimates
the confidence and reliability of their results while they perform solid sensitivity anal-

yses identifying the most crucial parameters and processes [40].

This modeling approach requires the completion of three major phases: a) the
building of a probability distribution for each uncertain (stochastic) parameter and sam-
pling the corresponding distribution(s), b) running the system model and c) evaluation

of the distribution(s) results [41].
a) Stochastic Parameters: Distributions and Sampling

Uncertain parameters are considered to be these for which specific data is not avail-
able or variability is expected while the choice of the distribution type that is to be used
for each of these parameters is based on actual data, bibliography or personal judgment.
Figure 2.1 indicatively presents probabilistic charts and functions of two distributions

stratified into 5 equally probable parts.
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Figure 2.1: Histograms (left) and cumulative distribution functions (right) of parameters with

normal (top) and uniform distribution (bottom) [41].

The most common sampling methods for the selected distributions are Monte Carlo
and Latin Hypercube Sampling (LHS). Nowadays both these two methods are widely
used in sampling, although LHS’s superiority has been pointed out quite many years
ago [42]. Please note that the sampling process could also include the pairing of sto-
chastic parameters so that potential correlations among them to be taken into account
[43].

As far as the needed number of the samplings per variable is concerned, except
from the rule of thumb according to which “the more the better”, there are plenty of re-

lated techniques available, depending on each case’s special features [44].
b) Probabilistic System Modeling

Sampled distributions built in the previous phase constitute the input, or a part of it,

of a probabilistic model which is run so many times as the distributions are sampled.

Although the abovementioned imply more effort during the model building and
running processes, this has to be compared to the added value of model’s results. Not-
withstanding, only one out of the five below presented CSP plant models was primarily

developed adopting the probabilistic approach.
c¢) Evaluation of Results

As implied above, probabilistic models return highly valuable results as a) through

a cumulative distribution function they indicate the probability that a system achieves a
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specific metric and b) by the use of regression, linear or not, the researcher becomes

able to rank the impact caused by stochastic parameters to the model outcome.

2.3 Modeling tools

After a decision is reached, on whether counting in uncertainty and evaluating its
possible impact on a CSPP performance is important or not, interested researchers may
choose among a variety of programming languages and computing environment in order
to build a custom-made CSPP model. Below, their major alternatives are reviewed in

brief.

2.3.1 Fortran

Fortran is one of the most popular programming languages being mainly applied to
numeric computations and scientific computing. Since the 1950’s, when IBM developed
it, it has repeatedly been evolved — from the structured programming of Fortran 77 to
concurrent programming of Fortran 2008, dominating this area [45]. Furthermore
Fortran, along with C and C++, seems to constitute maybe the most preferable alterna-
tive for scientific codes building thanks to its extended calculating abilities, while it is

widely used by engineers seeking for efficiency and high execution speed [46].

Undoubtedly, Fortran is not an ideal programming language suitable for all models
as it lacks a user-friendly interactive interface and carries strict and time-consuming
processes — calling libraries, declaring dimensions and intrinsic type of variables etc
[47]. Still its wide applicability, and specifically in CSPP modeling, can be assessed by
the number of codes written in Fortran, such as a) DELSOL — mostly an optical design
and performance of heliostat fields code suitable only for tower power systems [48], b)
CIRCE - an optics modeling code suitable for both troughs and dishes [49], ¢)
SOLERGY - a total performance CSPP model suitable of tower power systems [50],
and d) TRNSYS - an integrated computing package mainly used in the renewable ener-

gy and buildings engineering (see 2.4.2).

Fortran can also successfully support probabilistic modeling, a conclusion deriving
from the numerous of related models found [51] [52]. Particularly in CSPP modeling, in
2010 Ho et al. [41] presented the SOLERGY Batch Mode. The latter is a program al-

lowing SOLERGY, an initially deterministic model, to run in a probabilistic mode by
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introducing an input file containing stochastic parameters and delivering multiply simu-

lated output values — i.e. energy output, LCOE etc.

2.3.2 Mathematica

Moving from single programming languages to integrated computational software
programs, Mathematica holds an exceptional position among the latter. Initially devel-
oped in 1988 by Wolfram Research, Mathematica is widely used in several areas of
technical computing, such as engineering and mathematics. The program is written in
Mathematica and C languages and since its first version (ver. 1.0) it has repeatedly been
modified being evolved into a powerful computing and analyzing tool with a rich math-
ematical function library, high compatibility with other programs and languages, ad-

vanced visualization abilities and a smart two-part interface (ver. 8.0.4) [53].

Probably these features have been some of the major reasons for which
Mathematica is widely used in modeling [54] [55] and particularly in CSPPs. Some of
the models developed in Mathematica in the latter field are: a) a thermal energy storage-
system model aiming at the facilitation of heat transfer [56], b) a mathematical model
arguing that the decarbonation of the energy infrastructure is technically plausible [57],
c) a statistical model of hybrid solar power cycles evaluating the capacity and analyzing
the performance of thermal storage [58], d) a simulation model estimating the perfor-
mance of CSPPs with thermal storage [59] and e) a numerical model simulating the
base load electricity demand in order a suitable thermal storage system to be sized [60]
Last but not least stands the SimulCET, an integrated CSPP performance model (see

2.4.4).

Although none of the models above, except from the SimulCET, counts in uncer-
tainty of the treated variables, Mathematica is capable of supporting a great range of

probabilistic modeling [61] [62].

2.3.3 MATLAB

MATLARB is also distinguished for its dual nature as it constitutes both a high-level
programming language and an interactive environment, written in C and Java lan-
guages, suitable for visualization and complex computations [63]. It was released in
1984 (MATLAB 1.0) by MathWorks and since then it has been updated several times
reaching its current form (MATLAB 8). MATLAB has an extended range of applica-

tions among of which stand function and data plotting, matrix manipulations and model-
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ing, while it can easily interface with other programming languages such as C, Fortran
and Java. Furthermore, by the use of MuPAD symbolic engine and Simulink, MATLAB
users are allowed to perform symbolic computations, and graphical simulations and
model-based designing respectively [64]. It is also notable that a MATLAB code is of-
ten significantly shorter than this that a compiled language would generate [65], while it
is interpreted when the program is executed, decreasing the execution speed but, freeing
the researcher from memory management and allowing dynamic typing and interactive

sessions [46].

MATLAB’s advantageous features, among which stands its user friendliness with
regard to displaying results both graphically and in tabular mode [66], made it highly
attractive for both academic and industrial researchers while it is widely applied in solar
energy field too [67] [68] [69]. As far as CSPP modeling is concerned, MATLAB is one
of researchers’ top choices. Pieces of related evidence are: a) a model evaluating the
coupling of desalination units to parabolic-trough solar power plants [70], b) a total per-
formance model of a parabolic-trough solar power plant [71], ¢) a model determining
the solar field size of CSPP coupled to a desalination unit [72], d) a model analyzing the
levelized energy cost of various CSPPs and locations [73], e) calculation of the solar
flux concentration through a solar tower system [74], and f) a model calculating the

output of hybrid systems of solar towers with gas turbine [75].

For once more, models and codes referred above do not take into account systems’
inherent uncertainties. Nevertheless, MATLAB is definitely suitable for probabilistic
modeling [76] [77] [78].

2.3.4 Spreadsheets

Spreadsheets are computer software used in data management and analysis. Their
computational attributes combined with their user-friendliness have made them highly
popular among computational/modeling tools. Currently plenty of related applications
are commercially available although Microsoft Excel, using Visual Basic for Applica-
tions as its programming language, has clearly dominated the corresponding market
[79]. Probably this has been the reason for which numerous of add-in packages have
been developed for this particular application, extending basic version’s computational

abilities.
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Diachronically engineering has been one of the most important boosters of spread-
sheets development and blooming due to its advanced computational needs. Indicatively
we mention that even the very first spreadsheet application, VisiCalc, was developed for
engineering purposes [80]. Some of the CSPP models developed in spreadsheets are: a)
EXCELERGY - an integrated model built, by the National Renewable Energy Laborato-
ry (NREL) to simulate solar thermal trough power plants, which is not maintained any more
but it has been partially transferred to probably the most popular CSPP integrated model,
System Advisor Model (see 2.4.3) [81], b) RETScreen — a performance model used in vari-
ous renewable technologies (see 2.4.1), ¢) Dish Field Systems Model — a model estimating
the dish/engine systems’ energy performance [82], d) an economics model comparing dif-
ferent reflecting materials in a CSP plant [83], and e) a cost model used to compare concen-
trated solar-based combined heat and power to alternate technologies [84] .

Finally we underline discretion, provided to researchers building spreadsheet-based
models, in selecting between a deterministic or probabilistic mode. Although System Advi-
sor Model is the only spreadsheet-based CSPP model providing such an option, other codes
developed in this modeling tool prove its ability to support probabilistic modeling [85] [86]
[87] [88]. Particularly in the case of Microsoft Excel, due to limited abilities of its basic
version, enhanced management of systems’ uncertainty is achieved by the use of various

risk analysis add-in packages [89].

2.3.5 Other Modeling Tools

A. JavaScript: JavaScript is a scripting-language, using syntax similar to this of C
language. It was developed by Brendan Eich and its major use is limited in Web brows-
ers, creating advanced interfaces and dynamic websites, although it also used in non-
Web applications such as PDF documents [90]. Since JavaScript has only first-class
functions, and consequently limited computational abilities, it is not used widely in en-
gineering and the only CSPP model written in this language is SIMPLESYS (see 2.4.1).
Despite JavaScript’s ability to incorporate uncertainty into generated models, only one
model found to have taken advantage of this attribute [91]. This supports our notion that
this programming language is rather not preferable in building demanding computation-

al models.

B. C++: It is a compiled, intermediate-level programming language developed by
B. Stroustrup in 1979 at Bell Labs [92]. Being one of the most popular programming
languages [93], it is applied on a large number of fields [94], engineering included [95].
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Nevertheless, despite its ability to support probabilistic modeling too [96], it seems that
it is not really attractive for CSPP modeling as the only model found being written in

C++ is the integrated CSPP model “DinaCET” (see 2.4.4).

C. Eclipse: Eclipse IDE (Integrated Development Environment) is open source soft-
ware supporting multiple programming languages. Initially developed by IBM VisualAge,
it is written in Java as it is addressed mainly to Java developers [97]. Eclipse IDE is found
to be applied in engineering [98] and limitedly in CSPP modeling too as it was used for the
building of “Tonatiuh”— a software package using Monte Carlo ray tracer for the optical
simulation of CSPPs [99]. Probabilistic modeling is also included in this software’s fea-

tures [100].

2.4 Integrated CSP Plant Models

Integrated CSPP models stand at the top of the total-system modeling pyramid,
proposed by C. K. Ho and G. J. Kolb [40], as they execute calculations with regard to
the overall system performance, while usually they are capable of economics modeling

too (Figure 2.2).

Total system models — performance and cost
(e.g.. SAM, SOLERGY)

Component and process models
{e.q., colfectorsreffecior oplics, receiver performance, thermal
storage processes, power outpuf)

Input paramaters and distributions
(e.q., gzomefry, reflectnity, solar radiation, femperature,
flow raies, efficiencies, costs)

Figure 2.2: The total-system modeling pyramid.

Taking this opportunity it would be meaningful to mention that this approach, par-
tially modified, is also adopted in this study (Figure 2.3): a) in 2.2 we examined the dif-
ferences between models incorporating uncertainty or not, b) in 2.3 we reviewed some
of the major modeling tools available for building, component by component, a total-
system model, and c) in this paragraph the most popular ready-to-use integrated CSP

models are presented, regardless of their deterministic or probabilistic approach.

24-



/Inp—m(Trameters and/om

Integrated
Models

Uncertainty Certainty

Component / Process

Models

Figure 2.3: A new total-system modeling scheme.

Please note that challenges emerging by the nature of a model’s input are consid-
ered to be so highly important, that applicability of information provided in this section
becomes meaningful only after thorough examination of variables that are to be counted

in by the model (see section 3).

Finally, we justify the number and features of the integrated CSPP models present-
ed below reminding that scope of this study is to model the performance of a hybrid
parabolic trough power plant. On this basis, corresponding models applied only to other

CSP technologies were neglected.

2.4.1 RETScreen

RETScreen — Clean Energy Project Analysis Software, is a decision support tool
calculating energy production and savings, and performing economics and risk analysis
with regard to a variety of renewable-energy and energy-efficient technologies, solar
thermal power included. This Excel-based software is developed and maintained by the
CanmetENERGY research centre and its extended popularity lead to the release of the
most recent 4 version [101].

With regard to CSPP modeling, RETScreen provides a single model for all CSP
technologies, while there is no provision for a potential coupled storage system. Never-
theless on its start-up sheet (Figure 2.4), the user is able to choose between a single- and
a multiple-sources power station, either connected to the grid — with internal load or not,

or isolated. The last major user-defined parameter of this sheet is the “heating value ref-
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erence” which is related to the cycle of the fuel combustion and particularly to whether

the combustion product is condensed or not.

Project information

Project name
Project location

Prepared for
Prepared by

Project type
Grid type
Anahysis type

Heating value reference
Show settings

Language - Langue
User manual

Currency

Units

See project gsiEbase

20 MW CSPP

Crete

IHU

C. Sioumis

Power - multiple technologies

Central-grid & internal load

Method 1

Higher heating valus (HHW}

Englizh - Anglais

Englizh - Anglais

Euro

Metric units

Figure 2.4: The RETScreen start-up sheet.

Climatic data used for the simulation of CSPPs come via the NASA Prediction of
Worldwide Energy Resource (POWER) project, developed by NASA's Langley Re-

search Center and CanmetENERGY (Figure 2.5).

rerseeer . ==

Country - region
Province / State

Climate data location

LelLe]Lel

| Latitude i 35,3
Longitude =& 252 Source
Elevation J m ] 39 ] Ground
Heating design temperature J e ] 69 ] Ground
Cooling design temperature J N ] 302 ] Ground
Earth temperature amplitude J N ] 92 ] MASA
Air Relative Diaily solar Atmospheric Wind speed Earth Heating Cooling
temperature hurnidity radiation - pressure temperature degree-days degree-days
horizontal
e % kvhimd | kPa | s | 56 *cd T
Jan 12,0 68,2% 239 101,3 52 15,2 185 62
Fob. 1T 66,1% 3,31 101,2 55 15,1 176 48
Mar 13,0 65, 7% 488 101,0 49 18,0 155 93
Apr 18,0 62,2% 6,29 100,9 44 18,1 50 180
May 19,5 61,4% 748 100,28 4.0 21,3 o 205
Jun 23,4 57,6% 5,47 100,7 42 248 o 402
Jul 257 57,9% 5,43 100,5 53 26,8 o 487
Aug 257 60,5% 7,59 100,5 5,1 274 o 487
Sep 233 62,8% 6,19 100,9 4.4 25,8 o 399
Oct 20,1 65,8% 4,33 101,2 45 2.9 o 313
Now 16,4 68,0% 27T 101,2 4.8 18,4 48 192
Dec 13,4 68,9% 2,08 101,2 5.0 16,5 143 105
Annual | 154 | ess% | 535 [ 100 [ 4,8 | s [ 768 [ s.0e2
Source | Ground | Ground | MASA | MASA | Ground | MASA | Ground | Ground
Measured at I m | 10 | o

Figure 2.5: The RETScreen standard input climate data.
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Nevertheless, users are allowed to enter their own climatic data too (Figure
2.6). Particularly regarding solar radiation, corresponding values refer to solar energy

received on average during one day on a horizontal surface for each month.

Climate data Project
Unit location location
Latitude N 353 353
Longitude °E 252 252
Elevation m 2 3
Heating design temperature € 69
Cooling design temperature € 302
Earth temperature as 92
Daily solar

Air Relative radiation - Atmospheric Earth Heating Cooling
Month temperature humidity horizontal pressure Wind speed temperature degree-days degree-days

°C % kWhim?id kPa mis RE Cd “Cd
January 12,0 58.2% 2,39 10,3 B 152 185 B2
February 1.7 55,1% 331 1,2 55 15,1 178 48
March 13,0 55.7% 488 104,0 49 18,0 155 93
April 18,0 52.7% 529 100,9 44 18,1 50 180
May 18,5 51,4% 748 100,8 40 213 0 285
June 234 576% 847 100,7 42 248 0 402
July 57 57.9% 843 100,5 53 76,8 0 457
August 57 50,5% 7,59 100,5 51 774 0 457
September 733 52,2% 5,19 100,9 44 758 0 399
October 201 55,2% 433 1,2 45 229 0 313
November 16,4 58,0% 277 1,2 48 18,4 43 192
December 134 58,9% 2,08 1,2 50 18,5 143 105
Annual 124 63,8% 535 100,% 48 208 763 3.082
Weasured at Cm ] [ 10,0 I 0,0 ]

Figure 2.6: The RETScreen manual input climate data.

After declaring the above, the user enters values regarding the estimated “internal
load” of the CSPP per month, while the last sheet contains the “energy model” (Figure
2.7). The latter requires the completion of a data set regarding a) the base load power
system, b) the intermediate load power system, c) the base peak power system and d)
the back-up power system. On the same sheet estimated energy delivered to the internal

load and to the grid is presented.

Focusing on the modeling of the CSPP we underline that the plant’s estimated out-
put is calculated on the basis of installed power (power capacity) and the capacity fac-
tor. Since the latter refers to the ratio of the average power produced by the power plant
over a year to its rated power capacity, the software does not handle directly the interac-
tion between the climate data of a specific location and a CSPP’s output while help pro-
vided to the user is limited to the provision of a typical capacity factor rate of 20 to
70%. The same applies to other aspects of potential differentiations among CSPPs (see
Section 3).

Moreover, although the provision that a power plant uses multiple technologies im-
ply the existence of several interactions among them, surprisingly enough the software
adopts a rather simplified approach on this alternative (Figure 2.8) neglecting the auxil-

iary alternative.
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RETScreen Energy Model - Power project Show atternative units

Base load power system

Technology Solar thermal power |
Solar thermal power #1
Power capacity KA 20.000 20000,0% — See product databese
Manufacturer Abengoa Solar
Model I P510 |
Capactty factor 50,0%
Electricity delivered to load 712 100,0%
Electricity exported to grid 86,888
Intermediate load power system
Technology [ Gas turbing |
Avallability 90.0% 78840
Fuel selection method [ Single fuel |
Fuel type L Natural gas - m#. |
Fuel rate: &m
Gas turbine ¥2
Power capacity 2.000 2000,0% 1 See product database
Minimum capacity
Electricity delivered to load [ 00%
Electricity exported to grid 15.768
Manufacturer [ |
Model | |
Heat rate [ /il I 10.000
Fuel required Gl 20,0
Electricity rate - base case EMVin 0,00
Fuel rate - proposed case power system EVih 0,00
Electricity export rate i
Electricity rate - proposed case MV
Remaining
Electricity delivered to Electricity electricity Power Operating
load exportedtogrid  required system fuel
Operating strategy MWh MWh MWh MWh
Full power capacity output [ 15.768 ) 43.800 [ 36,0%
Power oad following 0 0 0 0 0 -
Select base load power system [ Power system #1 | Solar thermal power #1
Select operating strategy [ Full power capacity output |

Power
Base load power system [EPES Binterm. BFesk
Technology Solar thermal power
Operating strategy Full power capacty output 25000%
Capacty 20.000 20000,0%
Electricity delivered to load 712 100,0%
Electricity exparted to grid 86883 20000%
Intermediate load power system
Technology Gas turbine
Operating strategy Full power capacity output 16000%
Capacity 2000,0%
Electriciy delivered to load 0 0,0%
Electricity exported to grid 15.768 10000%
Peak load power system
Technology
Suggested capacty i 0.0
Capacity KW [ 1.000 | 1000,0% [ 5000%
Electricty delivered to load HWh 0 0,0%
Back-up power system (optianal) o
1:;2";:;“ o I o | ‘ ‘ Capacity Energy delivered
Fuel Energy
consumption - Fuel Capacity delivered
Proposed case system summary Fuel type unit (kW) MV,
Power
Base load Solar m o 20.000 712
Intermediate load Natural gas m 4.206.066 2.000 0
Peak load Electriciy v 0 1.000 0

Electricity exported to grid
Total

Figure 2.7: The RETScreen energy model sheet.
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Month
—e— Heating —-— Power
. i

Figure 2.8: The RETScreen Power System Load Definition — Base, Intermediate & Peak.
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Finally, it might be helpful to notice that all RETScreen energy models are deter-
ministic despite that feasibility analysis performed includes an important level of risk
analysis too. Probably weaknesses mentioned above are the main reasons for which

RETScreen does not seem to stand among the top choices for CSPP modeling.

2.4.2 TRNSYS

TRNSYS is a software platform enabling users, through a modular structure, to
simulate the performance of transient systems and particularly solar energy systems
[102]. Its engine, the typical component library, is written in Fortan while users may
add their custom-made components developed also in Fortran, C, C++ or any other lan-
guage creating a DLL [103]. TRANSYS was developed at the University of Wisconsin
[104], became commercially available in 1975 and today is maintained by the collabora-
tion of four entities based in US, France and Germany [105]. In the rest of this para-
graph we will provide short information on the process followed in order a CSPP model

is built in TRNSYS 17.

So, after the design of the system to be modeled is completed, the user needs to de-
cide the components that will be used in the simulation, to add them in the TRNSYS
Simulation Studio and to configure them. Simulation Studio is one of the core modules
of TRNSYS including numerous tools such as simulation engine and graphical connec-

tion programs as well as plotting and spreadsheet software.

. Simulation Studio - DEM OV ERS10 N - Project.tpf

File Edit View DirectAccess Assembly Calculate Tools Window 2

Deda B oo SR?P
*
(15 3 Contollers
am " DEMOVERSIO N- Projecttpf [= & =] 3 Electiical
= {1 Heat Exchangers
Q 1 HVAC
28] [#1{_] Hydiogen System:
- Hydronics
{23 Loads and Structures
@ @ i {21 Obsolete
3 23 Outpat
ot {3 Physical Phe ena
» TypeTd Typede (=423 Solar Then ollectors
543 CPC Collector
of ¥y L Type?d
4 E (1 Evasuiatzd Tube Collecte
A ‘ ,5 - Performance Map Collsct
Typels2 Typessd -] Quadiatic Efficiency Colle
@-(_1 Theoretical Flat-Plate Col
{1 Themosyphen Callector !
=143 Thermal Storage
-0 Detalled Fluid Storags Tz
i -] PlugFlow Tank
(] Rock Bed Storage
=424 Stratified Storage Tank.
Typeda =424 Fived Inlets
x \ 23 Nonuniterm Loss
7 || =423 Uniform Losses
B "1 Tupeda
- (L] UserDesignated Inle|
& -] Vaiiable Inlets
B -2 Variable Yalume Tark
3 Uiy
{23 Weather Data Reading and F

Ready

Figure 2.9: The TRNSYS Simulation Studio start-up sheet.
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As Figure 2.9 presents, creating a new model on this module starts from a blank
sheet on which users are enabled to drug and drop ready to use but also further configu-
rable components, either included in the default TRNSYS library or custom-made by
the users.

In the case i.e. of a simplified' parabolic trough CSPP with thermal storage, the first
component comes from the category “Weather Data Reading and Processing”.
TRNSYS library contains more than 1.000 related files concerning more than 150 coun-
tries, containing almost 60 kinds of related output data — temperature, wind, solar radia-
tion etc (Figure 2.10), although users can create their own files too. Moreover this kind
of components count in adjustable parameters such as the CSPP tracking mode, the

ground reflectance etc (Figure 2.10).

(DEMOVERSION—P}'!;'ECL Typel5-.

(DEMDVERSION—Pr{}Kt.

‘ Farameter |Input | Output | Derivative | Special Cards | Extemal Fies | Commert | | [ Parsmeter | Input_| OUtoct | Derivative | Special Cards | Bxtemal s | Comment |

@ Hame Value Unit More | Macro | » Hame Value Unit More | Macro| Print | -
o |1 | 8]FETyee 2 = Wore... || [@] | 1| g ory bulb temperature 0 T More, [l B El
L 2] g] ogicaluni 30 - Wore... || [7] ‘ L 2| g]oew port emperaure 0 C More, = B
| |2 | gf Tited Surface Radiation Mode 3 - More... || [7] |2l Bl |3 | el et bum temperature 10.0 c More. 73] B
4 | @[ Groundrefectance -no snow | 0.2 - Wore.__|| (7] | 4 | [ Ertective sky temperature 0 C: More = B
5 | g Ground refiectance ~snow 07 E More... | 7] s | g 1ains viater temperature 10.0 T More. = B
cover B
6 | g Number of surfaces. 1 - Wore. || [@] B | || Humidity ratio 0 - More. = B
7 Percent relative humidity 0 %
2 Tracking mode 1 - 1 v
o ore... | (] o (base Hore. & B
& | | Slope of surface 0.0 degrees. More... || [7] 5 100) -

Figure 2.10: a) Left — Adjustable parameters, b) Right — Component output data categories.

Secondly we add the component handling the solar collectors. In this case among
the 13 related parameters stand the number of series, the collector area and the fluid
specific heat while component’s output is limited to outlet temperature and flow rate
and useful energy gain. This time users are enabled to interfere with a set of 12 kinds of
input data processed by this component too, as another one stands right before this — the
“Weather Data Reading and Processing” component. The same rational applies to the
rest two components — “Thermal Storage” and “Heat Exchanger”, which also enable

users to choose among and adjust plenty of parameters and input and output data.

After the insertion of one component into the project sheet, the user takes care of

linking it with other already added components. Figure 2.11 indicatively shows a related

" Due to the fact that the TRNSYS version used is a demo-version, the presented project could not include

more than five components. Due to this fact analysis ends at the exit of the heat exchanger.
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screen and particularly some of the connections between the output of the “Weather Da-
ta Reading and Processing” component and the input of the “Solar Collector” compo-
nent. Obviously these linkages are essential for the establishment of data flow and the
execution of the respective calculations. After all appropriate links have been set, mod-
el’s operation can be simulated and the results are shown online and/or printed in a file

(Figure 2.12).

T N
9

o

Dry bulb temperature Inlet temperature 200
Dew point temperature \ Inlet flowrate 100.0
Wet bulb temperature Ambient temperature 100
Effective sky temperature Incident radiation 0.
Mains water temperature Horizontal radiation 0.0
Humidity ratio Horizontal diffuse 0.0
Percent relative humidity Ground reflectance 02
Wind velocity Incidence angle 200
Wind direction Zenith angle 0.0
Atmospheric pressure Solar arimuth angle 0.0
Total sky cover Collector slope 0
Opaque sky cover Collector azimuth angle 0

Extraterrestrial solar radiation

(Global horizontal radiation (not interpolated)
Direct normal radiation (not interpolated)
Solar zenith angle

Solar anmuth angle

Total horizontal radiation

Figure 2.11: The TRNSYS screen for the linkage of two components.
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Figure 2.12: The TRNSYS online result plotter.
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Summarizing the impression left by this short review of TRNSYS, we underline a)
the user-friendliness, b) its extended capabilities — particularly regarding the way it han-
dles step-like time functions despite the fact that example above did not demonstrate
them, c) its wide adjustability to a wide range of needs and d) interactivity with plenty
of other programs and programming languages. On the other hand we cannot neglect
that TRNSYS requires highly detailed input data in order that expected plant perfor-
mance is reliably calculated and that it does not support probabilistic modeling. In any
case, the large number of CSPP models built in TRNSYS is considered to be a well-
established proof of its value [74] [81] [106] [107] [108] [109] [110].

2.4.3 System Advisor Model

System Advisor Model (SAM), originally called the “Solar Advisor Model”, is one
of the most recognizable integrated CSPP models. Although SAM is an Excel-based
software, we should not neglect that it keeps wrapping around TRNSYS for the CSPPs
energy performance simulation. Having been developed by the National Renewable En-
ergy Laboratory in cooperation with Sandia National Laboratories in 2005, the model is

regularly maintained and updated reaching its current form (Version 2012.5.11) [111].

Starting a new simulation of a parabolic trough CSPP in SAM, users are enabled to
choose between two kinds of models - a physical and an empirical one. The former es-
timates the plant’s performance counting in first principles of engineering and thermo-
dynamics while the latter uses a set of equations formed trough the exploitation of data

gathered from the SEGS projects in the USA.

After the desired model is initialized, the first sheet that is to be completed concern
climate data. Please note that respective data is not entered as stand-alone values but as
a file (TM2, TM3 or EPW), coming from either SAM library or a user-defined location.
Direct normal radiation, dry-bulb temperature, atmospheric pressure and wind speed are
some of the data elements that such a file includes while all of the respective values re-
fer to hourly time-spaces. Summary of the data contained in input files can be displayed
by the use of SAM’s Weather Data Viewer, a module enabling the generation of several

types of graphs such as time series, heat map, monthly profile and duration curve.

The next sheet, called “Annual Performance”, requires the completion of two cells:
a) the estimated system degradation caused by system aging and b) the availability ex-

pected counting in regular and contingent outages.
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Having completed the above, let’s say preliminary, sheets, users start configuring
the vital parts of a parabolic trough CSP starting with the solar field. Values needed in
this particular sheet are distinguished in several categories such as the solar field param-
eters, the heat transfer fluid and the design point (Figure 2.13). What is important to
mention is that users are enabled either to enter a solar multiple looking for the total re-

quired aperture and number of loops or vice versa.

rSolar Field P 2 rHeat Transfer Fluid
@ Solar multiple 2 Field HTF fluid [VP—l -
(2 Option 2: Field aperture 8615590 |m2 User-defined HTF fluid
Row spacdng 15 m Design loop inlet temp 293 'C
Stow angle 170 deg Design loop outlet temp 391 'C
Deploy angle 10 deg Min single loop flow rate 1 kafs
Mumber of field subsections Max single loop flow rate 12 kgfs
Header pipe roughness 4,57e-005 m Min field flow velodty 0.356106 m/s
HTF pump effidency 0.85 Max field flow velodty 4.9655 m/fs
Freeze protection temp 150 'C Header design min flow velodty 2 mfs
Irradiation at design 950 wim2 Header design max flow velodty 3 mfs
Allow partial defocusing

r Design Point
Single loop aperture 3762.4 m2 Actual number of loops 230
Loop optical effidency 0. 744601 Actual aperture 865352 m2
Total loop conversion effidency 0.716894 Actual solar multiple 2
Total required aperture, SM=1 431858 m2 Field thermal output 588.235 Mwt
Required number of loops, SM=1 114,783
rCollector Orientation
Collector tilt 0 deg Ti
Collector azimuth 0 deg e
r Mirror g Plant Heat Capacity
Hot piping thermal inertia 0.2 kWht/K-Mwt
Water usage per wash 0.7 Ljm2,zper.
Cold piping thermal inertia 0.2 kWht/K-Mwt
Washes per year 63
Field loop piping thermal inertia 4.5 Wht/K-m
rLand Area
Solar Field Area 641 acres Mon-Solar Field Land Area Multiplier 1.4 Total Land Area 898 acres
rSingle Loop C ion

Figure 2.13: SAM Solar Field Sheet.

The following two sheets particularize variables related to the solar collectors and

receivers enabling users to incorporate sufficient details in their models, while next
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comes the configuration of the power cycle which may also be coupled with a fossil

backup boiler (Figure 2.14)

~Plant Capacity
Design gross output 111 Mwe
Estimated gross to net conversion factor 0.9
Estimated net output at design (nameplate) 100 Mwe
ote: Parasitic losses typically reduce net cutput to approximately 90 % of design gross power
~Power Block Design Point
Rated cyde conversion effidency 0.3774
Design inlet temperature 391 'C
Design outlet temperature 293 'C
Boiler operating pressure 100 bar
Fossil backup boiler LHY effidency 0.9
Steam cyde blowdown fraction 0.02
~Plant Control
Low resource standby period 2 hrs
Fraction of thermal power needed for standby 0.2
Power block startup time 0.5 hr
Fraction of thermal power needed for startup 0.2
Minimum required startup temp 300 'C
Max turbine over design operation 1,05
Min turbine operation 0.25
Turbine Inlet Pressure Control ’Fixed pressure -
~Cooling System
Condenser type | Evaporative v] Hybrid Dispatch
Ambient temp at design 20 'c Period 1 0
Ref. Condenser Water dT 10 'C Period 2 .
Approach temperature 5'C Period 3: ;
Period 4 ]
ITD at design point 16 |'C =
Condenser pressure ratio 1.0023 Period &: 0
Min condenser pressure 1.25 inHg Period 7: v}
Cooling system part load levels 2 0
ote: H ol parameters refer to the dispatch periods defined c Period 2 ]

Figure 2.14: SAM Power Cycle sheet.
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Close to the end stands the completion of the “Thermal Storage” sheet, in which
users also define whether the fossil backup system a) aims at a minimum backup level
or b) operates supplementary. In most cases the second option fits better in grid con-

nected CSPPs with a PPA (Figure 2.15).

ge System
Full load hours of TES 6 hr Aux heater outlet set temp 391
Storage volume 26268.7 m3 Tank heater capacity 25 MWt
TES Thermal capacity 1764.71 mwit Tank heater efficdency 0.98
Parallel tank pairs 1 Hot side HX approach temp 5'C
Tank height 20m Cold side HX approach temp 7'C
Tank fluid min height 1m Heat exchanger derate 0.877551
Tank diameter 40,894 m Initial TES fluid temp 300 'C
Min fluid volume 1313.43 m3 Storage HTF fluid
Tank loss coeff 0.4 Wim2K User-defined HTF fluid
Estmated heat loss 0.500115 mMwt Fiuid Temperature 342 'C
Cold tank heater set point 250 'C TES fluid density 1672.49 kgfm3
Hot tank heater set paint 365 'C TES specific heat 150182 kg K
Fossil dispatch mode |Supplemental operati

Figure 2.15: SAM Thermal Storage sheet.

Having completed the last sheet, referring to internal loads, too, users are enabled
to choose among a large set of simulation options such as parametric and sensitivity
analysis, optimization etc. Probabilistic modeling is also supported as SAM may gener-
ate histograms showing the frequency distribution of selected output values counting in

as input the distribution followed by one or more variables (Figure 2.16).

Edit Inverter Cost Distribution % |
Choose an input distribution
Variable Name: Inverter Cost
Current Value: 0.56 A
’Normal - 1.0
Mean {mu): 0.51
Std. Dev. (sigma): 0.0785
« : >
7 2.5 7
Mean=2.5, Std.dev.=1
Mean=0, Std.dev.=4
o e

Figure 2.16: The insertion module of a variable containing uncertainty.
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Obviously this software’s holistic approach on parabolic trough CSP plant model-
ing has been the ground on which several researchers were based in order to develop

their custom-made SAM models [112] [113] [114] [115] [116] [117].

2.4.4 Other Integrated CSPP Models
A. SIMPLESYSY: SIMPLESYS is an oversimplified Web-based model and not

surprisingly the programming language used is JavaScript. It utilizes an instantaneous
energy balance and a constant-temperature control system providing estimations on the
thermal output of a CSP system with storage, regardless of the CPS technology used
[118]. In order that a CSP plant operation is simulated, the user fills in estimated values

with regard to the features shown in Figure 2.17.

Rate of Energy Demand (QL) - (kW) = 150
Maximum (noon) Collector Field Output (CM) - (kW) = 500
Energy to Heat-up Field Piping (EP) - (kWh) = 200
Rate of Energy Loss from Field Piping (QF) - (KW) = 10
Storage Capacity (SM) - (KWh) = 500
Energy Initially in Storage (ES) - (kWh) = 0
Rate of Energy Loss from Storage (SL) - (kW) = 10
System Turn-on Time (h) = 0
System Turn-off Time (h) = 24
Number of Days to Run This Simulation = 3

Clear Result Calculate Result

Figure 2.17: The SIMPLESYS energy model.

Although the model is useful for preliminary calculations and may be further refined in
order to take also into account more variables and to estimate the electrical output, it
definitely falls short compared to analysis quality provided by other CSPP modeling

software.

B. SimulCET: SimulCET is a Mathematica-based software package developed by
the National Renewable Energy Centre of Spain (CENER) exclusively for the assess-
ment of parabolic trough CSPPs’ performance. In the above framework this modeling
program, based on both empirically and physically derived correlations, analyzes the
impact of different operational strategies on the expected outcome as well as the way
that gas utilization and thermal storage affect a CSPP’s energy performance [119]. Alt-
hough SimulCET is not widely commercially available, it seems that except from

CENER, privately held companies also take advantage of its limitedly promoted fea-
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tures [120], among of which probabilistic modeling stands prominently [121]. As we
did not have the chance to be directly engaged with this software package, this review is
limited in the provision of a few program’s screenshots found in other sources Figures

2.18 & 2.19).
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Figure 2.18: The “Climate” data input tabs [122].
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Figure 2.19: The “Solar field” data input tab and the “Time Graphics” results tab [123].

-37-



C. DinaCET: DinaCET is a computer tool enabling users to develop stand-alone
dynamic programs simulating the performance of parabolic troughs CSPPs. Written in
C++, it produces codes in the same language, each of which can simulate only a specific
plant. Despite this rigidity, generated models still look attractive as they enable users to
model a large set of variables and operational transient alternatives for each specific
plant. Last but not least we notice user-friendliness provided by the 3D Graphic User
Interface [123]. Having already been validated trough its comparison to data gathered
from Nevada solar one power plant [124], it is not used exclusively by CENER [120].
Nevertheless, the fact that DinaCET is not publicly available, this short review ends

with the following screenshots found in other secondary sources (Figures 2.20 & 2.21).
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Figure 2.20: DinaCET’s solar field simulation sheet [122].
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Figure 2.21: DinaCET’s simulation of a cloudy day operation [122].
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3 Challenges on Modeling a
Parabolic Trough CSP Plant

The scope of this section is to illustrate the needs, restrictions and specificities that
derive from the input required in the modeling of a parabolic trough CSPP (Figure 2.3).
After a clear view on the above is formed, researchers are enabled to choose among

modeling tools presented in Chapter 2.

3.1 Introduction

The operation principle of a parabolic trough CSP plant may vary depending on
four major factors: a) the coupling of a thermal energy storage system or not, b) the us-
age of a fossil fuel-fired boiler or not, c) the choice between an intermediate heat trans-
fer fluid (HTF) and the direct production of steam” and d) the objectives of its operation

(i.e. performance optimization, LCOE minimization, energy safety etc).

Solar field 4 Steam 1'"“‘:‘1_':'5—-“
et

Haot salt
tank
go| L w
— | ! Deae_raluy
Cold =alt * \_f:: :'
tank

—
k3 S N vy
2 D 1 Expansion vessel

Figure 3.1: Diagram of a hybrid parabolic trough with thermal storage [126].
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* Due to the current lack of commercial maturity of the direct steam generation technology [125], dataset

determined in this section takes into account only CSPP using an intermediate heat transfer fluid.
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As the latter do not necessarily affect a CSPP’s components but rather their fea-
tures and positioning in the respective flow chart, Figure 3.1 shows a typical diagram of
probably the most complex combination of these factors, that is a hybrid parabolic

trough CSPP with thermal storage and a HTF.

Transforming the above schematic diagram into an power balance flow chart we
conclude in Figure 3.2, which in brief determines that a) solar power is reaching the so-
lar field (CSP system) (Qr); b) this power is partially rejected (Qg;j) and partially further
exploited (Qp); c) Qg reaches, reduced due to transfer loses, the power block (Q;) and/or
the energy storage system (Q;) according to current needs d) power delivered to power
block (Qr), directly from the solar field (Q;) and/or the energy storage system (Qj3)

and/or a fossil fuel supplement (Qg), is transformed to electric power.

Qp | Solar Power Qr Fossil Fuel Supplement
e et Sty 1
i 1 : Electric Power
Rejected Power 1 CSP System Qq Power Block : e :
Qg;j : Qo QL "
1
! 1
! Q2 Qs 1
1
Power Control Energy Storage "
System Eg [
1
T 1
P gAML SR M g -

Figure 3.2: Power flow chart of a hybrid parabolic trough with thermal storage [60].

Taking as granted that a CSPP model’s objective is to perform calculations based
on the power flows and components shown above, we adopt an approach, similar to that
proposed by Garcia et al [59], according to which five main categories of data are need-
ed for this process to be executed: a) the geography of the installation site, b) climatic
data of the site, ¢) data and characteristics of the solar field, d) operation principle and
features of the thermal energy storage system and e) characteristics of the power cycle
and auxiliary equipment. As a result, in the following pages we try to address the most
important issues related to the gathering and process of the data mentioned above, par-
tially based on two highly recognized bibliographic works [127] [128]. It should be not-
ed that the following dataset is indicative as it is strongly related to the sophistication

level of the model to be built.
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3.2 Installation Site

Starting with the calculation of the power reaching the solar field, three main sets of
values should be taken into account: a) the relative position of the sun, b) the

atmospheric attenuation and c) external shading.

3.2.1 Sun Relative Position

Functions applied in estimating the position of the sun in relation to the installation
site require a large set of data, only three pieces of which differ from site to site when
both are located on Earth: a) latitude, b) longitude and c) time zone. Obviously values
given to the latter cannot be disputed due to its standardization [129], while errors pos-
sibly incorporated in the chosen geographical coordinates may easily considered to be

trivial in the case of CSPP modeling [130].

3.2.2 Atmospheric Attenuation

Solar power reaching the earth’s surface is partially reduced compared to this enter-
ing the atmosphere because some components of the latter tend to scatter, reflect and/or
absorb it. These solar power losses depend on a) the ozone layer thickness, b) the dis-
tance traveled through the atmosphere before reaching that site, ¢) the amount of air
haze and d) the extend of the cloud cover. As all of these factors could be considered as
a function of the site’s elevation, we determine the latter as another needed input data
of a CSPP model. This assumption is partially validated by a research concluding in cer-
tainly non-negligible correlations between the annual average direct normal irradiance
(DNI) and the aerosol optical depth (AOD) as well as between the latter and the eleva-
tion (see Figures 3.3 and 3.4) [131]. It should be noted that uncertainly included in ele-

vation measurements could be treated similarly to that of geographical coordination.
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Figure 3.3: DNI as a function of AOD [131].  Figure 3.4: AOD as a function of elevation [131].
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3.2.3 External Shading

This term is used to describe shading caused to a site by factors other than CSPP’s
components, such as trees, mountains, buildings etc. Additional data needed, in order to
count in solar power losses caused in these cases, include obstacles’ a) height and b)
positioning compared to the site, c) length (its projection to the east-west axis), d) azi-
muth and e) distance from the site. Once more, respective values’ uncertainly may

considered to be trivial (par. 3.2.1).

3.3 Climate

Another large set of input data required for the modeling of a CSPP concerns
weather conditions of the installation site. This data set, usually provided as a Typical
Meteorological Year (TMY) [132], enables users to complete the estimation of solar
power reaching the solar field while they initiate calculations related to other CSPP
power flows. We distinguish related input in a) solar and b) non-solar weather infor-
mation and, despite the lack of respective bibliographic validation, we feel safe to as-
sume that the former contributes significantly more than the latter in the modeling of a
CSPP. This assumption could definitely help researchers in climatic data gathering, as-
sessment and processing as we should not neglect that weather estimations depend on
past, either short- or long-term, observations which is likely not to be validated in the
years to come due to measurement uncertainties and/or lack of representativeness. The
fact that measurement uncertainty analysis has been highly formalized is provided as a

piece of related documentation [133].

t=0 . t=1hr
time

Figure 3.5: An example in which neither the final nor the average of initial and final tempera-

ture provides a reliable representation of the temperature over the time step [135].

Furthermore, researchers aiming at accurate CSPP modeling should take into ac-

count that a CSPP operates transiently. This makes the temporally stepwise modeling
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necessary, while the time step needed is inversely related to accuracy sought (Figure
3.5) [134] [135]. Nowadays climatic data with a temporal resolution of one minute can
be found [136], the use of which could enhance results accuracy compared to, the most

commonly used, hourly data sets.

3.3.1 Solar Data

The carrier of solar power reaching a CSPP’s solar field is the solar radiation
which, with regard to solar energy conversion technologies, is distinguished in three
fundamental components: a) the direct normal irradiance (DNI) being available di-
rectly from the solar disc, b) the diffuse horizontal irradiance (DHI) deriving from scat-
tered radiation in the sky dome, DNI excluded, c) the albedo irradiance deriving from
ground effects and d) the global horizontal irradiance (GHI) representing the geometric

sum (counts in the solar azimuth angle) of the above two components.

CSPPs exploit only DNI which can also be calculated in the case that values of
DHI, GHI and albedo ratio are available.

3.3.2 Non-solar Data

Dry-bulb temperature contributes in the calculation of the power losses incurred
in the HTF piping system and the thermal energy storage system, and the heat power
rejected in a condenser performing either wet or dry cooling. On the other hand wet-
bulb temperature is used only in the case of wet cooling. Alternatively, wet-bulb tem-
perature can be calculated by psychrometric charts combining dry-bulb temperature,

dew-point temperature and relative humidity [137].

Atmospheric pressure is also used in calculations performed in order to calculate
power losses incurred in the HTF piping system and power rejected in a wet or dry
cooling condenser.

Finally, the contribution of wind velocity and direction is limited in supporting the

more accurate estimations regarding power losses incurred in the HTF piping system.

3.4 Solar Field

Estimating the power output of the solar field requires input of several datasets re-
lated to a) its layout, b) the solar collector assemblies (SCAs), c) the heat collection el-

ement (HCE) and d) the heat transfer fluid.
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3.4.1 Lay-out

A typical solar field is consisted of a, divisible by 2, number of subfields connected
in parallel while the latter are formed by a certain number of SCAs loops connected also
in parallel. A SCAs loop is derived from SCAs connected in series and SCAs are made
from modules also connected in series. As a result, related input data needed is the
number of subfields, the number of SCAs loops of each subfield, the number of
SCAs for each loop and the number of solar collector elements (SCEs) in each SCA
(Figure 3.6) [138]. The need of more than one subfield formation is grounded on the
objective of minimizing pumping pressure losses [135]. Finally, in order to calculate
shading from one row of SCAs to another, the distance between them is needed to be

determined. Obviously we consider all of the above input data as free of uncertainties.

-
I
10
Il

————
=t

Figure 3.6: Three indicative solar field lay-outs [138].

3.4.2 Solar Collector Assemblies
Solar collector assemblies (Figure 3.7), probably the “heart” of a parabolic trough
CSPP are consisted of 3 major components: a) the reflective surface, b) the absorber or

receiver or heat collection element (see 3.4.3) and c) the tracking mechanism.

Retiective Surfaca [|Concantrator]
Absorber

Traciking
Mechanism

Figure 3.7: Three indicative solar field lay-outs [139]



Starting with their positioning, someone needs to determine their inclination orien-
tation and particularly collector tilt and azimuth, though they mostly align in either the
N-S or the E-W direction exploiting a single-axis tracking mechanism. The latter orien-
tation does not require a tilt, causes almost zero shadowing effects between the rows,
and provides a more seamless seasonal production level [140], while the former per-
forms significantly better on an annual basis, especially in its polar mode — SCAs are

titled equally to the site’s latitude. Uncertainty inherent in this data is almost zero.

On the other hand, major geometrical input variables required in order to simulate
related power flows in a single SCA are its reflective aperture area which can roughly
be calculated as the product of its length and width (not accounting for spaces, gaps and
structural area) and the average surface-to-focus path length being calculated know-
ing the focal length and aperture width. Please note that the total reflective aperture area
is estimated taking into account the irradiation at design and the desired solar multi-
ple, higher values of which typically result in higher investment costs, higher produc-
tion and higher probability for solar energy losses (Figure 3.8) [141]. Once more data

uncertainty is considered as trivial.

t Nominal perfarmance interval

- "

Mominal performance point

Energy lost
~T (Solar-only plant)

E Power Block
H Thermal Power Demand
= ) \ Solar Field
g Solar Field \ Thermal Power
5 Thermal Powver for SM=1.5
£ for SM=1
Time (h)

Figure 3.8: Comparison of thermal power production of 2 solar field multiples [141].

As far as their optical performance is concerned, related calculations require the de-
termination of the clean area reflectance typically provided by the SCA manufacturer,
the 3 incidence angle modifier coefficients which are rather empirically determined
[142] [143] and the reduction of clean area reflectance due to potential geometry de-

fects, dirt or other reasons. The whole dataset includes uncertainty the characteristics
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of which can roughly be standardized apart from related works published on clean area

reflectance [144] and dirt effect [128].

Finally, with regard to the tracking mechanism we underline the need to define its
ability to defocus, if needed, partially or completely the reflectance area, tracking er-
rors possibly reducing the optical efficiency. Moreover, the related internal load can be
calculated taking into account the tracking power per SCA needed and, stow and de-
ploy angles. Except from the tracking error which is handled similarly to optical errors

mentioned above, the remaining of the dataset could be regarded as uncertainty-free.

Please note that the needed SCA input variables presented in this paragraph can

easily derive even if only the respective SCE data is available.

3.4.3 Heat Collection Element
Data required for the modeling of a heat collection element (HCE) is mainly related

to its individual parts (Figure 3.9).

Glass to Matal Seal Gelter
Getle
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Figure 3.9: A typical HCE for parabolic troughs [145].

Starting with geometrical data, researchers need to determine the absorber tube’s
inner and outer diameter, the corresponding dimensions of glass tube as well as the
bracket perimeter, diameter and cross sectional area. This dataset also includes in-
formation on whether the absorber includes a plug running it axially and concentri-
cally and the plug’s diameter. Moreover, the presence of a plug should modify the ab-
sorber flow pattern from tube flow to annular flow [146]. All of this data may safely
be represented by single values, although uncertainty of dimensional calibration might

not be neglected [147].

In terms of materials, someone should define the nature of the absorber, the an-
nulus gas and the bracket. Choice of the former requires the handling of several com-

plex trade-offs, such as (i.e. high solar absorption and low emittance may be mutually
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exclusive) [148] while alternatives regarding annulus gas include air, argon and hydro-
gen among which argon outperforms and hydrogen is the less appropriate choice (Fig-

ure 3.10) [149].
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Figure 3.10: Efficiency chart of different annulus gases [149].

Defining the materials/elements used supports the counting in of their major physi-
cal properties such as the absorber absorptance and emittance, envelope (which is
typically made of glass) absorptance, emittance and transmittance and bracket con-
duction coefficient and base temperature, the majority of which are typically provid-
ed by the manufacturer without lacking uncertainty though [150].

Other related data needed is the annulus pressure and quantification of optical
losses possibly caused by bellows shading and dirt. Unless there is a breach on the en-
velope annulus pressure uncertainty is in line with that of other previously mentioned
thermodynamic properties, while optical losses carry inherent uncertainty also similar to

these reviewed previously.

3.4.4 Heat Transfer Fluid
Calculating power flows related to the heat transfer fluid (HTF) used in the solar

field requires the definition of a dataset regarding its major properties such as its mini-
mum and maximum operation temperature, freeze point and, with regard to a spe-

cific temperature, its specific heat, density, viscosity and conductivity. So far syn-
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thetic oil is the HTF typically used in parabolic trough CSPPs although researchers
strive to propose new alternatives taking into account HTF’s efficiency and other opera-
tional aspects, availability and storage safety and, of course, cost [151]. Reliability of

this data though stands far from being considered as ideal [152].

3.5 Power Cycle

Next task is to model power flows related to the power cycle. Nowadays the most
common power cycle used in parabolic trough CSPPs is the steam Rankine cycle [153]
although the organic Rankine cycle emerges as a reasonable alternative especially for
small-scale CSPPs [154] [155]. Furthermore someone may choose between the above
stand-alone cycles and combined cycles exploiting exhaust gases of fossil fuel-fired
power stations [156] [157] or, hybridized cycles being supported by either a fossil fuel-
fired boiler [59] [158] or another renewable energy source [159]. Nevertheless, as it was
mentioned in the beginning of this section, this study focuses on the mostly used in
CSPPs steam Rankine cycle with an auxiliary fossil fuel-fired boiler. In such a power
cycle we distinguish a) the fossil fuel-fired boiler, b) the steam generator, c) the set of
turbines, d) the electricity generator, e) the condenser, f) the set of feedwater heaters and

g) the control systems (Figure 3.11) [160].

Figure 3.11: An indicative Rankine cycle configuration [160].
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Please note that given the complexity related to a power cycle’s modeling, required
data mentioned below imply a rather simplified approach of its operation simulation. In
any case, the overall power cycle efficiency under design3, despite its inherent uncer-

tainty [161], constitutes the corner-stone of further calculations.

3.5.1 Fossil Fuel-fired Boiler

Initially one needs to define the operational objective of a fossil-fuel fired boiler
which may refer to the supplement of solar power so that a) the power cycle does not
stop and/or b) the power cycle maintains its highest possible output even for a shorter
time-period (Figure 3.12) [162]. Furthermore, this or another back-up boiler could be
used simply in the maintaining of the HTF temperature above its freeze point (minimum
HTF operating temperature). Other related input variables are the heater’s outlet set
temperature which should not exceed the power block’s inlet temperature, its tank ca-
pacity and efficiency, as well as its lower heating value efficiency. Cost and availabil-
ity are probably the two main criteria regarding the choice of fuel, while uncertainty ex-

pected in this dataset is limited in the two efficiency factors [150].
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Figure 3.12: Two alternatives of Solar-Fossil Fuel Hybrids [162].

* In order that a power cycle is analyzed, all related values should refer in a specific condition-point of the
cycle. For simplicity reasons we define this status as “the design-point” or “under design”, implying that
on that point the power cycle efficiency is optimized. Obviously by this we also take for granted that the
power cycle has been previously simulated separately and independently from the fuel used in order for
thermal power to be produced. This assumption is made as this study emphasizes in data related to com-
ponents mostly used in CSPPs, despite that we acknowledge the impact of the power cycle’s configura-

tion on the overall CSPP sizing and performance.
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3.5.2 Steam Generator — Feedwater Heaters

Steam generation equipment should definitely include a boiler and optionally a set
of pre-heater and/or super-heater With regard to these components, modelers need to
define several data at the design-point such as the HTF inlet and outlet temperature,
the boiler steam temperature and operating pressure and the preheater, boiler and
superheater size. On the other hand, necessary input describing the operation of the
feedwater heaters are their outlet set temperature, water’s mass flow rate and inlet

and outlet temperature. Once more uncertainty of this dataset is not negligible [150].

3.5.3 Steam Turbines - Electricity Generator

Major input variables concerning the steam turbines are their upper and lower op-
eration limit (in terms of inserted thermal power), their isentropic efficiency, their
mechanical power, the steam inlet temperature and, the steam extraction fraction
and pressure at high and low pressure. Modelers should also estimate the amount of
steam that is extracted and replaced by fresh water and to define whether turbine
inlet pressure is considered to be constant or varies according to the HTF inlet tem-
perature. In addition to the above implementing a turbine operation strategy requires the
control of variables such as the standby period, if any, and the thermal power needed
for this operation mode, and the time, the thermal power and the minimum temper-
ature it needs to start its operation. Regarding the electricity generator, data needed is
its gross power output which equals to the nameplate capacity of the CSPP and pro-
vided by the manufacturer, and the gross to net power conversion factor — a measure
of related parasitic loads applied in the whole power cycle (i.e. pumps and feedwater
heaters consumption) as well as between the generator and the grid (i.e. transformers

and cables losses etc). All of this dataset also includes uncertainty [150] [161].

3.5.4 Condenser

Heat rejection is achieved by the use of a wet-cooling or a dry-cooling system or
their combination (hybrid). The major trade-off observed between the first two alterna-
tives, being partially smoothed by the third one, is related to the higher performance
achieved and the larger amount of water needed by a wet-cooling system [163]. Consid-
ering that sufficient water supply could be a major issue for many potential installation
sites, we focus on the dry-cooling model the simulation of which requires the determi-

nation of the ambient temperature and the temperature difference between the
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steam at the inlet and the ambient at design, the pressure-drop ratio in the conden-
ser, its minimum operation pressure, its fan isentropic and mechanical efficiency
and the condenser ability to operate in part load levels if needed. Apart from the lat-
ter, the other data include uncertainty typically met in thermodynamic values and prop-

erties [150].

3.6 Thermal Energy Storage System

Utilization of a thermal energy storage system (TESS) in a hybrid solar-fossil CSPP
is a rather common and attractive alternative as the solar fraction may surge from 20%
up to 70%, while it also improves CSPPs’ marketability and dispatchability [60]. The
most common arrangement includes a two-tank system although thermocline single-
tank systems emerge as an alternative [164]. Focusing on the former arrangement mod-
elers need to determine the number of hours that a TESS can fully support a CSPP
maximum output, the number of parallel tank pairs, the tank height and losses co-
efficient, as well as the minimum allowable height of fluid in the tank. As both the
cold and the hot tank of a TESS shall maintain a minimum temperature level, an
auxiliary heater with a specific capacity and efficiency is needed. As far as the heat-
ing transfer fluid used in a TESS, we meet a variety of options among of which molten
salt seems to be the most appropriated one at least with regard to the Rankine cycle
[165]. Related input variables needed are similar to these presented in 3.4.4, adding its
temperature at the time point that the simulation starts. Obviously, in case that the
TESS HTF is different than the solar field HTF, a heat exchanger is needed which’s
both sides (cold and hot) temperature differences are required. Last but not least
stands the TESS operation strategy which, similarly to the usage of the auxiliary fossil
fuel-fired boiler, is strongly related to the CSPP operation objective. Once more ther-

modynamic values and properties should not be considered as certain [150].

3.7 Piping System

Simulating the operation of the piping system probably constitutes the most chal-
lenging and painful part regarding the building process of an integrated parabolic trough
CSPP model as it directly interacts with all of its major parts (solar field, fossil fuel-
fired boiler, storage system, power cycle) affecting the respective power flows shown in

Figure 3.2 [166]. Simplifying this modeling process, since a detailed approach would
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significantly exceed the scope of this study, we distinguish a piping system’s main
components in two major categories: a) the tubular and b) the non-tubular ones. Below
the most important related thermodynamic and dimensional properties and values are

presented, pointing out their inherent uncertainty [147] [150].

3.7.1 Tubular Components

This category includes equipment such as a) the runner pipes connecting the solar
field, fossil fuel-fired boiler, the storage system and the power cycle, b) the cold and hot
header pipes, c) the HCE pipes, d) the power cycle pipes used for the steam and/or wa-
ter transfer and e) the pipe expansions, contractions and elbows. With regard to the
above components modelers need to determine their dimensions (length and diameter),
roughness, thermal inertia and, depending on the insulation used, their heat loss coef-

ficient.

3.7.2 Non-tubular Components

Not-tubular components are ball joint assemblies and valves. Simulating the per-
formance of the former does not really differ from the process followed to the tubular
components. On the other hand, modeling valves, used in each one of the numerous
loops of a CSPP, requires two kinds of input data: the first one is related to their con-
trolling tasks while the second to the parasitic loads that they cause. Valves, as control-
lers of the piping system, manage the fluids (HTF and steam/water mix) mass flow rate
and velocity in order that the latter comply with minimum and maximum per loop set
values. In parallel, as fluids pass through the valves, determination of the latter’s isen-
tropic efficiency becomes meaningful. Moreover, as their operation requires a power
supply, usually electricity, their efficiency and consumption should also constitute in-

put data.

3.8 Comments

Ending with this Section, it would be useful to express the notion that simulating
the operation of a CSPP is a highly demanding and time-consuming process which
makes the use of an already validated model really attractive compared to the alternative
of building a new one. On the other hand, keeping in mind that handling so many uncer-
tain variables in a deterministic way could cause a major impact on a model’s perfor-

mance, probabilistic modeling seems to be undoubtedly the most appropriate approach.
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Modeled Gross Output (MWh)

4 A 20 MW CSPP Model

In this final section the operation of a 20 MW hybrid parabolic trough CSPP with
thermal storage is simulated with the use of the System Advisor Model. Simulation per-
formed includes 3 different locations in Greece while indicative parametric, statistic and

financial analysis are also performed.

4.1 Introduction

Keeping in mind comments made in 3.8, we have been looking for a ready-to-use
integrated software which a) is available to the public, b) utilizes numerous input data
supporting complex calculations and high customization, c) performs probabilistic anal-
ysis and d) has already been validated with regard to its output. Being based on the re-
views provided in section 2, the only alternative found fulfilling at least the first 3 crite-
ria is the System Advisor Model (SAM). Extending our research and looking for evi-
dence for SAM’s validation it became more than clear that this software package

emerges as a really attractive alternative (Figures 4.1 and 4.2) [81].
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Figure 4.1: Actual and modeled solar output. Figure 4.2: Actual and modeled parasitic loads.

As far as further alternatives provided by this software enabling users to choose
among a physical and an empirical4 model, we have chosen flexibility and further per-

formance uncertainty provided by the former.

* It derived from regression analysis of data collected from the SEGS projects.
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4.2 The Objectives

As we had stated in section 3.1, one of the major decisions that has to be reached
during a CSPP design process is related to the objectives of its operation. Keeping in
mind that a) the LCOE of a CSPP is currently rather high in order to compete, in whole-
sale market terms, electricity generation using fossil fuels (Figure 1.16), b) RES promo-
tion is mainly accomplished by the establishment of investment-friendly legal frame-
works (see 1.1 and 1.5) and c¢) the CSPP to be modeled will be located in Greece, it be-
comes explicit that one should take into account the respective Greek legislation. Thor-
ough study of the latter, which consists of a general RES [36] and a specific CSPP legal
framework [167], led us to conclude that the most appropriate objective of a CSPP in
Greece is the minimization of its LCOE which is achieved by the optimization of the
electricity delivered to the Grid’ and the minimization of the related investment and
O&M costs’. The next section this chapter focuses on technical aspects, while cost ef-

fects are taken into account in section 4.6.

4.3 Initial Setup

In section 3.1 we had pointed out that designing a CSPP requires the reaching of
three additional major decisions. The first one is related to the presence of a thermal
storage system or not, but information provided in 3.6 explicitly indicates the attractive-
ness of the former. Secondly one needs to decide whether the plant will be hybridized.
This dilemma is answered by the Greek legal framework [167] which clearly promotes
hybrid CSPPs as it allows the utilization of thermal energy produced by auxiliary
sources up to the 15% of this produced by the solar field. Finally, choosing between the
use of an intermediate HTF and the direct production of steam, nowadays seems to be a
rather easy process as direct steam production technology, despite its individual ad-
vantages, needs time in order to reach its maturity [168] [169]. As a result, we consider
the hybrid parabolic trough CSPP with thermal storage as the most appropriate design
among all other alternatives related to the respective technology. Right below a simpli-
fied schematic view of that plant is provided (Figure 4.3). Please note that since SAM

has been chosen for the modeling of such a plant and complying with its simulation

3 Electricity is sold to a public entity under a specific PPA lasting for 25 years.

® For simplicity reasons, potential capital and land constraints are discarded.
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principles is a necessity, this figure as well as other individual schematic views present-
ed afterwards, come from the respective SAM’s technical manual [135].

The following subparagraphs particularize the modeling of the plant in the individ-
ual data sets as they were presented in section 3. Nevertheless, as SAM’s interface ar-
chitecture slightly differs from the structure presented in section 3, we decided to con-

form to the former possibly facilitating the reader’s understanding.

Solar Field

H WAk 8| Rankine
Cycla

Cold tank

Aux Boller
Wel Cooling
- -
M syse

Fuelin

Figure 4.3: Schematic view of a hybrid parabolic trough CSPP with thermal storage [135].

4.3.1 Climate

The first data set that needs to be defined is included in the “climate” tab. With re-
gard to insertion of hourly climate data, the program enables users a) to choose an al-
ready existing file corresponding to a specific location (Figure 4.5) or b) to insert any
other related file in a TMY2, TMY3 or EPW format found in other sources some of
which are also suggested by SAM (Figure 4.6) or c) to build a TMY3 (Figure 4.7) or a
SMW/’ file. Although SAM’s weather library is ade-

quately rich regarding the USA, it does not contain any A
:nThé:g'_sal-anik_i

location in Greece. For this we had to look for in other

#

related sources finding 3 EPW files concerning Thes- e
saloniki, Athens and Andravida (Figure 4.4) [170]. ot :
- -_""ppﬂﬂ.'uens i
Although we do not consider the installation of a CSPP s 2w
next to the two cities as feasible, we keep utilizing data i HA T B 2
7

concerning Thessaloniki assuming that nearby loca-

tions’ climate does not significantly differ. . .
Figure 4.4: The 3 locations.

"1t refers to Sam Weather File being used in the case of sub-hourly steps.
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rChoose Climate [Location

Filter locations by name:

SAM/WY Elkins.tm2 -
SAM/WY Huntington. tm2
SAM/WY Casper.tm2
SAM/WY Cheyenne.tm2
SAM/WY Lander.tm2
SAM/WY Rock Springs.tm2
SAM/WY Sheridan.tm2
C:'\Program F||es‘l,5AM\Daia‘l,Weaﬂ'1erFllestRC Andravida, 1668 20_IWEC.epw
C:'\Program Files ta\WeatherFiles/GRC_Athens TWEC.epw |:|

C:\Program Files ‘L_.AM aiz‘l.WeaiherFlle z/GRC Thessaloniki IWEC. g

4 k
Solar Advisor reads weather files in TMY2, TMY 3, and EPW format, The default weather file [ Add/Remove... ]
library indudes a complete set of TMY 2 files for U.S.locations. To add files for other
locations, use the web links below to find and download the files, and then dick [ Refresh list ]
Add/Remove above to help SAM locate them on your computer. -

[ Copy to project ]
Motes: Remove from project

[ Create TMY3 file |

[ Location Lookup... ]

Figure 4.5: SAM weather file library.

rWeb Links
Solar Advisor reads weather files in TMY 2, TMY3, and EPW format.
The default weather file library indudes a complete set of TMY 2 files for U.S. locations.

You can use the web links below to find weather data for other locations. After you have downloaded the desired weather files, dick
Add/Remove above to help SAM locate the downloaded weather files on your computer.

Best weather data for the U.5. {1200 + locations in TMY 3 format)
Best weather data for international locations (in EPW format)
U.5. satelite-derived weather data (10 km arid cells in TMY 2 format)

Figure 4.6: SAM suggested weather file web links.

To create a weather file in TMY3 format using your own data from a spreadshest: [

Open base TMY3 file... ]

1. Open a TMY3 file for any location to use as the base file. SAM will populate the
data tables below with values from the base file.

2. Type station location data into the first table below.

3. Copy columns of data from the spreadsheet and paste them into the data table.

4. Save the data to a new TMY3 file.

Site identifier code | Station Name | Station State | Site Time Zone (GMT) | Site Latitiude (DD) | Site Longitude (DD) | Site Elevation {m)

GHI (W/m2) | DNI (W/m2) DHI(W/m2) | Dry-bulb (C) Dew-point (C) | RHum (%) Pressure (mbar)  Wspd (m/s) | Alb (unitless) | &

A a]
GREBe®NanewNR

"
-

-
w

=
-]

-
N

&

=
]

H
q

Help [ Save as TMY3 file... ] [ _close |

Figure 4.7: SAM TMY3 creator.
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Based on data included in the weather file, SAM provides a short summary of it (Figure

4.8) while it also allows its thorough examination (Figure 4.9).

rLecation Information
City THESSALONIKI Timezone GMT 2 Latitude 40.52 deg
State - Elevation 4m Longitude 22,97 deg

rWeather Data Information (Annual)

Direct Mormal 1372.7 kWhjm2 Dry-bulb Temp 15.4 'C
[ View hourly data... ]

Global Horizontal 1564.5 kwh/m2 Wind Speed 31 mfs

Figure 4.8: SAM weather and location data summary.

Weather Data Viewer: GRC_Thessalonik_WEC. =) Weather Data Viewer: GRC_Thessaloniki (SIS X ]
Time Series |Heat Map | Monthly Profle | PDF / COF [ Duration Curve [ Scatter Plot. Time Series | HeatMap | Monthly Profi | PDF | COF | Duration Curve | scatter Plot
[T)Synchrenize with Heat Map  [Line Graph - [@an [FFeb FMar @lapr @May Flwn Flui Flavg Flsep Floct Flnev @lpec [annual [selectal
Januar Februar March April
e M wltl = = s = 1 (7] Global Horizontal (W/m2)
soof- sonf | sof
1 7] [[] Giobal Horizontal (W/m2) [CBeam Normal (w/m2)
[7] [7]Beam Normal (W/mz2) e ’\/_/_/\/, s N s [ Diffuse Horizontal (W/m2)
[ [Cniffuse Horizontal (w/n2)
1 ¥ [C]ory-bulb Temp. (C) L L L L,
[£] [C]wet-bulb Temp. (C) )
[T]Relative Humidity (%)
[ClPressure (mbar) 0 0 0 F) ) ) 0 20
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Figure 4.9: Two indicative levels of weather data analysis.

4.3.2 Annual Performance

The second tab requires the provision of estimations regarding the CSPP’s annual
degradation rate, mainly caused by systems aging, and availability. Although extensive
research has taken place in the degradation rate of individual CSPP components [171],
little literature was found with regard to overall system degradation [172]. Based on the
latter though, we assume that this factor equals to 1%. On the other hand SAM propos-
es that a typical availability rate, mostly related to maintenance tasks, of a parabolic
trough CSPP equals to 96%. As we lack confronting data, except from the 94% provid-
ed by the Greek Regulatory Authority of Energy (RAE) [167], we adopt SAM’s pro-

posal.

Please note that SAM enables users to define the above factors either in an average

annual form (Figure 4.10), or a variable one for each year (Figure 4.11).
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-Annual System Performance

System Degradation
Availability = 956 %

Figure 4.10: The annual system performance tab in average form.

Edit Schedule ExT

4.3.3 Solar Field #valves:
The solar field tab could easily be " =

considered as the “heart” of the model. ; E

Initially needed input data concerns E E |

the collector orientation®. As it was aF |

explicitly mentioned in 3.4.2, the po- f:,E

lar N-S axis with W-E tracking ar- E‘E L

rangement typically outperforms com- T

pared to other arrangements using non- o

adjustable tilt’. As such we adopt the - | ?]

former, assuming a careful installation . o
Figure 4.11: The module for the definition of var-

so that azimuth remains equal to 0° )
iable system performance factors for each year.

and preserving our intention to per-

form parametric analysis with regard to the collector tilt which initially is considered to

be equal to the latitude (its negative value = -40,52°) (Figure 4.12).

Collector Orientation

Collector tilt -40.52 deg

Collector azimuth 0 deg

Figure 4.12: The solar collector arrangement.

Secondly users need to define the solar multiple (SM) which refers to the field ap-

erture area compared to that needed in order that the power cycle operates at its design

8 SAM assumes that all collectors are moved by the use of a single-axis mechanism.

’ We discard regularly adjusted tilts due to unknown effects on installation and operation costs.
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capacity. Obviously this figure should receive values larger than 1 (Figure 4.13). On the
other hand, precise sizing of the field requires the simultaneous comparison of the solar
thermal energy produced with the respective a) installation and operating costs and b)
the utilization of an auxiliary fossil fuel-fired boiler and a thermal energy storage sys-
tem. In other words, the optimum solar field multiple derives from the minimization of
the LCOE (Figure 4.14)'°. Given that this optimization requires the completion of the
CSPP modeling, in terms of initial setup, at this point we consider a SM equal to 2, rely-
ing on indicative values provided in SAM’s manual (Figure 4.14) and the full load
hours (5) of thermal storage capacity defined hereinafter. By the time that this initial
setup is finished, the “financing”, “tax credit incentives”’, “payment incentives” and
“trough system costs” tabs are also filled in so that the abovementioned optimization is

executable.
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Figure 4.13: The probability of a CSPP with SM=1 to operate at its rated capacity [135].

Parameterized Storage (LCOE)

34 B T T T T T T T T ]
32 -
lLCOoE(nom) {Ful load hours of TES=0}
P []LCOE(nom) {Full load hours of TES=3} |
£ ElLcoE(nom) {Full load hours of TES =6}
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Figure 4.14: An example of LCOE as a function of SM and full hours of thermal storage [135].

10 .
Once more land constraints are neglected.
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Another highly important variable is the irradiation at design used in sizing of

both the aperture area needed to drive the power cycle at its nominal capacity and the

mass flow rate of the HTF for header pipes. In general its value should approximate the

maximum actual DNI on the installation site [135]. Setting as an objective to maximize

cosine-adjusted DNI and determining the capacity of the power cycle and the thermal

storage, the CSPP is simulated resulting in a maximum DNI value of 873 W/m® (Figure

4.15). Cross-checking this estimation, we also count in dumped thermal energy which

seem to vary in a rather acceptable level — approximately 34 MWh (Figure 4.16).
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| Wind velocity (m/s)
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| [ solar elevation angle (deg)
| [ Dry-bulb temperature {C)
[Tl wet-bulb temperature (C)
Collector average optical efficiency, hourly
“| Collector incidence angle (theta)
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| "/ Row shadowing effect, hourly )
["]End loss effect, hourly
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[¥] Autoscale yi-axis
Top ¥ Max;:| 1000
Top ¥ Min: 0

Bottom ' Max:| 1

Figure 4.15: The maximum DNI-cosine effect product.
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Figure 4.16: The monthly profile of the dumped thermal energy.
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Row spacing is estimated by the use of a rule of thumb according to which main
concern is to avoid shadowing caused by front rows to subsequent ones during the noon
on the winter solstice. Taking into account a) that the installation site has no inclination,
b) the location’s latitude and c) the row height11 and applying the appropriate equations

[127] we conclude that row spacing should be equal to 11,79 m.

With regard to the plant lay-out, we propose a two-subsection field (Figure 3.6),
as the modeled CSPP is rather small and advantages deriving from the minimization of
pumping pressure losses could easily be counter-balanced by the use of more and less
effective pumps (see 3.4.1). As far as the number of SCAs per loop is concerned, we
define it equal to 4 (Figure 4.17), mainly based in former practices [173]. In parallel we
discard the ability provided by SAM for up to 4 different configurations of SCAs, HCE
and defocus orders. Nevertheless the fact that we do not define different defocus orders
implies that sequenced defocusing in not an option any more. On the other hand, as de-
focusing advantages are more than obvious, we define the ability of simultaneous de-

focusing meaning that all SCAs defocus at the same time by the same angle.

rSingle Loop Confi ion

Number of SCAMHCE assemblies per loop: 4 @) Edit SCAs () Edit HCEs () Edit Defocus Order | Reset Defocus

SCA: 1 SCA: 1 SCA: 1 SCA: 1
[HCE: 1 DF = 4 [HCE: 1 DF# 3 [HCE: 1 DF= 2 [HCE: 1 DF# 1

Figure 4.17: The arrangement of SCA’s per loop.

In any case, this CSPP layout combined to a non-solar field land area multiplier,
which may be assumed to equal 1,4 — SAM’s default value, results in the need of 121

acres (489.670 m?) of land (Figure 4.18).

"It is provided in the next tab.
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Land Area

Solar Field Area 86 acres MNon-Solar Field Land Area Multiplier 1.4 Total Land Area 121 acres

Figure 4.18: Land requirements.

Choosing stow and deploy angles is rather tough to be precisely determined at this
stage. As such we adopt SAM’s defaults values, 170° and 10° respectively, and we con-
sider performing parametric analysis afterwards. Header and runner pipe roughness
as well as pump efficiency also equal to SAM’s default values, 0,0000457 m and 0,85

respectively, as we lack reliable data to document an alternative option.

Another dataset required in this tab is related to the HTF. SAM enables users to se-
lect one among various fluids included in its library while it also allows them to define
their own (Figure 4.19). Utilizing the first option and taking into account information
provided in 3.4.4, the Therminol VP-1 is selected. As its minimum operation tempera-
ture is 50 °C, significantly higher than its freeze point — 12 °C, we define the freeze

protection temperature also equal to 50 °C.

Mumber of data points: 1

Cimport.. ) oo ]

Temperature |Specific Heat |Density |Viscosity |Kinematic Viscosity |Conductivity | Enthalpy
('C) (k3/kg-K) (kg/m3) |(Pa-s) (m2-5) (w/m-K) (3/kag)

[ OK ] [ Cancel

Figure 4.19: Defining an alternative HTF.
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Another task is the determination of the HTF temperature inlet and outlet under
design conditions at 293 °C and 391 °C respectively. This choice is made due to the
fact that these values equal to the power cycle outlet and inlet HTF temperature respec-
tively, and SAM power cycle model has been built based on these [135]. Besides they
perfectly comply with the properties of VP-1 (50 °C < T, < 400 °C) and the selected
collector (max outlet temperature = 400 °C) [174]. Finally users are called to determine
the minimum and maximum allowable HTF mass flow rate through a single loop, as
well as its min and max velocity through the header pipes. Lacking pieces of evi-
dence to counter SAM’s default values we adopt them — 1 kg/s, 12 kg/s, 2 m/s and 3
m/s respectively. Besides 1-12 kg/s is considered as an adequately wide range while the
second dataset is utilized exclusively in the sizing of header pipes. Figure 4.20 summa-

rizes input related to the solar field and the HTF.

rSolar Field P ters rHeat Transfer Fluid
@ Option 1: Solar multiple 2 Field HTF fluid IVP—l -
_) Option 2: Field aperture 861530 |m2 User-defined HTF fluid
Row spacdng 1179 m Design loop inlet temp 293 'C
Stow angle 170 deg Design loop outlet temp 391 'C
Deploy angle 10 deg Min single loop flow rate 1 kgfs
Mumber of field subsections |2 - Max single loop flow rate 12 kgfs
Header pipe roughness 4,57e-005 m Min field flow velodty 0.356106 m/s
HTF pump effidency 0.85 Max field flow velodty 4.9655 m/fs
Freeze protection temp 50 'C Header design min flow velodty 2 mfs
Irradiation at design 610 wim2 Header design max flow velodty 3 mfs
Allow partial defocusing Simultaneous -

Figure 4.20: Summary of the solar field parameters and HTF properties.

Finally users are enabled to specify the plant heat capacity by estimating values for
the thermal inertia of hot, cold and field loop piping. As literature was found to be
rather poor regarding these components, especially when it comes to their adjustment in
CSPPs, once more we adopt SAM’s default values, that is 0,2 kWht/K-MWt, 0,2
kWht/K-MWt and 4,5 Wht/K-m respectively (Figure 4.21). Moreover, since modelers
aim also at the estimation of water needed so that the plant is washed, they may define
the amount of water used per wash as well as the number of washes per year. For

the purposes of this study we do not proceed in related estimations.

rMirror hi Plant Heat Capacity
—_— Hot piping thermal inertia 0.2 kwht/K-Mwt
Water usage per wash 0.1 |Ljm2,aper.
Cold piping thermal inertia 0.2 kWht/K-Mwt
Washes per year 1
Field loop piping thermal inertia 4.5 WhtfK-m

Figure 4.21: Water needs and plant heat capacity.
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4.3.4 Collectors

As it was mentioned in 4.3.3, in order
that row spacing is calculated, a SCA type
has to be selected first. Having decided to
choose an option among these provided in
the SAM’s library, we selected the
EuroTrough ET 150 (Figure 4.22) to be

the modeled parabolic trough collector, Figure 4.22: The EuroTrough collector [175].
possibly expressing an emotionally de-

rived preference'? rather than reaching a firmly grounded decision. Nevertheless
EuroTrough indeed seems to outperform in several aspects compared to at least LS-2
and LS-3 [174] [175]. SAM’s library includes all related input variables that are its re-
flective aperture area, its length and width, the number of modules per assembly,
the average surface-to-focus path length and the piping distance between assem-
blies. Additionally, SAM automatically fills EuroTrough optical parameters, such as the
incidence angle modifier coefficients and several factors indicating optical losses

(tracking error, geometry effects, mirror reflectance, dirt and general optical error) (Fig-

ure 4.23).

[ collector (sca) Type 1 -]
Configuration name: SAM/CSP Physical Trough SCAs/EuraTrough ET150 Choose collector from library...
~Collect: G etr v
Reflective aperture area 817.5 m2 Mumber of modules per assembly 12
Aperture width, total structure 575 m Average surface-to-focus path length 211l m
Length of collector assembly 150 m Piping distance between assemblies im
~Optical Par ters
Incdence angle modifier coeff 1 1 Geometry effects 0.98
Incidence angle modifier coeff 2 0.0506 Mirrar reflectance 0.935
Incidence angle modifier coeff 3 -0.1763 Dirt on mirror 0.95
Tracking error 0,93 General optical error 0.93
rOptical Calculations
Length of single module 125 m End loss at design 0.999171
Incidence angle modifier 0.968692 Optical effidency at design 0.853162

Figure 4.23: The SAM collectors tab.

"2 1t is a European product partially developed in the Greek Center of Renewable Energy Sources.
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4.3.5 Receivers

As a heat collector element the Schott PTR 70 2008 is selected. This choice is
mostly based on the compatibility of this HCE with the EuroTrough [176] while there is
evidence of its outperformance compared to other alternatives [177]. As NREL has al-
ready simulated the performance of this receiver, we gather required geometry varia-
bles from the respective study [178]. Given that no absorber flow plug is foreseen to
be added, this variable equals to 0 and the flow follows the tube pattern. On the other
hand the internal surface roughness of a HCE, made from 304L stainless steel [179]

and with a 0,066 m inner diameter, is estimated to be 0,000045 m [135] (Figure 4.24).

[Recei\rer (HCE) Type 1 v]

Configuration name: Schott PTR70 2008 [ Choose receiver from library... ]

Receiver Geometry

Absorber tube inner diameter 0,086 m Absorber flow plug diameter 0m
Absorber tube outer diameter 0.07 m Internal surface roughness 4.5e-005
Glass envelope inner diameter 0,115 m Absarber flow pattern T

Glass envelope outer diameter 0.12 m Absorber material type

Figure 4.24: The HCE geometrical parameters.

Hereinafter, SAM enables users to specify up to 4 types of receiver conditions. The

motive for providing such an option R ‘
providing sueh 0 0PSO gty v S e

is probably related to several rea- ||
| [ Rows... ] [ Copy ] [ Paste ]
sons for which a receiver may un- , i
Temp ('C) Emittance
derperform [180]. However, as |3 0.064
. . 2 |150 0.0665
spotting a corresponding fault and || 0.07
repairing it is not that difficult and |4 =5° 0.0745
5 |300 0.08
SAM does not enable the definition ||& |350 0.0865
' ' o 7 |400 0.094
of the time for which the deficient |[s 450 0.1025
. . 9 |500 0.112
receivers keep operating, we feel
safe to discard this option and as-
sume that all receivers operate per-
fectly, considering that minor di-
vergences from the reality are in-
corporated in the total system avail- Lok J[ concel |

ability factor (4.3.2). As such in this Figure 4.25: The module enabling the definition of

single condition type of HCE, we emittance for different temperature values.
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set the value 1 to the variant weighting factor and define argon as the annulus gas.
The latter was selected as it constitutes the optimal solution as mentioned in 3.4.3. Other
parameters presented in Figure 4.25, such as the absorber and envelope absorptance and
emittance, are set by SAM’s library and correspond to the specific HCE. Please note
that if users prefer to define a receiver other than these included in SAM’s library, they
are enabled to modify these parameters while the absorber emittance may be defined
either as a single value or a set of different values corresponding to different tempera-

tures (Figure 4.26).

rParameters and Variations
Variation 1 Variation 2 Variation 3 Variation 4%
Variant weighting fraction™ 1 i} i} 0

Absorber Parameters:

Absorber absorptance 0.96 0.98 0.8 i}
Absorber emittance = 0.65 = 0.65 = 0

Envelope Parameters:

Envelope absorptance 0.02 0.02 [u} 0
Envelope emittance 0.86 0.86 1 0
Envelope transmittance 0.963 0.963 1 0
[ Broken Glass [ Broken Glass Broken Glass [ Broken Glass
Gas Parameters:
Annulus gas type [Argcn v] [Ajr v] [Air v] ’Hydrcgen -
Annulus pressure (torr) 0.0001 750 750 0

Heat Loss at Design:

Estimated avg. heat loss (W /m) 150 1100 1500 0

Optical Effects:
Bellows shadowing 0.96 0.98 0.96 0.963
Dirt on receiver 0.98 0.98 i 0.98

~Total Weighted Losses
Heat loss at design 150 W/m

COptical derate 0.869751

Figure 4.26: Various HCE parameters and variations.

4.3.6 Power Cycle

The next tab is used for the entering of data related to the simulation of the power
cycle. Initially we set the plant gross output equal to 20 MWe, being partially motivat-
ed by a rule of thumb set by Abengoa Solar SA representatives stating the minimum
capacity of a CSPP for which this company would be interested in negotiating an engi-
neering, procurement and construction (EPC) contract in Greece. Adopting the 90%

gross-to-net conversion factor suggested by SAM, we estimate that net output capac-

-66-



ity equals to 18MWe (Figure 4.27). Typical causes of gross-to-net losses are cables and

transformers used.

~Plant Capacity
Design gross output 20 Mwe
Estimated gross to net conversion factor 0.9
Estimated net output at design (nameplate) 13 Mwe

Figure 4.27: Estimating the plant capacity.

Going on with the modeling of the power cycle we point out that the cycle type
adopted is the Rankine cycle both because of information provided in 3.5 and mostly
due the fact that this kind of power cycle is the only that SAM simulates [135]. Provid-
ing more details on the second condition, we report that developers of this program pre-
ferred not to add major complexity by incorporating a detailed power cycle model in

SAM but to utilize the “design

of experiments” statistical ap- Item. Value | Units
HTF inlet temperature 393 C
proach. According to the latter a | HTF outlet temperature 293 °C
) ) Steam temperature at turbine inlet 373 °C
10 MWe Ranking cycle (Figure Boiler steam temperature 311.1 °C
3.11) was previously modeled | Boiler pressure 100 | bar
Condenser pressure 0.085 | bar

under a certain dataset (Figure Steam extraction fraction, high pressure | 0.13 -

. . Steam extraction pressure, high pressure | 23.9 bar
4.28) and a respective regression

Steam extraction fraction. low pressure 0.16
model was built so that the oper- Steam extraction pressure, low pressure 2.9 bar
Turbine isentropic efficiencies (all) 0.7 -
ation of the power cycle is simu- Pump isentropic efficiencies (all) 695 -
Turbine mechanical power 10.0 | MW

lated taking into account Varying Calculated heat exchanger sizes:

impact coming only from HTF | Preheater size (UA) 267.6 %
. Boiler size (UA) 691.1 K
inlet temperature, condenser Superheater size (UA) 1156 | &

HTF fl t . . . . .
pressure, mass How: rate Figure 4.28: Conditions at design point for the basis

and heat input. As a result the Rankine cycle.
rated cycle conversion effi-

ciency and the boiler operating pressure equal to the default values, 0,3774 and 100
bar respectively, while inlet and outlet temperature equal to the outlet and inlet tem-
perature of the solar field respectively (see 4.3.3). An average value for steam cycle

blowdown fraction for a typical dry-cooled condenser, like that defined afterwards, is
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0,016 [135], while users need to determine the fossil fuel-fired boiler'® LHV efficiency
too. Counting in SAM’s suggestion and information gathered from other sources [181],

the latter is estimated at 90% (Figure 4.29).

~Power Block Design Point
Rated cyde conversion efficency 0.3774
Design inlet temperature 391 'C
Design outlet temperature 293 'C
Boiler operating pressure 100 bar
Fossil badkup bailer LHY efficency 0.9
Steam cyde blowdown fraction 0.016

Figure 4.29: Power block variables at the design point.

With regard to the way that the power cycle is implemented, SAM considers up to
3 different modes: the operation, the standby and the shutdown. Two further options
regarding the former are defined in the next tab. On the other hand, at this point users
are enabled to choose whether the CSPP will remain in a standby mode, when thermal
energy available reaches low levels, or it passes directly in the shutdown mode. The
tradeoff of this choice is related to the energy consumed in the standby mode and the

longer time needed for the cold startup of the turbine.

~Plant Control
Low resource standby period 0 hrs
Fraction of thermal power needed for standby 0.2
Power block startup time 0.5 hr
Fraction of thermal power needed for startup 0.2
Minimum required startup temp 300 'C
Max turbine over design operation 1.05
Min turbine operation 0.25
Turbine Inlet Pressure Contral | Fixed pressure -

Figure 4.30: Plant control dataset.

For simplicity reasons we initially consider that no standby mode is applied, alt-

hough this configuration will be parametrically analyzed afterwards. Other variables

" Detailed description of this auxiliary heater is provided in the thermal storage section.
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regarding the plant control, such as the power block start time from shutdown mode,
the fraction of thermal power and the minimum temperature needed for this pro-
cess and the minimum and maximum over design turbine operation, are considered
equal to the values proposed by the model. Last variable of this data set it the type of
turbine inlet pressure allowing either fixed or floating pressure. As the CSPP oper-
ates under a PPA with no load constraints and variations, we choose the first option

(Figure 4.30).

This tab ends with the definition of the cooling system. Discarding the higher effi-
ciency possible achieved by a wet-cooled or hybrid condenser, we secure our model
from potential water shortage selecting a dry-cooled one (see 3.5.4). Similarly to these
mentioned above, SAM has simulated the condenser under specific conditions, such as
the ambient temperature, the initial temperature difference of the steam at the tur-
bine outlet and the ambient temperature, and the condenser pressure ratio, which we

as set at design (Figure 4.31).

rCooling System
Condenser type IAir—muIed - Hybrid Dispatch
Ambient temp at design 20 'C 0
Ref, Condenser Water dT 10 ['C Period 2: N
= Period 3: 0
Approach temperature 5|'C
Period 4: 0
ITD at design point 16 'C =
Condenser pressure ratio 1.0028 Period &: 2
Min condenser pressure 2 inHg Period 7: 0
Cooling system part load levels 2 0
Period 9 0

Figure 4.31: Parameters and variables conceding the cooling system.

In parallel the model assumes 4 more variables (Figure 4.32). Finally, users shall define
the minimum condenser pressure, which’s fair value equals to 2 inches of mercury,
and the number of levels on which heat may be rejected under part load conditions.
The latter is initially assumed to be 2 indicating that the cooling system may perform

either at 100% or 50% rejection, while a related parametric analysis follows hereinafter.
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Variable | Description ‘ Units ‘ Value
User-supplied inputs

Iitp.des | The initial temperature difference (steam-to-ambient) °C 16
T'p.cond The condenser air pressure ratio - 1.0028
Inherited inputs

Wies Power output at design MW -
Mdes Power cycle efficiency at design - -
Tip Dry bulb temperature °C -
Pomb Atmospheric pressure Pa -
Assumed values

AT Temperature difference at the hot side of the condenser | °C 3
Nfans Fan isentropic efficiency - 0.80
Nfan Fan mechanical efficiency - 0.94
Cp.air Specific heat of air }j—j\ 1005

Figure 4.32: Input data to the SAM dry cooling model.

4.3.7 Thermal Storage

Setting data required in the thermal energy storage (TES) tab starts with the system
capacity in terms of full load hours of TES. As it was mentioned in 4.3.3, we consider
this value equal to 5 hours, counting in motives provided by the Greek government for
a value equal to or greater than 2 [36] [167] and achieving an acceptable level of
dumped thermal energy — 4h configuration results in 15 times more losses (472 MWh).
In any case further calculations should be made, this time taking into account installa-
tion and O&M costs too. The number of used pair of tanks'* remains at its minimum
value — 1, so that related thermal losses are also minimized. Other related input data is
the tank height and thermal loss coefficient, the minimum height of the fluid inside
the tank and the temperature of the TES fluid just before the simulation starts, for

which values proposed by SAM are adopted — 20 m, 0,4, 1 m and 391 °C respectively.

Another major choice to be made in the thermal storage tab is related to whether the
HTF used in the solar field is used in the TES system too. As explicitly mentioned in
3.6, currently solar salt is considered to be far the most appropriated alternative, espe-
cially regarding the Rankine cycle. Nevertheless SAM includes a ready-to-use library of
various TES HTFs while it also enables users to define their own through a module sim-

ilar to this presented in Figure 4.19. What is important to know is that because of the

' SAM utilizes only paired-tank TES systems discarding the emerging technology of thermocline single-

tank ones (see 3.6).
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utilization of a different HTF circuit than the solar field’s, a heat exchanger (HX) is
added to the system for which users need to estimate the temperature derate that the HX
causes by defining the temperature difference of its cold and hot side compared to
the respective sides of the solar field. SAM proposed related values remain unchanged

at 5 °C and 7 °C respectively.

Furthermore, since SAM considers the presence of an auxiliary electric heater,
used exclusively for the supplementary heating of the storage tank, users need to size it
in terms of cold and hot tank set point, its outlet temperature, its capacity and effi-
ciency. The former value is set at 260 °C taking into account solar salt’s minimum oper-
ating temperature while the second variable equals to SAM’s proposal — 365 °C. Its
outlet temperature cannot be different than the turbine inlet temperature - 391 °C, its
capacity is considered to be § MW, reserving our intention to analyze further this as-
sumption afterwards, and its efficiency may safely to be assumed at 98% just like SAM

proposes. A summary of the values mentioned above is provided in Figure 4.33.

Storage System
Full load hours of TES 5 hr Aux heater outlet set temp =5
Storage volume 394,25 m3 Tank heater capacity 5 Mwt
TES Thermal capacity 264,971 Mwt Tank heater effidency 0.98
Parallel tank pairs 1 Hot side HX approach temp 5'C
Tank height 20 m Cold side HX, approach temp 7'C
Tank fluid min height 1m Heat exchanger derate 0.877551
Tank diameter 15.8461 m Initial TES fiuid temp 300 'C
Min fluid volume 197.212 m3 Storage HTF fluid | Solar Salt -
Tank loss coeff 0.4 Wim2K User-defined HTF fluid
Estimated heat loss 0.153639 MWt Fluid Temperature 342 'c
Cald tank heater set paint 260 'C TES fuid density 187248 kgfm3
Hot tank heater set point 365 'C TES specific heat 150182 kIkg K
Fossil dispatch mode ‘Supplemental operation - |

Figure 4.33: Input data to the SAM TES system.

As mentioned before, in this tab the fossil fuel-fired boiler is being also defined.
Typically SAM assumes that this auxiliary component operates combusting natural gas,
although this does not really affect related calculations and lack of this fuel type could
be easily countered by the use of a LPG or diesel boiler, with minor performance effect
but potentially with major financial impact. At this point users need to decide between
two fossil dispatch modes: a) the minimum backup level and b) the supplemental opera-
tion. Scope of the former mode is to define the power level below which the auxiliary
boiler starts supplying energy to the HTF so that the power cycle runs at its design gross

output. This mode represents the alternative shown at the right in Figure 3.12. On the
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hand, the supplemental operation defines a maximum level of fossil energy added in the
HTF as a fraction of power cycle running at its design gross output. This mode is shown
at the left in the same Figure while it explicitly indicates the maximum capacity of the

auxiliary boiler. Serving the scope of this initial setup we choose the latter mode.

The last dataset needed to be defined in this tab is related to the thermal storage and
fossil dispatch control. As shown in Figure 4.34, SAM allows the definition of up to 9
different dispatching periods based on different fractions regarding a) the reservation of
a minimum storage level when solar field keeps producing energy, b) the reservation of
a minimum storage level when solar field does not produce energy, c) the energy re-
quired in the turbine inlet at the design point, d) the auxiliary boiler operation as it was
described above and e) differentiation in the pricing of sold energy. At this point we
have formed 2 scheduling periods. In both of them there is no need to reserve ther-
mal energy and we consider no pricing volatility, while, taking into account interme-
diate thermal losses, we define a fraction of 1.05 compared to the energy required in
the turbine inlet so that the power cycle runs at its design output. The difference of
these scheduling periods is the production of up to S MW of fossil power in the se-
cond one, being applied during the whole day-time solely in June and July. This choice
was made aiming at both avoiding potential shutdowns during a crucial period in terms

of production and providing the grid operator a solid base for the daily scheduling.

r Thermal Storage Disp Control
Current dispatch schedule: kday Schedul
il E E|lE ElE
e e % 5|5(5(5555/8(52 % &g glg5e g elgg5E
e B s N T e A A - A R R R R RN S N A I R I R R R
Note: Dispatch schedule ibrary... Jan [aajaafaaaaaaaafaaaaaaafafa[aa]a
o Feb |1|aaafa|afafafafafafafafafafa]afa]a|afa|a]2]2
= EEMETERE Mar (1|1 (1 |1|21|21|21|2|afafa|af1|2|2|1|afi|if2f2|a|L|1
apr [A{afafafaaaaaaaafaaaaaafafafa[a1]a
Payment May (1| [a{afafa[afafafafafaaa]afafa|afa[a]2]2
Storage Dispatch Turb. out.  Fossil fil Allocation Jun
a4 = 3 = = 7 avg [a]afafafa|afa|a|afa]afafafafafa|afaa]a|2]a]n]a
sep (2o oo afafalalalalafaa]a a]ala]a|a|a]a]a]2
Period 2: G 9 05 025 £ oct [alaafafajaafaafalalaaaafafala]afafa]aa]1
Period 3: b 0 1 0 1 wov [1|aaafa|afafaafafafafaa]a]a]afa]a|a|a[a]2]1
pec [t|afafafaja[a[aaaalaaaafaalafa|afa]a]1]1
Period 4: 0 0 1 1] 1
0 0 1 0 1 rWeekend Schedul
£ £ £ £
Period & 0 ° : 0 : EHEEHEEEEEEEEEEEEEEEERE
e MO P D e e N MO D] ] -
Period 7: 0 9 1 a £ Dan o |afafafaaaaafafafajaafaaafafafa]a |11
0 0 1 0 1 Feb [a|aaaa[afafaafaaafaaafaafa]a]a]a]a]1]1
2 o var [2|a[afafa[aa[aafaafaaaafaalafa|afa]a]1]1
Eenod 53 0 o - 4 B pr [L|1|a 2 a|n|n|a | alala|n || alnlaln|n|n]n]2
vay (1| a [ [aafafaalafaafafa[aa]ala]a|a]aa]n]2
Motes: Sun
Avg [a|afafafa|afafafaafafafafalafa]afafa]a]2]a]a]a
Turbine and fossil fil fractions apply to the desig ermal inp Sep [t aafafafafafafafafafafaafa]afa]a|a]a|a]2]1
oct [alafafafaa]a]alalalaalaaa]a]ala]a|a]a]a]a]x
S Utiity Dispatch and Utiity Bid Price wov [t|aafafaaaaafafalaaaafaala]a|a]a]a]1]2
Dec [2|aaafafafafaafafaafa[aaa]a]a]a|afa[a]1]2

Figure 4.34: The thermal storage and fossil energy dispatch schedule.
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4.3.8 Parasitics

The last dataset needed in order that this initial simulation is performed refers to the

parasitic loads. These are a) the piping thermal loss coefficient, b) the power con-

sumed by the tracking mechanism, c) the cycle pumps and the d) storage pumps, ¢)

a fixed load applied at all times as a fraction of rated gross power, and parastics applied

f) to the overall plant operation as a function of thermal input to the power cycle

and g) to the auxiliary heaters as a function of their thermal output. These variables

are combined with data already inserted in the previous tabs or assumed by the model.

I.e. with regard to the piping model, SAM makes assumptions shown in Figure 4.35.

Nominal Internal Internal Wall
pipe size | Schedule diameter  diameter  thickness
(in) (in) (m) (m)
25 A 271 00688 00013
3 A 333 00847  0.0016
4 B 426 01082  0.0021
A 515  owss oo | _Line | Description Length (m
10 D 10.25 02604  0.0051 1 Pump suction header to pump inlet 45
12 c 12.25 03112 0.0060 ) ,
14 C 13238 0.3398 0.0066 2 Pump discharge to discharge header 45
1 ¢ 1638 03806 00076 3 | Pump discharge header 100
18 D 1725 04382  0.0085 ] .
20 C 19.25 04890 00095 - Collector field to expansion vessel/TES 120
2 c 21.00 05334 0.0104 5 | Steam generator supply header 80
24 c 23.00 05842 00113 o
26 C 25.00 0.6350 00123 6 Inter-steam-generator piping 120
28 D 2675 06795  0.0132 : |
20 5 i 07303 00142 7 Steam generator exit to exp. vessel/TES 80
32 D 30.75 07811 00152
34 E 32.62 08286  0.0161
36 E 34,50 08763 00170
42 D* 4050 10287 00200
48 D* 46.00 11684 00227
54 D* 52.00 13208 00256
60 D* 58.00 14732 00286
66 D* 64.00 16256 0.0316
72 D* 70.00 17780 00345

Runners Headers
Item kap I0Cop | Receivers Hot Cold Hot Cold
Length of pipe Eq. - [2.94] [2.95] [2.96] | [2.96] | [2.97] ] [2.97]
Eval. mass flow - Moop Mitigop Tl Tl um s Tither
Eval. temperature - Tif.ave 1; T £ out Tifin Isf.out Tirin
Tube diameter - D> Dy Dy Dy Dpars | Dhdri
Expansions 0.50 0 0 [2.98] | [2.98] | Nigrp 0
Contractions 0.50 0 0 0 0 0 Nigrp
Standard elbows 0.9 2 10/loop 0 0 0 0
Medium elbows 0.75 0 0 0 0 0 0
Long elbows 0.6 0 0 [2.99] | [2.99] 1 1
Gate valves 0.19 2 0 1 1 0 0
Globe valves 10 0 0 0 0 0 0
Check valves 2.5 0 0 0 0 0 0
Loop weldolets 1.8 2 0 0 0 0 0
Loop control valves 10 1 0 0 0 0 0
Ball joint assemblies | 8.69 0 3 + Neca 0 0 0 0

Figure 4.35: Assumed values for a) Pipe sizing schedules (up left), b) Piping lengths (up right),

¢) Various configurations regarding the piping equipment (down).
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Due to the lack of solid data for the documentation of different values than these

proposed by SAM, we adopt the latter (Figure 4.36).

r Parasitics
Piping thermal loss coeffident 0.45 Wim2K Design Paint Totals
Tracking power 125 W/fsca Tradking 37300 w

Required pumping power for HTF through power block 0.55 kifkg

Required pumping power for HTF through storage 0.15 kikg
Fraction of rated gross power consumed at all times 0.0055 Fined 0.11 Mwe

Factor Coeff0  Coeff1  Coeff2

Balance of plant parasitic 0 MweMwcap 1 0.433 0.517 ] BOP 0 Mwe
Aux heater, boiler parasitic 0.02273 MweMWcap 1 0.483 0.517 0 Aux 0.4546 Mwe

Figure 4.36: The assumed parasitic coefficients.

4.4 Deterministic Modeling

Having completed the initial setup of the model, in this paragraph a series of para-
metric analysis will take place, either in its typical form (a set of calculated values for a
given range of input values) or in a direct optimization mode (minimization or maximi-

zation of a function for a given range of input values).

4.4.1 Alternative Locations

Our initial concern has been the selection of the most appropriate installation loca-
tion. As mentioned in 4.3.1, hourly climate data were found for the regions of Thessalo-
niki, Andravida and Athens. Preserving most of the initial model setup unchanged, we
simulated its performance modifying solely the weather file, the collectors tilt, the solar
irradiation at design and the row spacing (Table 4.37). Setting the annually produced
thermal energy by the solar field as the solely criteria of determining the most suitable
location, Athens emerges as the undoubted best choice. This also confirms the relation-

ship between the annual DNI and the solar field production while it prevents modelers

from assuming that lower latitude always results in higher DNI (Figure 4.38).

Location DNI . Tl () Row Spacing Solar Irradiatior; at  Annual Solar Field
(kWh/m?) (m) Design (W/m?) Energy (MWh)

Thessaloniki 1.372,70 | -37,92 10,55 864 102,283.00

Andravida 1.151,70 | -40,52 11,79 873 130,205.00

Athens 1.519,80 -37,9 10,55 860 138,131.00

Figure 4.37: The assumed parasitic coefficients.
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Figure 4.38: The correlation of annual solar field energy and, the DNI and collectors tilt.

4.4.2 Output of the Initial Setup

Having determined the most appropriate location for the installation of the CSPP,
this study goes on with the review of the output calculated based on the initial setup of
that CSPP located in Athens. Starting with the gross and net electricity output we realize
that the CSPP remains net producer of electric energy during the whole year, outweigh-
ing fully parasitic loads deducted from the gross electric output (Figure 4.39). Estimated
annual values are 50.691.000 kWh and 44.971.173 kWh respectively.

000,000 - —

7,000,000 [ —

6,000,000 - —
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Figure 4.39: The monthly distribution of gross and net electric output.

Looking for major sources causing this energy reduction, we notice a remarkable
compliance among the net electric output and the tank freeze protection energy. The lat-

ter indicates the energy consumed so that the TES HTF does not freeze (Figure 4.40).

-75-



s [] [C] Fixed parasitic load {(MWWh) i
[] [7] Auxiiary heater operation parasitic load (MWH)
[] [7] Cooling system parasitic power (Mh)

[ [] Gross electric power output (MWh)
1 [¥] [C] Met electric power output (Myvh)

[ [ Solar field thermal output (Myh)

[] [7] Total indident thermal energy {Mh)

[] [7] Thermal energy absorbed (Mwh)

[] [7] Thermal energy to the power cyde (M)

[] [7] Thermal energy to thermal storage (M)

[7] [7] Total header piping heat loss (MWh)

[ "] bumped thermal energy (approx.)

[ [C] TES thermal losses (Mh)

[ 7] receiver thermal losses (Mwh)

[ [7] Average receiver loss per meter (W /m})

[ [7] Thermal eneray delivered by aux backup (Mh)
‘ | I ’ [] [7] Auxiiary heater fuel consumption (MMETU)

L

[] [7] Freeze protection energy (Mih)
1 [] Tank freeze protection energy (Mih)
l [] [7] Solar field startup energy (Mwh)
- | [] [C] Temperature at cold header inlet (C)
" i [ [C] Temperature at hot header outlet (C)
- i [ [C] Temperature at collector inlet (C)
[ 7] Temperature into cold tank ()
[] [7] Temperature into hot tank {C) -
|7 Autoscale y1-axis
Top ¥ Max: 25

Mwh

m

Jan Feb Mar Apr May Jun Aug Sep oa Naow Dec Top Y Min: -8
Mom:h

Bottom ¥ Max: |3

Figure 4.40: Net electric power output and freeze protection energy.

Additionally, having set the goal of utilizing thermal energy produced by auxiliary
sources up to 15% of this produced by the solar field, we calculate the respective frac-
tion at 7,65%. This was derived by the sum of energy produced by the fossil fuel-fired
boiler and the electrical heaters used to protect the HTFs from being frozen and its divi-
sion to the solar field thermal output (Figure 4.41). Please note that this auxiliary energy
comes at 0,024%, 2,41% and 97,567% from the solar field HTF freeze protection, TES

HTF freeze protection and fossil fuel-fired boiler operation respectively.
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Figure 4.41: Solar thermal output and thermal energy produced by the auxiliary heaters.
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approx.

Finally we point out that changing the location of the CSPP caused variations in
two more output values. The first one is the land required as the same CSPP needed ap-
proximately 121 acres of land in Thessaloniki but only 108 (437.060 m?) in Athens. The
second change does not really delights like the former, as dumped thermal energy

surged at 548,7 MWh (Figure 4.42)
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Figure 4.42: The monthly profile of the dumped thermal energy.

4.4.3 Parametric Analysis

After this short but critical review of the initial set up we utilize SAM’s ability to
perform parametric analysis of data inserted into the model, starting with the solar field
and specifically with probably the only two variables that do not affect the installation
and O&M costs: the tilt and azimuth angle'. Figure 4.43 shows the first step of para-
metric analysis performed regarding the collectors tilt. After this, several levels of anal-
ysis took place, finally defining a value range between -31° and -30.5° and the incre-
ment at 0,1°. This simulation set indicates a rather clear system outperformance, in

terms of net annual energy, when the tilt equals to -30,5°. The reduction of the tilt, com-

!5 Parametric analysis requires the definition of a starting and ending value, as well as the increment size.
This means that large value range and small increments increases significantly the simulation time. For
this reason all parametric analysis presented hereinafter were performed in multiple steps, utilizing initial-
ly large value ranges and increments which shrink when the value range containing the optimal option

becomes clear.

-77-



pared to the initial polar arrangement, is obviously caused by the system performance
profile shown in Figure 4.39 which indicates the need of a lower tilt between May and
September harvesting larger amounts of DNI. This change rises the gross and net elec-
tric output from 50.605.900 kWh and 44.884.621 kWh to 52.419.700 kWh and
46.509.054 kWh respectively. Similarly working for the azimuth angle, it is proven that

the initial configuration (0°) is the optimal one.

Parametric Simulation Setup [

Variables: [ Add ] [ Remave ] Selected Variable Values: Edit

Remove Simulation ]

[¥]Enable this simulation

Setup Linkages. .. Up Down
o —
Edit Parametric Values for 'Call

Variable Values Define Range

-45
-40 Start Value:
-35
-30 End Value:
-25

Increment:

[ addafier.. | [ AddBefore... |

[ Up ][ Down ][ Remaove ]

Figure 4.43: The SAM parametric analysis module.

On the other hand, looking for the optimal stow and deploy angle, we utilize
SAM’s optimization module. The range of values, within simulation is performed, is
also defined but this time no increment determination is needed. Instead users are ena-
bled to fill in a series of values setting their controlling preferences on the optimization
process. Initially set values are found to be optimal again (Figure 4.44). The same con-
clusion is reached in the case of the number of subfields and the number of SCA assem-

blies per loop.

Ending with the optimization of the solar field, we distinguish the used HTF

(Therminol VP-1) performance as its temperature operation range allows it to fully car-
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ry out the assigned task while its relatively low minimum operation temperature result
in trivial needs in auxiliary heating. Under the latest configuration this amount of ener-

gy equals to 4,35 MWh. As a result, searching for an alternative does not seem to be

highly important.
Optimization Setup
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scmusandimi: (Do oG st e ormzient .
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finished.

‘4 [ m

(e
Figure 4.44: The optimal stow and deploy angles.

At this point we remind that the optimal solar multiple is estimated in paragraph
4.6.4, having completed before finance-related datasets included in the respective tabs.
Moreover SAM allows a similar optimization of the row spacing too, the rise of which
simultaneously increases the collected solar energy, the required land and the installa-
tion and O&M costs related to the piping and HTF. However further analysis on the lat-
ter is not performed, considering the related bibliography used reliable enough.

Moving to the collectors and receivers tabs, the only variable that could be para-
metrically analyzed is the type of the annular gas. Once more initial choice seems to be

the most suitable (Figure 4.45).

46,500,000 - -

46,000,000 |- —

45,500,000 |- -

45,000,000

Wit Annual Energy Wariztion 1 Gas Types=Argon Variztion 1 Gas Type=Air Variztion 1 Gas Type=Hydrogen

Variation 1 Gas Type

Figure 4.45: The optimal annular gas type used in the receivers.
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Similarly in the power cycle tab, having settled on the CSPP’s gross output and
type of cooling system (see 4.3.6), parametric analysis is considered meaningless for
other parameters than the low resource standby period. Nevertheless, Figure 4.46 proves

the appropriateness of the initial choice not to foresee such an operating mode.

48,000,000 - -
47,000,000

46,000,000

o 1 2 3 4 5 (3 7 B8 g 10

Low resource standby period

Figure 4.46: No low resource standby period is proposed.

In the thermal storage tab though, plenty of work has to be done. Starting with the
full hours of TES someone is tempted to increase the TES system capacity, as the modi-
fication of the collectors tilt led the annually dumped thermal energy increase at 974
MWHh. Nevertheless, watching the mitigation of the energy saved by the storage capaci-
ty increase (Figure 4.47) and counting in the rise of the installation and O&M costs that
it causes, we prefer to preserve this figure unmodified (5h). Besides, this measure is be-

ing further optimized, taking into account cost effects too, in paragraph 4.6.4.

.

Q Dumped Annual

:

o
T
1

3 s 4 4.5 5 55 € 65 7 75 8
Full load hours of TES

Figure 4.47: Mitigation of benefits leads to the preservation of the current TES capacity.

With regard to the number of parallel tank pairs it is found that current configura-
tion outperforms compared to alternatives, while the tank heater capacity, after a multi-
level parametric analysis is found to be optimized at the value of 1.9 MW. A change is
proposed in the case of the HTF used in the TES system, as utilizing the same HTF with

this used in the solar field (Therminol VP-1) seems as the most appropriate alternative.
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Since SAM does not allow the simultaneous optimization taking into account various
HTFs and the tank heater capacity, the latter is parametrically analyzed again. Indeed,
this time the optimal tank heater capacity is reduced at 1 MW while dumped thermal
energy also drops at 675 MWh.

Finally, remaining focused on the objective for full coverage of the allowable 15%
of auxiliary thermal energy, compared to this produced by the solar field, as well as on
the operation strategy set and documented in 4.3.7, we recalculate the current fraction at
approximately 7% (detailed description of this calculation is provided in 4.4.2) and par-
tially add the second scheduling period in a radical way (see 4.3.7). By the time that this
configuration is applied to all of the days, both weekdays and weekends, of May and
August, the fossil fraction equals to 15,11%. For nonce this fraction is considered to be
acceptable, while the advanced reliability achieved between May and August is clearly
illustrated in Figure 4.48. Under the optimal configuration, net electricity output raises

at 51.082.341 kWh, while dumped energy falls at 666 MWh.
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Figure 4.48: The monthly profile of the net electric output corresponding to the optimal setup.

Reaching the last tab of the SAM model - parasitics, we consider parametric analy-
sis as meaningless because the variance of these figures does not necessarily correspond

to different configurations.
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4.5 Probabilistic Modeling

Ending paragraph 4.4.3, parametric analysis of parasitic loads was discarded. How-
ever, since variations in their values may significantly affect the CSPP performance,
users should further analyze them. Performing sensitivity analysis, of crucial output var-
iables based on the potential volatility of certain input data, allows modelers to deter-
mine the level on which the latter affect the former. This supports decision-making re-
garding the impactful selection of input variables that will be further analyzed in terms
of probabilistic modeling. Utilizing results shown in Figure 4.49 we consider that the
top 14 of them and the piping thermal loss coefficient should be used in a probabilistic
modeling approach. Please note that this result counters our initial hypothesis that any
of the parasitic loads significantly affects the energy produced, while it makes clear that
estimating accurately performance coefficients of several components emerges as a high

priority.
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Figure 4.49: Sensitivity analysis of net electric output to selected parasitic loads.

Having selected the input data distinguished for its inherent uncertainty and major
impact on net electric output, SAM enables users to perform probabilistic modeling by
defining to each one of them a specific probability distribution and its characteristic
values. Since the two distributions mainly assumed for related values are the uniform
and the normal one, these characteristic values are the range of values, and the mean
value and the deviation respectively (Figure 4.50). Furthermore users are enabled to in-
dicate any potential correlations among the variables that are to be probabilistically

modeled as well as the number of sampled values per variable.
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Figure 4.50: Defining whether an input variable follows a uniform or a normal distribution.

The major challenge faced at this stage by the modelers is making a choice among
known distributions and determining their characteristic values. This comes from the
lack of related data accompanying technical properties of installed equipment. This has
been the reason for which related researching efforts were based on either, hypothetical
distributions and characteristic values, or limited past experience which could definitely
not document a well-grounded related setting [40]. Since this study has not been able to
override these challenges, probabilistic modeling performed obtains a rather exhibition
rather than a substantial meaning. As such, with regard to the 15 variables selected
above, we assume that they follow a normal distribution with a mean value equal to this
defined in the deterministic modeling process and a deviation equal to the 15% of the
mean value. The number of sampled values per variable was set at 50 which clearly
meets the request for at least 4k/36 sampled values (=20). Indeed, random cross-
checking of the distribution followed by the general optical error proves the appropri-

ateness of the variable sampling (Figure 4.51).
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Figure 4.51: The histogram/cumulative distribution function of the general optical error.

ok corresponds to the number of variables.
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The diagram, corresponding to the annual net electric output, is shown in Figure
4.52 indicating a probability of 50% so that the CSPP produces annual net electric out-
put equal to or more than 50.550.099 kWh.
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Figure 4.52: The histogram/cumulative distribution function of the net annual energy.

Finally, since during the probabilistic modeling process SAM performs a step-wise
regression analysis too, below we present the estimated correlation factors. Figure 4.53
definitely imposes a different impact ranking of each variable compared to this estimat-
ed in the sensitivity analysis in the beginning of this paragraph. Nevertheless this should
not cause any confusion as it relies on the limited explanatory variables used in the

probabilistic approach and the size of each one of them.
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Figure 4.53: Estimated 3R’s of the uncertain variables.
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4.6 Financial Modeling

When related costs are included in the analysis, the optimal design of a CSP plant
may change significantly. Therefore, in this section the previously modeled 20 MW
CSPP is being redesigned aiming this time at the optimal LCOE for each one of the
three locations. The parameters that are not altered are a) the plant capacity, b) its hy-
bridization, c) its ability to store energy capable of preserving the plant operation at its
nominal capacity for at least 2 hours and d) the absence of land and capital constraints.
This section ends with a short review of the feasibility of such an investment in the 3

locations through the parametric analysis of the respective internal rates of return (IRR).

4.6.1 Trough System Costs

Starting with the investment and O&M cost, assumptions shown in Figure 4.54 rely
strongly on a previous study highly adjusted to the SAM configuration [182]. Moreover
we assumed that'’ a) the cost of the fossil backup system, regardless of the fuel burned
(natural gas, LPG or diesel), equals to 130$/kWe, based on information gathered direct-
ly from the market, b) the balance of the plant does not really require the provision
of additional costs, c) no contingency costs should be counted in as parametric anal-
ysis is performed afterwards, d) the land is being bought for 5.260 $/acre, e) no sales
tax (value added tax) is applied on the investment costs as they are fully deducted
from the sales tax collected by the company in the future, a condition that SAM cannot
model, f) no fixed annual cost is considered to be applied as we estimate a fixed cost
by capacity, g) no variable cost by generation is applied considering that only the fuel
cost really varies with the generation, h) the cost of natural gas, LPG and diesel are 24
[183], 42 [184]"® and 57 [184] $/MMBTU"? respectively — or 0,08, 0,14 and 0,19 $/kWh
and i) the escalation rate above inflation is 0% considering the successful estimation
of such a figure rather utopic. Finally due to the extensive uncertainty of this dataset,
exploiting SAM’s ability to count in an annual schedule regarding the individual O&M

costs was considered to be rather meaningless.

"7 The Euro/US-dollar exchange rate was taken equal to 1,33.

'8 Due to the lack of official LPG prices this value was estimated by taking into account Slovakia’s prices

which are similar to these of Greece.

' This measure is the only one for which SAM utilizes the imperial and not the metric system.
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rDirect Capital Costs

Site Improvements 170040 m2 27.00 §fm2 $4,531,080.00
Solar Field 170040 m2 320.00 §/m2 £ 54,412 800.00
HTF System 170040 m2 98.00 §/m2 £ 16,663,920.00
Storage 264.971 Mwht 87 sfkwht £23,052,464.23
Fossil Backup 20 Mwe, Gross 130 sfkwe € 2,600,000,00
Power Plant 20 Mwe, Gross 1,021 &fkwe £ 20,420,000.00
Balance of Plant 20 Mwe, Gross 0 5kwe £0.00
Contingency 0% £0.00
Total Direct Cost $121,740,264.23
rIndirect Capital Costs
Total Land Area 108 acres Nameplate 18 mMwe
Cost per acre 2 of Direct Cost Cost per Wac Fixed Cost Total
EPC and Owner Cost 50,00 18.5 % S0.00 S0.00 £22,521,943.88
Total Land Cost $5,260.00 0 % S0.00 s0.00 £ 567,704.37
Sales Tax of 0% applies to 0 % of Direct Cost £0.00
Total Indirect Cost £ 23,089,553.25

rTotal Installed Costs

Total Installed Cost § 144,829,917.48
Estimated Total Installed Cost per Net Capacity ($/kw) £8,046.11
-Operation and Maintenance Costs
First Year Cost Escalation Rate (above inflation)

Fixed Annual Cost T 0.00 fyr 0%

Fixed Cost by Capadity = 80,00 §kW-yr 0%

Variable Cost by Generation = 0.00 §MWwh 0%

Fossil Fuel Cost = 24.00 gMMETU 0%

Mote

Figure 4.54: Trough system costs.

4.6.2 Financing

With regard to the financing scheme (Figure 4.55), we consider that the analysis
period extends up to 25 years based on the duration of the Power Purchase Agreement
(PPA). The inflation rate is estimated at 2% while the real discount rate is considered
to be 10%. The federal tax — corresponds to the Greek profit tax, is assumed to be

25% mostly based on the historical trend rather than adopting the current legislation,

2% This estimation mostly relies on a rather arbitrary assumption according to which investors would de-
mand a return rate greater by 100 base points compared to this of loans provided by domestic banks. The
alternative of using a related model in order to calculate the real discount rate has been neglected as the

notion of the, widely used in the past, risk-free investment has recently collapsed.
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while the sales tax is set at 0% as it deducts fully from the sales tax collected by the
company. Insurance will annually cost approximately 0,4% of the installed cost, while
the net salvage value is set at 0,4% of the initial investment so that we count in the
value of the land and discard any equipment salvage value potentially countered by

dismantling and recycling costs. Finally no property tax is applied.

rG I rTaxes and
Analysis Period 25 years Federal Tax 2500 Sofyear
Inflation Rate 2.00 % State Tax 0.00 =fyear
Real Discount Rate 10.00 3% Sales Tax 0,00 %
Mominal Discount Rate 12,20 % Insurance 0.40 % of installed cost
Salvage Value rProperty Ta
Met Salvage Value 0.40 =% of installed cost Assessed Percent 0.00 =% of installed cost
End of Analysis Period Value $579,319.67 Assessed Value £0.00
Assessed Value Dedine 0.00 %fyear
Property Tax 0.00 =fyear
rConstruction Period
Loan Percent of Up-front Months Prior  Interest Rate Principal Amount Intesest Total Construction
Instzlled Costs Fe=(32) to Crperation (Annuzl) Financing Cost
Loan 1 0 0 0 0 £0.00 £0.00 £0.00
Loan 2 0 0 0 0 £0.00 £0.00 £0.00
Loan 3 0 0 0 0 £0.00 £0.00 £0.00
Loan 4 0 0 0 0 $0.00 $0.00 $0.00
Loan 5 0 0 0 0 £0.00 £0.00 §0.00
Totals: 0 £0.00 £0.00 §0.00
Mote:
rLoan P; ters
Installed Cost  § 144,829,917.48 Loan Term 15 vyears
Construction Financng Cost £0.00 Loan Rate 9 Shfyear
Principal Amount  $ 101,380,942.24 Debt Fraction 70 =%
WACC 8.39 oy

rSolution Mode

(@ Specify IRR Target
() Specify PPA Price

rSpecify IRR Target rSpecify PPA Price
Minimum Required IRR 12.2 % PPA Price 0.38434 |gfkwh
PPA Escalation Rate 16 % PPA Escalation Rate 1.6 |%

Financial Optimization
[ Allow SAM to pick a debt fraction to minimize the LCOE

[ Allows SAM to pick a PPA escalation rate to minimize the LCOE

r Federal Depreciation State Depreciation
() Mo Depreciation (@) No Depreciation
() 5-yr MACRS () 5-yr MACRS
@) Straight Line (specify years) 20 () Straight Line (specify years) 7
() Custom (specify percentages) () Custom (specify percentages)

Figure 4.55: The financing dataset of the investment.

As far as the used capital mix is concerned, we assume that the investment will be

funded by equity and loan at 30% and 70% respectively. Equity will be used during
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the construction period, which will last approximately 12 months, while the loan will
repay the rest of the investment cost by the time the CSPP is completed. The loan

term is set at 15 years and its annual interest rate at 9%.

With regard to the solution mode that SAM will adopt, we select the “Specify IRR
target” as initially we need to size the solar field and the storage system for a certain
value of IRR. The latter is considered to be equal to the nominal discount rate
(=12,2%). According to the Greek legislation [36], this CSPP’s PPA price is currently
set at 397,25 $/MWh, escalating annually by the 80% of the variation of the Consumer
Price Index as it is published by the Bank of Greece. The latter condition results to an
estimated price escalation rate of 1,6% (= estimated inflation rate X 80%) while the
initial PPA price is reduced by 3%, being modified at 384,34 $/MWh, due to a special

tax applied on the 3% of the gross sales of such a company [36].

Finally we set the financial model so that it counts in a straight line depreciation

method for 20 years based on the related Greek legislation [185].

4.6.3 Tax Credit and Payment Incentives

In order to eliminate uncertain factors that could significantly and incorrectly pretti-
fy the related outcomes, this financial analysis does not count in any potential tax credit
and payment incentives that can be simulated by the model and Greek Government has

occasionally provided to companies producing energy from RES.

4.6.4 Sizing the Solar Field

Based on the results provided in 4.4.3, concerning the technical optimization of the
CSPP located in Athens for a solar multiple of 2, and the financial assumptions made in
4.6.1, 4.6.2 and 4.6.3, the plant operation is simulated multiple times for each one of the
three different locations, a storage capacity of 2-8 hours (by an 1-hour step) and a solar
multiple of 1-3 (by a 0,25 step). Please note that, due to SAM’s inability to take into ac-
count the objective set in paragraph 4.3, according to which energy delivered by fossil
fuels is approximately the 15% of the energy produced by the solar field, parametric
analysis performed afterwards considers no fossil fuel-fired boiler, as the related calcu-
lations would be highly time-consuming. This simplification does not really affect the
purpose of this comparison since it discards minor reductions of the LCOE caused al-

most exclusively by the increase of the solar multiple.
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Figure 4.56 shows the outcome of the parametric analysis mentioned above regard-
ing Athens. Since graphically it is hard to say the conditions under which the LCOE is
optimized, we examined the related values reaching the conclusion that the optimal
LCOE (41.611 $/kWh) is achieved for a s.m. of 2.5 and a thermal capacity of 7 hours
of full load. An alternative combination could be that of a s.m. of 1,75 and a thermal
capacity of 2,5 hours of full load, resulting a LCOE of 41.6359 $/kWh. Given that we
consider no land constraints and keeping in mind that the financial benefit of counting
in energy produced by the auxiliary boiler is larger in the first option, we adopt the for-

mer configuration.

T COE Real {Ful load hours of TES =2}
[C]LCOE Real {Full load hours of TES=2.5}
[C]LCOE Real {Full load hours of TES=3}
[l LCOE Real {Full load hours of TES=3.5}
[l LCOE Real {Full load hours of TES=4}
[l LCOE Real {Full load hours of TES=4. 5}
[]LCOE Real {Full load hours of TES=5}
[T]LCOE Real {Full load hours of TES=5. 5}
[ LCOE Real {Full load hours of TES =6}
[l LCOE Real {Full load hours of TES=6. 5}
[l LCOE Real {Full load hours of TES=7}
[C]LCOE Real {Full load hours of TES=7. 5}
[C]LcoE Real {Full load hours of TES=8}

85|

Solar multiple

Figure 4.56: The optimal solar multiple-storage capacity combination for Athens.

Similarly working for Thessaloniki, we calculate the optimal LCOE at 45.0331
$/kWh for a s.m. of 2,5 and a thermal capacity of 6,5 hours of full load (Figure 4.57).
The respective values for Andravida are 58,2501 $/kWh, 2,5 and 5,5 hours (Figure
4.58).

[ LCOE Real {Full load hours of TES=2}
sl [CLcoE Real {Full load hours of TES=2.5}
IEILcoE Real {Full load hours of TES=3}
Ml LcOE Real {Full load hours of TES=3.5}
[l LCOE Real {Full load hours of TES=4}
IlLCOE Real {Full load hours of TES=4.5}
[CLcoE Real {Full load hours of TES=5}
IBlLcoE Real {Full load hours of TES=5.5}
[ElLcoE Real {Full load hours of TES=6}
Il LCOE Real {Full load hours of TES=6.5}
Il LcOE Real {Full load hours of TES=7}
[C1LcOE Real {Full Ioad hours of TES=7.5}
[CILcoE Real {Full load hours of TES=8}

asp

Solar multiple

Figure 4.57: The optimal solar multiple-storage capacity combination for Thessaloniki.
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[l COE Real {Full load hours of TES=2}
sl [C]LCOE Real {Full Ioad hours of TES=2. 5}
[CLCOE Real {Full load hours of TES=3}
[lLCOE Real {Full load hours of TES=3, 5}
[lLCOE Real {Full load hours of TES=4}
[lLCOE Real {Full load hours of TES=4, 5}

sl [CILCOE Real {Full load hours of TES=5}
[ILCOE Real {Full load hours of TES=5.5}
[LCOE Real {Full load hours of TES=5}
sl

[llLCOE Real {Full load hours of TES=6. 5}
L COE Real {Full load hours of TES=7}
sl [C]LCOE Real {Full Ioad hours of TES=7. 5}
[CJLCOE Real {Full load hours of TES=8}

Solar multiple

Figure 4.58: The optimal solar multiple-storage capacity combination for Andravida.

4.6.5 Technical Optimization

Due to the technical redesign imposed by the sizing of the solar field and the ad-
justment of the thermal storage capacity, the three CSPPs have to be technically opti-
mized again.

In the case of Athens, initially we determine the period for which the fossil fuel-
fired boiler operates (see Figure 4.34). This time we assume that the respective period is
April-August. Indeed, based on this assumption the estimated energy produced by fossil
fuels constitutes the 13.5% of the energy delivered by the solar field. The only figure
left to be further analyzed is the tank heater capacity. Figure 4.59 clearly shows that the
optimal value is 0,6 MWt — values larger than 3 MW tend to reduce the energy pro-
duced annually. Furthermore, rechecking the ratio of fossil/solar energy, we realize that

the limit of 15% is still not exceeded (13.8%).

65,300,000 -

65,200,000 [

65,100,000 |-

65,000,000 -

64,900,000 -

64,800,000 [

Annual Energy (kinh)

64,700,000 |-

64,600,000 -

64,500,000 -

64,400,000 [

\ . . \ \ . \ . \ \ . \ \ . \ .
o 0.2 0.4 0.6 0.8 1 L2 14 16 18 2 22 24 26 28 3
Tank Heater Capacity (MWt

Figure 4.59: The optimal tank heater capacity for Athens.
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With regard to the city of Thessaloniki, technical optimization will start with the
collectors tilt. Working in a similar way to this presented in paragraph 4.4.3, we find out
that the optimal value is -31,7°. Afterwards we configure the period for which the fossil
fuel-fired boiler operates. Setting values similar to these for the case of Athens, we no-
tice that the ratio of fossil/solar energy is 15,7%>15%. This forces us to limit the boiler
operation by excluding its contribution during April’s weekends. The new scheduling
results an acceptable ratio of fossil/solar energy equal to 14,5%. Finally, looking for the
optimal tank heater capacity, we conclude that the value of 0,6 MWt constitutes the op-
timal one, just like in the case of Athens. The ratio of fossil/solar energy is not further
analyzed since the calculation made above took into account a tank heater capacity of

0,6 MWt.

Finally, in the case of Andravida analysis performed does not really differ from this
of Thessaloniki. The optimal collectors tilt is -36,9° while, for a schedule similar to this
applied in the case of Thessaloniki, the ratio of fossil/solar energy is estimated at 20,1%,
far beyond the limit of 15%. This condition is fulfilled”' when the fossil boiler operates
only during the period May-August (15,08%), excluding May’s weekends. The optimal

value of the tank heater capacity is 0,6 MWt for this case too.

The final form of the three models may be found in the related SAM files accom-

panying this study.

4.6.6 Feasibility Analysis

In order that the feasibility of the three CSPPs is determined, the solution mode
shown in Figure 4.55 (see paragraph 4.6.2) is changed into “Specify PPA Price”. By
this adjustment SAM is being set to calculate the Net Present Value (NPV) and the IRR

of the equity invested.
a. Andravida

Starting with Andravida, based on the initial financial assumptions (see paragraphs
4.6.1 to 4.6.3) and the optimal technical configuration (see paragraphs 4.6.4 and 4.6.5),
the estimated NPV and IRR are $-44.971.692,69 and 2.81% respectively. Obviously
such results can by no means document a wise suggestion for the realization of the in-

vestment. Having performed sensitivity analysis on the direct and indirect costs of this

*! For the scope of this study we consider 15,08% as an acceptable value.
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investing plan (Figure 4.60), the former conclusion does not really change as even if the

investment cost drops by 25% - a rather extreme divergence from the mean estimation,

the NPV remains negative — or the IRR stands lower than the nominal discount rate.

This conclusion remains unchanged even if the O&M cost is also reduced by 25%.

(Il & ter-tax NPV, Inputs Reduced
Clafter-tax NPV, Inputs Increased

Solar Fiekd Cost per m2=320 (+/-

Storage System Cost per KiWht=87 [+]-

EPC Costs % direct=18.5 (+/-

HTF System Cost Per m2=98 (+/-

Povwer Plant Cost per kiWe=1021 (+/-

Fied Cost by Capacity=80 (+/-

Site Improvement Cost per m2=17 {+/-

Fossil Backup Cost per kile=130 (+/-

Land Cost scre=5260 [+]-

25%)

259%)

259

259)

259¢)

250%)

259%)

259

259)

52,

L
48,000,000

L
44,000,000

L
-40,000,000

L
-36,000,000

L
-32,000,000

-42,500,000

43,000,000

43,500,000

44,000,000

44,500,000

45,000,000

45,500,000

45,000,000

46,500,000

47,000,000

47,500,000

Figure 4.60: Sensitivity analysis between the NPV and the trough system costs (Andravida).

NPV remains negative, even if solely loan is used, a rather unusual capital mix for

large energy investments (Figure 4.61).

T
-30,000,000 (-

-35,000,000 (-

45,000,000 -

-50,000,000 (-

MPY ($)

55,000,000 (-

-50,000,000 [

-65,000,000 -

70,000,000 (-

75,000,000 (-

-80,000,000 |-

ol

50

Debt Fraction (%)

Figure 4.61: Parametric analysis concerning the investment capital mix (Andravida).

On the other hand examining the impact of the loan and the real discount rate, un-

der the assumption that the latter will always be greater than the former by 1% (the

blues line on Figure 4.62), a hope for the feasibility of that investment arises, since in a
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euphoric financial environment, similar to that during 2003-2007 when the loan rate is

limited to 3%, investing in the particular CSPP becomes meaningful.

Financial analysis of Andravida CSPP ends with the quantification of the impact

that the fuel usage causes. Based on data forming the lines of the Figure 4.63, the in-

crease of the fossil fuel cost per 1$/MMBTU reduced the NPV by approximately

$500.000. This practically means that the results presented above could be considered

as optimistic, given the absence of natural gas supply in the region and the much higher

cost of the alternative fuels — LPG and diesel cost 18 and 33 $/MMBTU respectively

more than the natural gas does (see paragraph 4.6.1).

10,000,000

5,000,000

[~ fter-tax NPV {Real Discount Rate=4}
(] Aafter-tax NPV {Real Discount Rate=5}
[ after-tax NPV {Real Discount Rate=g}
[l & fter-tax NPV {Real Discount Rate=7}
B & fter-tax NPV {Real Discount Rate=8}
(Bl & fter-tax NPV {Real Discount Rate=5}
[C]After-tax NPV {Real Discount Rate=10}

L L . . L . L
Loan Rate=3 Loan Rate=4 Loan Rate=5 Lozn Rate=6 Loan Rate=7 Loan Rate=8 Loan Rate=5
Loan Rate

Figure 4.62: Parametric analysis concerning the cost of capital (Andravida).

-46,000,000 (-

-48,000,000 (-

-50,000,000 (-

-52,000,000 |-

HPY ()

-56,000,000 -

-58,000,000 (-

-60,000,000 (-

-62,000,000 -

-54,000,000 -

B After-tax NPV

40 44
Fossil Fuel Cost {$§/MMETU)

Figure 4.63: Parametric analysis concerning the fossil fuel cost (Andravida).

-03-



b. Thessaloniki

Working in a similar way for the case of Thessaloniki, estimated NPV and IRR are
$-20.185.877,15 and 8.09% respectively, proposing the rejection of the investment. In
this case however, a drop of 10% in the sum of the direct and indirect investment costs
or the reduction of just the solar field and the storage system costs by 25%, invert the

initial assessment making the investment seem feasible (Figure 4.64).

Saler Fiekd Cast par m2=320 (+/- 25%) | ‘

Storage System Cost per kiwht=87 (+/- 25%) [

EPC Costs % direct=18.5 (+/- 25%) [-

HTF Sysmem Cost Par m2=38 (+/- 25%) [

[l 2 ft=r-tax NPV, Inputs Reduced | |
[Tl after-tax NPV, Inputs Increased

s Power Plant Cost per kiWe=1021 {+/- 25%) |

Fissd Cost by Capacity=80 [+/- 25%) [

Site Improvement Cost per m2=27 (+/- 25%) [

Fossil Backup Cost par kiWe=130 (+/- 259) |-

Lend Cost scre=5260 (+/- 25%) |-

L L L L L L L
-36,000,000 -32,000,000 -28,000,000 -14,000,000 -20,000,000 -16,000,000 -12,000,000

I I
5,000,000 -4,000,0
NPV ($)

Figure 4.64: Sensitivity analysis between the NPV and the trough system costs (Thessaloniki).

Once more, the variation of the capital mix by itself cannot lead the NPV to a posi-

tive value (Figure 4.65).

5,000,000 |-
-10,000,000 (-
[ &fter-tax NPV
-15,000,000 |-
-20,000,000

-25,000,000 [

-30,000,000 -

NPV ()

-35,000,000

40,000,000 |-

-45,000,000 (-

-50,000,000

-55,000,000

v I % % ® En @ 7 & w0 w
Debt Fraction (%)
Figure 4.65: Parametric analysis concerning the investment capital mix (Thessaloniki).

Nevertheless, the improvement that might be observed in the next few years in the

Greek economy, could definitely affect the feasibility of the investment in Thessaloniki
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in a highly positive way. Figure 4.66 shows that a loan rate of 5% - and a corresponding
real discount rate of 6%, is enough to result a positive NPV. The impact of fossil fuel
cost is not analyzed as the usage of other fuel than the natural gas, which is currently

provided in the region for industrial purposes too, seems meaningless.

50,000,000 [ Ater-tax NPV {Real Discount Rate=4} | |
[l after-tax NPV {Real Discount Rate=5}
[Tl After-tax NPV {Real Discount Rate =6}
Il After-tax NPV {Real Discount Rate=7}
40,000,000 - [ after-tax NPV {Real Discount Rate=8} |-
[l Ater-tax NPV {Real Discount Rate =3}
[Clafter-tax NPV {Real Discount Rate=10}
30,000,000 - B
. 20,000,000 - —
<
E]
10,000,000 - -
o -
-10,000,000 —
-20,000,000 —
Loan R;he:) Loan Rlzhe=4 Loan Rlzhe=5 Loan Rlzhe=6 Loan Rlzhe=7 Loan Rlzhe=5 Loan Rlzte=9
Loan Rate (%)
Figure 4.66: Parametric analysis concerning the cost of capital (Thessaloniki).
c. Athens

Although for the region of Athens IRR and NPV are even better than these of Thes-
saloniki (9,77% and $-12.168.928,89), they still cannot financially document the im-
plementation of the investment. Nevertheless in this case the CSPP becomes feasible by
the drop of solely the solar field cost by 20% or the reduction of the general investment

cost by approx. 8% (Figure 4.67).

Solar Fiekd Cast par m2=320 (+/- 25%) |- |

Storage System Cost per kKWht=87 (+/- 25%) |-

EPC Costs % direct=18.5 (+/- 25%) | B

Wl Ater tax NPV, Inputs Reduced
[Clafter-tax NPV, Inputs Increased

HTF System Cost Per m2=36 (+/- 25%) |-

Power Plant Cost per kiWe=1021 (+/- 25%) |-

Foed st by Capacity=80 (+/- 25%) [

Sie Improvement Cost per m2=27 (+- 25%) |

Fossil Backup Cost per kie=130 {+/- 25%) |-

Land Cost acre=5260 (+/- 25%) |

1 1 1 1 1 1 1 I 1 1 1 1
-24,000,000 -2 -8, -12 -B,000,000 4,000,000 o 4,000,000

NPV (§)

1
-28,000,000

Figure 4.67: Sensitivity analysis between the NPV and the trough system costs (Athens).
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A CSPP in Athens becomes also feasible in the rather utopic scenario according to

which 95% of the total investment cost is funded by loans (Figure 4.68).

5,000,000 F— T T T T T T T T ™
of J

[ After-tax NPV
-5,000,000 -
-10,000,000 -

-15,000,000 -

-20,000,000 4

MNP ()

-25,000,000 - -

-30,000,000 -

-35,000,000 -

-40,000,000 (- -

45,000,000 - -

0 10 20 30 40 50 &0 70 80 90 100
Debt Fraction (%)

Figure 4.68: Parametric analysis concerning the investment capital mix (Athens).

Finally, once more the cost of capital seem to constitute a highly important factor
regarding the feasibility of the CSPP as a drop of 1% of the loan and the real discount
rates cause the increase of the NPV by more than $8.000.000. In the case of Athens this
investment seems worthwhile when the loan rate is no larger than approximately 7%

and the real discount rate 8% (Figure 4.69).

70,000,000 F—T T T T T T T T T T T T T ™
[ After-tax NPV {Real Discount Rate=4}
(] After-tax NPV {Real Discount Rate=5}
50,000,000 - [T After-tax NPV {Real Discount Rate=6} ||
Il A fter-tax NPV {Real Discount Rate=7}
I After-tax NPV {Real Discount Rate=8}
50,000,000 |- Il A fter-tax NPV {Real Discount Rate=g} | |
] After-tax NPV {Real Discount Rate=10}
40,000,000 [ i
F 30000000 g
==
a
=
20,000,000 - 4
10,000,000 g
of i
-10,000,000 - g

Loan Rate=3 Lozn Rate=4 Loan Rate=5 Loan Rate=6€ Loan Rate=7 Loan Rate=§ Lozn Rate=5
Loan Rate (%)

Figure 4.69: Parametric analysis concerning the cost of capital (Athens).

The table shown below (Figure 4.70) summarizes the major calculations made

above.
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FIGURES VALUES

Location Andravida | Thessaloniki Athens
Total Investment Cost ($) 170.203.553 | 175.583.580 | 180.050.568
Base Case NPV ($) -44.971.693 | -20.185.877 | -12.168.929
Base Case IRR (%) 2,81% 8,09% 9,77%
Sensitivity to Inv. Cost ($/1%) -1.452.942 -1.297.084 -1.537.168
Sensitivity to Fuel Cost [$/(1$/MMBTU)] -482.607 -591.500 -624.971
Sensitivity to Debt Fraction ($/1%) 475.400 490.400 502.929
Sensitivity to LoanRrate ($/100 base points) -5.430.607 -7.369.623 8.134.371

Figure 4.70: The values of the 3 locations’ major calculations.
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5 Conclusions

Observing the undoubted climate change taking place nowadays and accusing
mostly CO, emissions for this, many governments have focused on the reduction of the
latter. Within this frame utilization of RES technologies has been promoted through the
provision of several incentives. Electricity production exploiting concentrated solar
power stands among these technologies, being especially distinguished for its low CO,
emissions during its life-cycle and the on-going reduction observed in the respective
LCOE. For this we assume that investments made in this field will preserve and even
reinforce their upward momentum, making CSPP modeling appear as a highly im-
portant process. The latter is based on the meeting of demands set by the governments
providing incentives, the grid operators scheduling the plants dispatchability and the

investors looking to maximize their return on investment.

Starting the modeling process, researchers need to define whether they
acknowledge or not uncertainty inherent to the input variables used in such a model.
This choice will facilitate them reaching a decision on which ready-to-use simulating
program will they use or which programming tools will they utilize in order that they
build a new CSPP model. Nowadays, the System Advisor System seems to be the most
comprehensive, widely available, integrated software capable of simulating the opera-

tion of CSPPs, having been successfully validated in terms of its related output.

Therefore, this study utilized SAM so that a 20 MW hybrid parabolic trough with
thermal storage to be modeled. This arrangement was chosen so that advantages, from
the technological maturity of parabolic troughs and the performance improvements and
financial incentives, being derived from the usage of thermal storage and a fossil fuel-
fired auxiliary boiler, to be taken. The modeling process started with an initial setup
concerning climate data of Thessaloniki, Greece. Estimated solar field thermal output
was compared to this of two other Greek regions, Andravida and Athens, making the
latter’s suitability explicit. Moreover the frequently assumed correlation between a
CSPP’s performance and the location latitude has been strongly disputed. During this

modeling process, the only variable that SAM did not allow us to utilize it the shading
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caused to the collectors aperture by external factors (mountains, trees, buildings etc).
The model, considering Athens as the installation site, has been further optimized utiliz-
ing SAM’s ability to perform parametric analysis and process optimization. The thermal
storage was set at 5 MW, leading the estimated annual net electricity output and

dumped energy at 51.082 MWh and 666 MWh respectively.

Furthermore, lacking actual data concerning the distribution, and its characteristic
values, that many of the uncertain input variables have, probabilistic modeling of the
optimized CSPP was performed relying on hypothetical distributions and characteristic
values. Unfortunately poor documentation of the assumptions mentioned above makes,
further analysis of the results coming from the probabilistic modeling, seem meaning-
less. Nevertheless, during this process appeared a rather significant weakness of SAM,
as it does not allow the probabilistic modeling of maybe the most uncertain variable, the
DNI. In any case the reason of this shortage is fully anticipated as this process would
require the modeling of 8.760 variables® and the setting of at least 8.760 x 2 distribu-
tion characteristic values. Besides we are looking forward to reviewing SAM’s new fea-
tures since, by the time that this study was reaching to its end, NREL had already re-

leased a new version of this program.

Finally, given that stand-alone technical values are definitely not enough the feasi-
bility of the CSPP to be determined, a comprehensive financing plan as well as estima-
tions on investment and O&M costs were made. For this process SAM performs in an
adequately acceptable way, although it is reasonably inferior to custom-made financial
models, i.e. discarding the working capital possibly needed and not being able to adjust
the size — and thus the cost, of the auxiliary boiler to this specified in the respective
schedule. Under this framework the three CSPPs were technically optimized once more,
this time taking into account cost effects as well. Initial calculations set the appropriate-
ness of the three investments under doubt due to their negative NPV — or an IRR lower
than the discount rate. This view is hardly inversed when the debt fraction is increased
while related prospects really improve by the reduction of the investment and O&M
costs. What we distinguish as the most important factor though is the cost of capital —
equity and debt, since small variations of its value cause cause dramatic changes in the

way that potential investors assess these investments.

2 We assume an hourly step modeling process.
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