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The network router, which serves as the most crucial equipment in a network node for packets
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processing, switching and buffering, is now performing its three main functions electronically. Hence, the
growth in router capacity is closely linked to Moore's law and to memory bandwidth growth, which are
historically slower than the growth in optical link capacities. This is why routers have increasingly become a
bottleneck for Internet communications. To keep up with incoming fiber traffic, network operators now need
to piece together many routers per backbone node. Further, routers need to be packed more densely. In the
past years, the power consumption per core router rack has exponentially increased an& already exceeds
standards. Clearly, this trend cannot continue indefinitely. Some future alternative solutions for router
design are mandatory.

A natural approach is to fully harness the power of optics by using all-optical router, where its three
main functions are all performed optically. For this purpose, it is necessary to explore the effective router
architectures which do not need complex switch fabric scheduling, scale to larger number of interfaces and is
suitable for high speed optical transmission. In this thesis, the router architectures to be investigated
include the load-balanced architecture, the output queued (0OQ) architecture and the shared buffer
architecture. We will study how to emulate the above architectures based on the available optical switches
and buffering elements.

We first explore the load-balanced router architecture that is based on load-balancing packets uniformly
inside the router before forwarding them to their correct destination. Recent researches have shown that a
load-balanced router does not require any scheduler and that it can guarantee 100% throughput for a broad

class of traffic. Besides, as both switches follow the same predetermined circulation reconfiguration, they are
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suitable to be realized by using optical switch fabric like Arrayed Waveguide Grating (AWG) or Micro Electro
Mechanical Systems (MEMS) to achieve high switching speed, large switch size and almost zero power
consumption. This makes the load-balanced router an appealing architecture to study. However, the main
problem of the load-balanced router is that packets can be mis-orded. Chapter 2 provides a solution to this
problem which not only keeps packet in-order but also guarantees the good performance as that of the basic
architecture. We proposed a revised load-balanced router architecture by introducing re-sequence buffer at
the departure ports. The mis-ordered packets can be re-ordered in the re-sequence buffer. To bound the
re-sequence buffer size, we further apply limited central buffer such that the amount of mis-ordered packets
at the output port is finite. Through theoretical analysis, we show that our proposed architecture requires
only A2 (Nis the port number) re-sequence buffer size to avoid packet mis-order while guarantee 100%
throughput as well. In order to evaluate the average packet delay performance in the proposed
load-balanced router, we found that the proposed architecture can provide prior delay guarantees under
broad traffic patterns.

We then study the output queued router architecture where the memory is set at the output port of
switch fabric. Under this architecture, packets are immediately forwarded to the destined output ports once
they arrive at the inputs. The OQ router architecture benefits from 100% throughput and the best delay
performance as the destining packets are always available at the output ports. However, this architecture
suffers from memory speed constraint. This is even a major impediment in the optical domain due to the
lack of optical random access memory. Instead, the only feasible way of realizing optical buffers is to use fiber
delay lines (FDL) in which packets can propagate for a fixed time interval. For the implementation of OQ
router architecture, we investigate both the feedback-based and feedforward-based designs, since both kinds
of designs have their advantages and disadvantages (e.g., feedback architecture is cost effective while the
feedforward architecture is easy to control).

In chapter 3, the feedback OQ router architecture was studied which first proposed by using the loop
fiber delay lines for buffering packets. This architecture has multiple feedback FDLs of
appropriately-selected length that are shared by all input and output ports. The optical switching fabric used
is memoryless, rearrangeable non-blocking. Any two delay lines may have the same or different delay values,
and delay lines of length greater than one packet duration reduce the number of recirculation loops needed.
The corresponding scheduling algorithm alleviates the recirculation problem by the implementation of FDLs
and output port reservation and thus provides efficient utilization of loop fiber buffers. However, this

algorithm does not attempt to keep packets in their proper first-in-first-out sequence. To solve this problem
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but do not degrade the packet loss and delay performance, we have provided a new scheduling algorithm. By
first revising the fiber delay lines setting from exponential distribution to linear distribution, we alleviate the
possibility of packet mis-order. Then, we proposed a new algorithm by introducing time label to completely
avoid the packet mis-order. The simulation results concerning the previous algorithm and our new
algorithm have shown that the new algorithm achieves an similar packet loss rate and delay performance as
the available reservation algorithm but keeps packets in-order. Finally, we further extended our work to
support variable-length burst swiches.

In Chapter 4, we study the feedforward OQ router architecture which adopts multistage of fibers delay
lines connected by memoryless optical switches. The delay paths of packets contain FDLs from the first
stage to the last stage. A good property of this architecture is that it enables packets self-routing to their
output ports at right time. This is because the delay path can be expressed by the rary presentation of
assigned delay which can be known in advance according to the exact emulation of OQ router. However, the
packets may conflict with each other for the same delay line inside this architecture. In order to construct a
non-conflicting architecture, the available work has already proposed a upper bound for the number of
required delay lines in each bound. But this bound did not consider carefully the effect of packet size, and
thus require more hardware cost than the real requirement. To improve the loose upper bound, we first
derive a tighter upper bound for the number of required delay paths in the feedforward architecture. To
know what's the minimum hardware cost we can expected for a non-conflict feedforward OQ router
architecture design, a new lower bound of required delay paths is further derived. By comparing the
hardware costs of the previous and our new upper bounds, we found that our new upper bound can heavily
reduce the number of fiber delay lines and corresponding switch fabric size. Then, we verified by computer
simulation that the new lower bound, although require less hardware, can still achieve the similar packet
loss rate as that of the upper bound under both uniform and un-uniform traffics. These results are very
useful for router designer to evaluate the hardware costs of a non-conflicting feedforward OQ router.

Finally, in Chapter 5, we focus on the shared buffer router architecture where the buffers are sandwiched
between two switch fabrics in a space-time-space model. Packet can be immediately written into an idle
buffer and read from a non-idle buffer. It is thus said buffers are shared by all the input and output ports. It
is capable to achieve the same performance as the OQ router architecture but has the maximum memory
utilization. This is really promising router architecture, while until now there is no corresponding optical _
implementation. Our work constructs aiﬁs at realizing this router architecture by using optical switch and

fiber delay lines. A straightforward idea is to follow its electronic space-time-space model, where the FDLs
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are sandwiched between optical switch fabrics. Obviously, the single stage feedforward construction is easy
to control but its complexity is high. We further explored the single stage feedback structure to build more
effective shared buffer router architecture. We have found that by properly setting the length of feedback
fiber delay lines (linear distribution here), and scheduling packets properly, it is possible to emulate the
behaviors of the electronic shared buffer router. By theoretical analysis, we prove the proposed feedback
construction can realize a shared buffer router. This result is the first attempt for optical shard buffer router
design.

In summary, we studied the router architectures that can be implemented by using the available optical
switch and buffer technologies. These architectures are potentially applied to future optical transmission

network.
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