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This dissertation discusses effective human-robot coordination with physical interaction. In most of human-robot
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coordination system developed by several researchers, robots are controlled so as to move/behave passively based
on force/moment applied by humans. In simple words, the robots move along the same direction as one that the
humans apply force along. Such robotic systems are intuitive and easy for human to use them. However, if robots
could move not only passively but also actively based on human intentions, environments, knowledge of tasks, etc.,
we could realize more effective human-robot coordination than the conventional ones. Considering the case of
coordination among humans, each human would move not only passively but also actively based on the above
information. In this research, human-robot coordination with physical interaction between a human and a robot is
discussed to execute tasks more effectively, in which the robot is required to move not only passively but also
actively based on such information.

As an example of the coordination tasks, ballroom dances are focused. In ballroom dances, a male dancer selects
the next dance step based on transitional relationships of dance steps, information on the environments, manners
of dances, and so on, and also leads his female partner through the physical interaction between them. The female
dancer estimates the next dance step intended by him based on his lead and the transitional relationships. We
develop a dance partner robot that acts as a female partner and performs dancing with the human, and design its
control architecture based on features of ballroom dances. Three issues are considered in order that the robot
dances in coordination with the human. At first, the robot has to know the information on ballroom dances such as
dance step trajectories and transition rules of dance steps. Next, the robot has to estimate the next dance step

intended by the human. Furthermore, the robot has to correct a step if the robot mistakes the estimation. Thirdly,

—750—



Step Transition
'

R S e PR 15
Sy RE Rt
SR pinc TSRO B

Transition Rule Basic Trajectory
L Estimated Step o T 3
Step Estimator ¥ ¥ Motion Generato:j
True/False i
Error Recovery
R e el Desired
Sensory Information Motion
Actuators

&5

Fig. 1: Dance Partner Robot Fig. 2: Control Architecture -CASTER-

the robot has to generate cooperative motion to dance in coordination with the human by fitting own length of
dance step stride to human's stride. These three issues are addressed in the body text of this dissertation as
follows.

In chapter 2, the dance partner robot -MS DanceR- and its control architecture -CAST- are introduced, which
have been designed based on features of ballroom dances in the previous research. The CAST consists of three
modules, i.e. Knowledge, Step Estimator, and Motion Generator. The Knowledge stores the information on dancing
such as basic trajectories of dance steps and transitional rule of dance steps. The Step Estimator estimates the next
dance step intended by the human male dancer based on his lead and the transitional rule. The Motion Generator
generates cooperative dancing motion based on the physical interaction with him and the basic trajectories.
Although the MS DanceR and the CAST work successfully, there exist issues that should be improved for the
previous robot system. In chapter 2, we develop the new dance partner robot -MS DanceR II- and re-design its new
control architecture -CASTER-. We remark issues concerned with Step Estimator and Motion Generator in the
CASTER to improve them. Furthermore, a new mechanism for the error recovery of dance step selections, referred
to as Error Recovery, is added into the CASTER.

In chapter 3, a dance step estimation mechanism -Step Estimator- in the CASTER is improved, which estimates
the next step intended by the human based on time series of leading force/moment applied by the human. In order

to use time series data, we have to consider uncertainty characteristic of time series data such as time lag and
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Fig. 3: Left-to-Right Continuous Hidden Markov Model that Models Time Series Data Stochastically

variation for repeated trials. A main estimation module in the Step Estimator is designed using Hidden Markov
Models (HMMs), which model stochastically time seﬁes of the leading force/moment including the uncertainty. The
new Step Estimator is tested whether it can estimate the step at high success rates compared with the old Step
Estimator. The experimental results illustrate the validity of the HMM-based Step Estimator.

An error recovery problem for the step estimation, i.e. a problem how to treat the case that the robot could not
estimate the correct step, is divided into two problems, i.e. an error detection problem and an error recovery
problem after the error detection. In chapter 4, the error detection method for the step estimations is designed
based on human dancing motions. In the error detections, human legs' motions are measured using a laser range
finder installed at robot's mobile base. The human dancing motions are modeled stochastically using HMM. The
HMM-based error detection method could works completely in experiments on the érror detection. Experimental
results have also described that time required for the detection would be short if human's motion is quite different
from robot's motion, and would be long if human's motion is similar to robot's motion.

In chapter 5, the error recovery problem after the error detection is addressed, which consists of two processes, i.e.
step re-estimation and modification of robot's trajectories. Although the human dancing motion model in chapter 4
would also be expected not only to detect the error of dance step estimation but also to re-estimate the step
intended by the human, it could not re-estimate the step completely because the human dancing motion would be
affected by robot’s incorrect step motion when the first step estimation is failed. Paying attention to human leading
force/moment, the force/moment would include not only the information on the most possible step intended by the

human but also one on the second most possible step. Therefore the force/moment could be useful information for
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Flg 4: Human Dancing Motion Measured by Laser Range Finder

the re-estimation if the estimated step, i.e. the most possible step at the first step estimation, is excluded from
possible steps for the step re-estimation. In the step re-es@ation method, the estimated step is excluded from the

possible steps. And both of human leading force/moment and human dancing motion are used for the step
re-estimation, in order to increase the reliability of step re-estimation. With respect to the modification of robot's
trajectories, a simple modiﬁcation method is used as an example, in order to realize the error recovery. The error
recovery method could correct robot's incorrect motion to human's motion completely. The experimental results
have also described that the length of time required for the error detection could not matter to changing robot's
motion from incorrect behavior to correct one in the error recovery, because differences between the correct step
motion and the incorrect one would be small when the time is somewhat long, according to the experimental
results,

In chapter 6, a motion generation method for cooperative dancing by the human and the robot is proposed. In
ballroom dances, each dancer fits own length of dance step stride to partner’s by considering physical interaction
with his/her partner in repetition of dancing. And he/she could realize the cooperative dancing motion with his/her
partner. The motion generation method enables the robot to perform dancing motion actively with fitting own
motion to human's dance step stride by itself based on the physical interaction.

Finally, chapter 7 concludes this dissertation.
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