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Abstract: In this thesis, we concentrate on two important issues related to blind source separation (BSS) using
independent component analysis (ICA). First, we note that the separation performance of various ICA estimation
methods depends on the probability distributions of source signals. It is therefore important to have algorithms that
work well for signals with a wide range of pdfs. Second, it is highly preferable in practical applications to employ a
method that is robust in the presence of outliers.

In order to address the first problem, we propose two different approaches. The first approach is based on employing
certain parametric nonlinear activation functions in the relative gradient algorithm, which is one of the widely used
ICA estimation method. The parameters of these activation functions are adapted online so as to ensure that the
desired solution remains a locally stable equilibrium point of the algorithm. Numerous simulation results are presented
to demonstrate that the proposed methods give good separation performance for signals with many different
probability distributions.

A central principle for performing BSS by ICA is maximization of non-Gaussianity. Non-Gaussianity is generally
(quantitatively) measured by employing a non-quadratic function. However, as we mentioned above, the separation
performance depends on the probability distributions of sources and consequently a single nonlinear function may not
give adequate results for all signals. Accordingly, we propose to employ an empirical characteristic function based
non-Gaussianity measure that directly computes the distance of an arbitrary distribution from the Gaussian in the
characteristic function domain. The proposed non-Gaussianity measure is a weighted distance between the
characteristic function of a randem variable and a Gaussian characteristic function at some appropriately chosen
sample points. We derive a fixed-point algorithm to optimize this non-Gaussianity measure and also suggest a
procedure to choose adequate sample points online so as to improve the separation performance. Computer
experiments with many different types of sources show that the characteristic function based non-Gaussianity measure
has the potential to give adequate performance for a wide variety of distributions.

Finally, in order to address the problem of rohustness, we propose to employ an extension to the natural gradient
algorithm in which an exponentlally decaying function is introduced to discount the effect of outliers. By appropriately
choosing the spread of the exponential function, the separation performance is greatly improved in the presence of
outliers; the performance remains almost the same when there are no outliers in the data.

i

L. INTRODUCTION

Blind source separation (BSS) refers to the problem of recovering a set of unobserved source signals from their
observed linear mixtures with unknown mixing coefficients. The observed signaIs are generally obtained at the outputs
of different sensors and are almost always corrupted by additive noise. The mixing process, also called the (noisy) BSS
model, can be expressed in a compact form as

x(k) = As(k) + v(k), 1
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where x(k) =[x, (k), %, (k),...,x,, (K)]" is an m-dimensional vector of observed signals at time instant %,
s(k) = [s,(k), s, (k),...,s, (k)]" is an n-dimensional vector of source signals, A is an mxn (m = n) full rank
mixing matrix and v(k) =[v, (k),v, (k),...,v,, ()]" is a vector of noise signals present at 7 sensors. The noise

vector V(k) is often assumed to be Gaussian and statistically independent to the individual sources.

The objective of BSS is to determine a separating matrix W = AT of dimension 7 X m such that the n-dimensional
transformed vector y (k) = Wx(k) given by

y (k)= WAs(k) + Wv(k) = Hs(k) + Wv(k), 2

estimates the original input vector S(k) given only the observed vector X(k) and certain assumptions about the

*statistics of source signals. Here A is an estimate of the (pseudo) inverse of A and matrix H = WA of dimension
nx n. is the global transformation matrix from s(k) toy (k).

Over the last decade, BSS has received a considerable research attention due to its large number of application areas
including biomedical signal processing, audio and speech signal separation, image processing and features extraction,
telecommunications, and financial applications [1], [2]. Consequently, numerous algorithms have been proposed in
literature to tackle the problem of BSS. These algorithms can be categorized based on the assumptions they make on the
statistics or diversities of the source signals. A particular algorithm works only for those signals that satisfy the
assumptions (or separation conditions) of that algorithm. In particular, ICA solves the problem of BSS provided the
following conditions are satisfied [1] ‘

> The source signals are mutually statistically independent, and
> At most one source is Gaussian.

Blind separation of signals based (only) on the above two assumptions is equivalent to transforming the observed vector
into another vector with (maximally) statistically independent components. These independent components are the
estimates of individual sources. The ICA methods perform BSS by (directly or indirectly) reducing dependencies
between the reconstructed signals. Since independence is a much stronger condition than simple decorrelation, HOS are
employed in order to achieve BSS by ICA.

II. MOTIVATION

The main topic of this thesis is blind separation of instantaneous mixtures (of sources) using ICA. As mentioned earlier,
ICA solves the BSS problem by making a strong but physically plausible assumptlon that the original (non-Gaussian)
sources are mutually statistically mdependent Based on this assumption, BSS is accomplished by obtaining a de-mixing

matrix W such that the components of the corresponding output vector y(k) become as independent as possible. It

may be noted that unlike simple decorrelation, HOS are indispensable in order to realize statistical independence
between random variables. Consequently, various algorithms for ICA employ HOS (or nonlinear activation functions
that inherently incorporate HOS) in an -attempt to reduce higher-order correlations between the components of the
output vector.

The choice of nonlinear activation functions mentioned above is critical since the local stability and the statistical
efficiency of different learning algorithms (for ICA) depend on these nonlinear functions (with respect to the probability
distributions of sources). The best separation performance is attained if we choose these nonlinearities as the score
functions of sources [3]. The score function is defined as

12 ’
D,

Where p; is the probability density function (pdf) of the source §; . This implies that in order to use score functions as

activation functions, we need to have knowledge about the pdfs of sources. However, such information is rarely
available in practical applications. Therefore, in these situations, it is necessary to obtain the score functions / adequate
nonlinearities from the observed data or employ an ICA method that works well for signals with a wide range of pdfs.
This is precisely the first issue we consider in this thesis.
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Another problem we address in this thesis is related to ICA of signals when there are potential outliers in the observed
data. An outlier is an observation that lies far away from the rest of the data. Such exireme observations can have an
unsettling influence on the learning algorithm (for ICA) especially when the activation functions are fast growing
nonlinearities. It is therefore important to identify and either accommodate or reject these outliers so as to reduce their
influence on the learning algorithm. ‘ '
In short, we address the following two issues in this thesis

» BSS/ICA of signals with arbitrary probability distributions, and

» Robust ICA in the presence of outliers.

III. PROPOSED METHOD-I: PARAMETRIC NONLINEAR ACTIVATION FUNCTIONS

In Chapter 3, we propose a simple method for online estimation of activation functions in order to blindly separate
instantaneous mixtures of sub-Gaussian and super-Gaussian signals. An adequate choice of thesé activation functions is
necessary not only for a successful source separation (using relative gradient algorithm), but also to achieve sufficient
level of cross-talk index. To accomplish this, we employ a simple parameterized model for the probability density
functions of sources [4]. The parameter of this distribution model (for each estimated source signal) is adapted online by
maximizing the log-likelihood, while the activation functions are obtained as the associated score functions.
Furthermore, a modified relative gradient algorithm is derived that exhibits an isotropic convergence (near the desired
solution) independent of the statistics of sources. Some simulation results are given to demonstrate the effectiveness of
the presented methods.

Another method we propose in Chapter 3 is based on exploiting exponential type nonlinearities in order to blindly
separate instantaneous mixtures of source signals [5]. These nonlinear functions are applied only in a certain range
around zero in order to ensure the stability of the separating algorithm. The proposed truncated nonlinearities neutralize
the effect of outliers while the higher order terms inherently present in the exponential function result in fast
convergence especially for signals with bounded support. By appropriately varying the truncation threshold parameters,
signals with both symmetric and asymmetric probability distributions can be separated. In case of symmetric
distributions, we need to tune only one threshold parameter. An adequate value of this parameter depends on whether
the source signal is sub-Gaussian or super-Gaussian. When the sources consist of signals with mixed kurtosis signs, we
estimate the value of normalized kurtosis online in order to classify the signals as sub-Gaussian or super-Gaussian and
consequently choose an adequate value of the truncation threshold. For asymmetric pdfs, we can employ a procedure
similar to the one described above but with two truncation thresholds. The selections of appropriate thresholds (and
nonlinearities) are made by estimation the left and the right normalized kurtosis values of the outputs.

IV. PROPOSED METHOD-II: CHARACTERISTIC FUNCTION BASED INDEPENDENT
COMPONENT ANALYSIS

A central principle for estimating the ICA model is maximization of non-Gaussianity. Specifically, ICA of an observed
random vector can be performed by making the outputs of the de-mixing system as non-Gaussian as possible. In order
to implement this approach for ICA estimation, we need some quantitative measure of non-Gaussianity. A natural
criterion for non-Gaussianity is negentropy, which attains its minimum (for constant variance) when the distribution is
Gaussian and all other distributions have larger negentropies. However, the problem in using negentropy is that it is
computationally very difficult and requires an estimate of the pdf. Therefore, in practice, we must use some (simpler)
approximations of negentropy.

The classical method of approximating negentropy is based on expanding (like a Tayfor expansion) an arbitrary pdf in
the vicinity of the Gaussian density. The resultant approximations are given in terms of different combinations of
higher-order cumulants including kurtosis. Higher-order cumulants, nevertheless, have some shortcomings, particularly
when their values have to be estimated from a measured sample. First, finite-sample estimators of higher-order
cumulants are highly sensitive to outliers. Secondly, perfectly estimated cumulants measure mainly the tail of the
distributions and are largely unaffected by structure around the center of distributions. These drawbacks of higher-order
cumulants can be avoided by approximating negentropy using nonpolynomial functions. Although, practically any
smooth non-quadratic function can be employed for this purpose, the optimal nonlinear functions depend on the
(unknown) pdfs of sources [6]. This implies that if some preselected (parametric) nonlinearity differs considerably from
the optimal function, the associated learning algorithm may perform poorly for these sources.

1t is therefore necessary to employ some direct measure of non-Gaussianity that works well for signals with a wide
range of pdfs. In Chapter 4, we propose to utilize an- empirical characteristic function (ecf) based non-Gaussianity
measure (contrast function) in order to perform ICA [7]. It may be noted that ecf being the Fourier-Stieltjes transform of
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the empirical distribution retains all information about the data. Consequently, the estimation methods based on the ecf
can be made as efficient as the likelihood-based approaches. In ICA estimation, the ecf has already been used in [8] to
construct an objective fanction for measuring statistical independence between random variables. In Chapter 4, we
employ the ecf to (directly) measure the distance of an arbitrary empirical distribution from the Gaussian distribution (at
some adequately chosen sample points). Such a contrast function can be easily maximized by using a fixed-point
algorithm. Furthermore, we also suggest a procedure for choosing appropriate sample points (from an initially chosen
sample vector) in order to obtain somewhat better separation performance. Finally, some simulation results are given in
order to show that the proposed approach works well for both symmetric and asymmetric distributions.

V. PROPOSED METHOD-III: ROBUST INDEPENDENT COMPONENT ANALYSIS

In Chapter 5, we propose an extension to the natural gradient algorithm for robust ICA in the presence of outliers [9].
The standard natural gradient algorithm does not exhibit this robustness property since it is associated to an estimating
function that is not a bounded function of the inputs for any choice of nonlinear activation functions. Consequently, the
existence of only a few outliers may have an unsettling influence on the algorithm. In the proposed approach, an
exponential type decaying function is introducéd that gives smaller weights to potential outliers so that their influence
on the learning algorithm is weakened. If we employ monomial functions as nonlinear activation functions, the
proposed approach becomes equivalent to replacing ordinary sample moments (iri the natural gradient algorithm) with
robust higher-order moments. Computer simulations are presented to show that the proposed method, as comparéd to
the standard natural gradient algorithm, gives better separation performance in the presence of outlying data; the
performance remains almost the same when there are no outliers in the data.

V. CONCLUSIONS

In this thesis, we have proposed some methods in order to obtain an improved separation performance for signals with a
wide variety of pdfs and / or when there are potential outliers in the data. Numerical simulations are provided to
highlight the potential performance gains of the proposed methods.
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RS ROEE

MSTRSH (ICA) 1XT v & b7y FIVER RSN 225 & b DRIl T FAERITHR
BAEHRL LS LT BEBAEFETHY, TORBGRSRITT T4 Ky — 25508 (BSS) TH5.
Z DFITTHL ICA 272 BSS IZBIT B Zo0BEERBELERL TS, — DS E SERHEERS
W E G OEBEH L TUHL 7ATY a2 RHTIETHY, ho—2iHERD 5 HEICE
WCTERERTVTY A LERHTZETHDH. AL, UEOZOORBCEL TEEL, BSS D
EM EIZ DWW TCERRLELDOTHY, &R6EL VRS,

H1EIHETHY, RMTOFNETHS BSS DEMLFREIIOVTELHTVD

E2ETHE, ARIUICBOWTHE L SNABFOBMEERIL, ICA ETNAERHEET DD DOHEK
EREELTWA, B, AERICESSFIEICOWTELLGRLTNS. ~

HIETIE, ICA DEDONRT A Y v 7 RERRERLBEREREL TS, ZOIFERBERD
RGA—2F, FHT7LIT) RLBRRFCEREERDIEERIETD LI, T T4 THEHLH
LTS, ThbDRGFA—EZDTHORIGT VT Y ALOFMREEREE X, K, BREShE
FHE 0 RS, THEY LEWEART A—F2EIICREZ LIk - T, SRE X U9EX#E
FOEE b OEREY S CEZ I ERLTVA., BEVI a2 v—va rOfRICEY, BEER
B IRREERST % b OEBICH LT, BEREICIRTI L/ 2 OV & UK TR BRFRHAS IR
TAHIEERLTND., ZIUIEHAE, BEELRRETHD.

HEAETIE, TCAICL B BSS 4T D Ie O DR LIIRFEIIIEN 7 AL HRRLTHZ L THDHRE
ERL, BV AEREICE S REBEEEREZFATA Z LR REL TS, ZOHET U AERIE
PERBTADICFREET VT XL EEH L, 70 TA4 v CHORIERREBRSTLODFIEL R
B, TORE, SEMHEEZHEIE TN, Bahd A TOEBEELAVEEEY I 21 —va Yy
XD, YRR IS < BEBTEOME & B OE BT LBk A E s
BT EERLTNA, ' ‘

FHETHL, FEOSMBECKT DEEEOBBESYH S 72018, BEEEMES ¥ 5B % A
WTHNEDEE LR L, RSN EERAETAIY) ALEFATHZEEFREL VWS, Bl
BIODIED Y 2 WENREZ LIC & - T, SEEMAET, SERHSRAITIIRE S HESR,
AAVERRWEEIIFEEACHE LRV I EEREEY I 2 V—Ya Vil Lo TRLTWS. Zhid
BERAMRTHS.

EOoEIFEETHB.

PUEETBIIARTIL, EEOERSMEFOEBD BSS Oz, F L WIEREE(LEE, E
H & AMERIEE, SR BRI B IR AR L, BSS DIEREDM M- bDTHY, BFILE
BLOEBLBTREIRBNTEET S L ZABDRL R0,

& oT, ARRICTEL (T%) OFAERITE LTAKERD S,
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