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Abstract 

Nowadays, the high speed and accurate optimization algorithms are required. In most of the cases, 

researchers need a method to predict some criteria with acceptable accuracy to use it after in their algorithms. 

However, in the field of parallel computing, the execution time can be considered the most important criteria. 

Consequently, this paper presents a new model to predict the execution time of message passing interface 

applications execute over numerous grid scenarios. The model has ability to predict the execution time of the 

message passing applications running over any grid configuration in term of different number of nodes and 

their computing powers. The experiments are conducted over SimGrid simulator to simulate the grid 

configuration scenarios. The obtained results of comparing the real and the predicted execution time show a 

good accuracy. The average error ratio between the real and the predicted execution time for three 

benchmarks are 4.36%, 5.79% and 6.81%.  
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1-Intoduction  

Grid architecture consists of a set of clusters which are geographically distributed. 

Each cluster has a group of homogenous nodes which are not similar to the node of the 

other clusters in term of their speed. However, grid platform can be considered as a 

heterogenous architecture. The differences in the computing power in a heterogenous 

cluster leads to imbalanced workloads when execute the parallel message passing programs 

over that heterogeneous platform. Imbalanced workloads produce idle times that happen 

when the fast nodes waiting for the slowest one. Thus, idle times increase drastically the 

running time of the parallel application. One of the most popular metrics to evaluate the 

performance of the parallel program is the speed-up. It is the ratio between the sequential 

execution time and the parallel execution time of an application that solving the same 

problem [1]. The message passing interface (MPI) applications are commonly used parallel 

applications in the distributed environment. These applications are composed of 
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computation and communication times. Speed-up factor always affected by these times 

directly. Thus, any increase or decrease in these times are propositionally increase or 

decrease the seed-up measure.  In the case of increasing number of nodes, the computation 

time is decreased and so the speed-up factor is increased. While, the increase in the number 

of nodes increases the communication time, which decreased the speed-up factors. Then, 

the speed-up factor has a nonlinear form when it is applied to the MPI applications. 

Therefore, the main goal of a wide parallel techniques and models is to reduce the execution 

time of the parallel applications. However, many optimization techniques depend on the 

execution time prediction methods which help researchers in the process of making 

decisions for each new state in the dynamic environment. The prediction methods can be 

implemented using many tools such as: statistic tools, AI algorithms, heuristic methods 

and analytical mathematical modeling. Some of these tools are costly in term of time 

complexity in case of a lot of iterations needed to predict the execution time of the parallel 

application.  

In this work, new prediction model that predicts the performance of MPI 

applications when running it over heterogeneous grid platform. The model predicting the 

execution time for any grid platform composed of different number of nodes. The accuracy 

of this model is tested by executing NAS parallel benchmarks over distributed clusters each 

with different nodes in term of their hardware types and numbers.  

Some statistical and analytical models have been proposed in the literature to 

predict the execution time of parallel applications (High Performance LINPAC) 

benchmark to achieve maximum possible performance. To predict the running time of HPL 

benchmark, authors introduced an analytical model in [2]. They proposed a semi-empirical 

model to predict the performance with less possible error ratio. Anther optimization model 

is developed to work on three overheads:  sending and receiving messages, computational 

and proposed communication method as in [3]. The error ratio of the proposed prediction 

model was less than 5% when implementing the model over different clusters. In [4], 

researchers specify the argument of the HPL benchmark that can be used to predict both 

the power consumption and performance. Authors showed piecewise polynomial 

regression and ANN to predict the execution time in [5]. Researchers in [6] implement a 

machine learning approach using multilayer neural networks. The work in [7] presented a 

new regression-based method to predict the scalability of the parallel program. The last 

approach provided prediction error ratio between 6.2% and 17.3%. The work introduced 

in [8] proposed dynamic model to predict program performance by considering the size of 

the problem over a constant number of nodes. Authors in [9], proposed compound method 

that merge historical prediction method with profile base technique to schedule the 

underline applications. The performance of applications that solved a large scaled problems 

was predicted in[10]. Authors introduced a prediction framework to execute parallel 

programs using a small training set.  In [11,12,13,14,15,16], researchers have been 

proposed analytical execution time prediction models for NAS MPI programs over 

heterogenous cluster and grid.  

The remainder of the paper is organized as follows: Section 2 describes the execution time 

of MPI applications over grid. Section 3 presents the proposed prediction model for 

execution time of MPI applications. Section 4 shows the experimental results. The paper 

ends with a conclusion and future works in Section 5  
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2-The execution time of parallel application running over grid 

This paper is interested in predicting the execution time of message passing 

interface (MPI) applications running over grid. MPI programs are portable applications 

that can be executed over any parallel hardware without changing one line in their code. 

Therefore, each program is consisted of two parts: computation and communication 

sections. Both these sections are important in the process of modeling the execution time 

of these applications. Moreover, grid is a heterogenous parallel platform which is 

composed from a number of computing clusters. Each node in a cluster is different from 

other nodes of other cluster in the computing power. While they are similar in the 

computing power with the nodes of the same cluster. Figure (1) demonstrates an example 

of grid that composed of three clusters.  

 

Figure (1): An example of a Grid composed of three clusters 

The execution time of parallel tasks over a heterogenous grid results in different 

computation times according to the heterogeneity in the computing power. Whereas, the 

total execution time is similar due to synchronous barriers. Therefore, the fast tasks are 

waiting for the slowest task to finished its work as in figure (2). Thus, the execution time 

of the MPI program is the execution time of the slower task which is computed as in the 

equation (1). 

   𝑇𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 = 𝑚𝑎𝑥
𝑖=1,2,…,𝑁
𝑗=1,2,…,𝑀

(𝑇ij)                                                        (1) 

Where N is the number of clusters in the grid and M is the number of nodes in each cluster. 
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Figure (2): Parallel tasks execution over grid 

 

3-The proposed prediction model for grid structure 

The main goal of this section is to predict the execution time of any set of nodes in 

a grid when executing a parallel application over them. Mainly, the most important 

challenge in the predication process is when the underline environment is dynamic.  

Therefore, the interested environment that considered in this work is the different 

configurations of grid architectures. Grid infrastructure can be composed from N sites each 

one with M nodes as explained in section 2.  However, grid’s nodes are heterogenous in 

their computing power. Whereas, the difference in the number of nodes and/or nodes’ types 

of the grid effects significantly on the running time of the executed parallel message 

passing program. 

To build prediction model for the running time of MPI applications over any grid 

configuration, some information must be gathered firstly. This information are the 

computation times TCP and the communication times TCM of an application. To gather 

these times correctly, the required parallel application must be running over a set of nodes 

that represent one nodes one per cluster. For example, if the grid composed from three 

cluster, then the application is running over three nodes each from one cluster. However, 

the number of nodes for all types equal to number of clusters which are denoted as NCT. 

When all the computation times are gathered from all nodes, the sequential computation 

time can be computed. The sequential execution time is computed by multiplying the 

computation time of the slower task by a number of nodes types NCT as follows: 

Tcp_seq=   𝑇𝑐𝑝𝑠𝑙𝑜𝑤𝑒𝑟 . NCT                                                                             (2) 

Where Tcpslower is the time of the computation gathered from slower task. . 

In case of the application is supposed to be executed on a set of homogenous nodes in a 

grid of the number N.M nodes. Therefore, the execution time of the homogenous grid is 

calculated proportionally as follows: 
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𝑇𝑐𝑝ℎ𝑜𝑚𝑜
= 

𝑇𝑐𝑝_𝑠𝑒𝑞

𝑁 .  𝑀
=

𝑇𝑐𝑝𝑠𝑙𝑜𝑤𝑒𝑟 .  𝑁𝐶𝑇

𝑁 .  𝑀
                                                                                (3) 

Accordingly, the ratio of change between the time of computations of parallel application 

executed over heterogenous grid composed from N cluster, each with M heterogenous 

nodes denoted as heterogenous scaling factor HCF. This factor is used to represent the 

change in these times as follows:   

          HCFij = 
𝑇cpslower

𝑇𝑐𝑝𝑖

  = 

𝑚𝑎𝑥
𝑖=1,2,…,𝑁
𝑗=1,2,…,𝑀

 (𝑇𝑐𝑝𝑖𝑗
) 

𝑇𝑐𝑝𝑖𝑗

                                                                          (4) 

  

 Where HCFij is the factor of heterogeneous computation of node j in cluster i.   

These factors are used to predict the heterogenous computation times of a grid. Each node’s 

type has its factor that represent its different with the homogenous ones. Therefore, the 

predicted computation times of each node in grid is computed by multiplying the 

homogenous computation time by the heterogeneous computing factor HCF as follows: 

     𝑇𝑐𝑝𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖𝑗
 = 𝑇𝑐𝑝ℎ𝑜𝑚𝑜

 .  𝐻𝐶𝐹(𝑡)𝑖𝑗  =   
𝑇𝑐𝑝𝑠𝑙𝑜𝑤𝑒𝑟 .  𝑁𝐶𝑇

𝑁 .  𝑀
 .  𝐻𝐶𝐹(𝑡)𝑖𝑗                                   (5) 

Where i=1,2,…,N and j=1,2,…,M. 
 

Therefore, relatively the predicted computation times are decreased or increased by a factor 

of HCF. As shown previously, the execution time of the MPI program executing over a 

heterogenous grid is the execution time of the slower task. Generally, the program consists 

of two sections: computation and communication times. However, the predicted execution 

time is the predicted computation time added to the predicted communication time. Thus, 

the predicted computation time of the slower task in grid is calculated as follows: 

         𝑇𝑐𝑝𝑠𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
 = 𝑚𝑎𝑥

𝑖=1,2,…,𝑁
𝑗=1,2,…,𝑀

 𝑇𝑐𝑝𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖𝑗
                                                                    (6)  

The relation between the communication times and the number of nodes in a grid is 

propositional. The predicted communication time is computed relative with the gathered 

communication time of the running the application over NCT nodes in a grid with the new 

N.M grid’s nodes. Therefore, the predicted communication time of an application is the 

communication time of the slower task as follows: 

       𝑇𝑐𝑚𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
 = 

𝑇𝑐𝑚 .  𝑁 .  𝑀 

𝑁𝐶𝑇
                                            (7) 

Therefore, the overall execution time of the parallel message passing application running 

over  any grid architecture can be predicted by computing the total of the equations (7) 

and (8) as follows:  

                𝑇𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 = 𝑚𝑎𝑥
𝑖=1,2,…,𝑁
𝑗=1,2,…,𝑀 

𝑇𝑐𝑝𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖𝑗
 +  

𝑇𝑐𝑚 .  𝑁 .  𝑀 

𝑁𝐶𝑇
                      (8) 

The proposed model in the equation (8) is used to predict the running time of any MPI 

application over any grid platform that described in section (2). 
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4-The experimental results  

In this section, both the experimental configuration and results show and explained 

for validating the proposed prediction model as in the next subsections: 

 4-1 Experiential setting  

The major goal of this section is to present the tools, parameters and software used 

to test the proposed method of predicting the running time of parallel MPI applications. 

Heterogenous grid platform has been used in various configurations to test the ability of 

proposed model. To perform this setting easily, SimGrid simulators [17] was used as 

simulation tools to build different grid structures for each instance. Moreover, three parallel 

benchmark applications have used as a parallel application to evalute the ability of the new 

prediction model. The CG, MG, LU of NAS parallel benchmarks of NASA [18] were used. 

These applications are selected where they have different computation to communication 

ratios. While, the proposed model is used to predict the execution time of MPI application 

when running over any grid platform. Then multiple scenarios have been developed to 

validate the model accuracy. Table (1) shows six different grid scenarios. 

Table (1): Grid configuration scenarios 

Scenario 

name 

Number of 

clusters 

Total 

Number 

of nodes 

Gflops of each node in cluster 

Cluster 1 Cluster 2 Cluster 3 Cluster 4 

Grid 4*2 4 8  

40 

 

50 

 

60 

 

70 Grid 4*4 4 16 

Grid 4*8 4 32 

Grid 3*9 3 27  

35 

 

45 

 

55 

 

- Grid 3*12 3 36 

Grid 3*16 3 48 

 

According to the above table, each cluster has a computing power measured in Gflops 

which are different from the other clusters.   

4-2 Experiment evaluations  

To evaluate the results of the proposed execution time prediction model equation (8), three 

parallel MPI benchmarks program of NAS were used [18]. These programs solve different 

problems of size class B, where all benchmarks have different classes. Each benchmark is 

executed over all six grid scenarios that explained in table (1). The predicted execution 

time of the proposed model equation (8) is measured and compared with real execution 

time for each scenario of all benchmark. Figures 3, 4 and 5 show the comparison of results 

of the predicted execution time with real one in seconds. Each MPI program gives different 

results due to the difference in the granularity ratio that it has, where granularity is the ratio 

between the computation to the communication times. Moreover, each grid scenario has a 

different number of nodes which my difference in their computing power with other grid 
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scenarios. Therefore, these different grid scenarios with the MPI benchmarks executed over 

them give a good test cases to verify the proposed prediction model. The average 

percentage error between the real and the predicted execution time were measured for all 

three benchmarks. The average percentage error for CG, MG and LU benchmarks are 

4.36%, 5.79% and 6.81% respectively.  

 

Figure (3): The predicted and real execution times of CG benchmarks 

 

 

Figure (4): The predicted and real execution times of M G benchmarks 

 

CG Benchmark

MG Benchmarks
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Figure (5): The predicted and real execution times of LU benchmarks 

 

5-Conclusion and future works 

       One of the most complex problems in the scientific area is the prediction process 

when the working environment is changeable. Therefore, this paper deals with a method 

that predicting the running time of MPI applications running over different heterogenous 

grid configurations. Three NAS parallel benchmarks have been executed over different 

grid scenarios to test the proposed execution time prediction model. SimGrid simulator 

used to simulate these grid scenarios. The results of the proposed new model give the 

average percentage errors 4.36%, 5.79% and 6.81% for CG, MG and LU benchmarks 

respectively.  These results represent various grid scenarios in term of different number of 

nodes and their types. According to the results obtained from the proposed model, in future, 

it is interested to use this model as guided tool in one of the optimization algorithms to 

enhance the design of grid structure.  Moreover, the consumed energy of a grid can be 

easily predicted depending on proposed model.  
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 الخلاصة
طريقة للتنبؤ ببعض  ، يحتاج الباحثــــــــون إلىعة تكون مطلوبة. في معظم الحالاتفي الوقت الحاضر خوارزميات التحسين عالية السر 

، في مجال الحوسبة المتوازية يمكن اعتبار وقت التنفيذ من أهم المعايير. لذا، في خوارزمياتهم. ومع ذلكالمعايير بدقة مقبولة لاستخدامها 
اريوهات الشبكة. حيث يمتلك على العديد من سين ةيعرض هذا البحث نموذجًا جديدًا للتنبؤ بالوقت للتنفيذ لتطبيقات المتوازيـــــة الموزعة المنفذ

تلفة وقوى النموذج المقترح القدرة علـــــــــى التنبؤ بوقت تنفيذ التطبيقات المتوازية التي تعمل عبر أي تكوين للشبكة من حيث عدد العقد المخ
 الحوسبة الخاصة بها.

اذج شبكية متعدد ومختلفة. نتائــج الاختبارات بين لقد تم تنفيذ التجارب على المحاكي  سمكرد الذي يمتلك خاصية السهولة في بناء نم
معيارية اوقات التنفيذ الاصلية والاوقات المتنبئة بينت دقة تجيربية جيده. معدل الخطأ النسبي بين وقت التنفيذ الاصلي والمتنبأ لثلاث برامج 

 ٪.6.81٪ و 5.79، ٪4.36هي تكون 

 


