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1. INTRODUCTION

In the realm of descriptive languages, the two major contending
programming styles are logic programming and functional programming. Logic
programming excels in its power of reasoning and inference but lacks the
capacity to handle functions and the equality relation in a natural way. On the
other handv Functional programming has a built-in equality and can handle
functions in a natural fashion but lacks the capability of inference. The
complementairy features of the two styles have prompted researchers to search

for a formalism that unifies the two programming methodologies.

AMLOG is an equational logic programming languagé which amalgamates
the two programming paradigms. The model theoretic semantics is based on
first order equational definite logic. The p_roof theoretic semantics is presented
in terms of deductive systems. Resolution and evaluation, which form the

operational core of logic programming and functional programming,
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respectively, are embodied in the operational semantics of the language which
uses goal-superposition and reflection. The fundamental concepts of Confluence,
Church-Rosser, reduction ete. which are used to define the properties of TRS’s,
are redefined for an AMLOG program in terms of deductive systems. However,
the scope of the completeness results of AMLOG is restricted to the so called
confluent class of programs. In this context, we have attempted to extend the

operational semantics of AMLOG beyond the confluent class of programs.
2 The amalgamated language AMLOG

In the folowing we have adopted the usual definitions and notations for terms,

substitutions , contexts,.. etc.
2.1 Equational Definite Clauses

Definition An equational definite clause (or a conditional equation) is of the
form L=R & L;y=Ry,..,L,=R, where, L,R,L;,R;,0=<i <k, are first

order terms. ]

Denotationally it means- if L;=R); is satisfied for alli, 0 < i< n, then L = R.

2.2 The operational semantics
In an AMLOG program the head of an equational clause is oriented from left

to right.

Definitions A program is a finite set P of oriented equational definite clauses
ofthe form L+-R « Ly =Ry,...,L, =R,
A goal is a finite sequence of equations of the form M; = Ny, ..., My = Np.

Let G = (Mj = Ny, ..., Mp = N3) be a goal. The reflection rule allows the
removal of an equation M; = N;, 1 <i sk, from G where 6M; = 6N; by a most
general unifier 6 of the terms M; and N;. The resultant goal G’ =6(M, = N, ...,
M;;=N;;,Mi; =Ni,y, ..., My =Np)is called a reflectant of G on M; = N;.

The superposition rule yields a superposant G’ of G by an oriented clause,

L+R « L;=Ry,..,L, =R, atanon-variable occurrence of G, say at
Mifu;,iff 6(M;/u;} = 6L by a mgu 6, and,

Gisthegoal- 6(M; = Ny,.., Miu; <Rl =Ny Ly = Ry,.., Ln = Ry,
Miy1=Niyq,..., Mp=Np).
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For goals G and G’, G = @ indicates that G’ is either a reflectant or a
superposant of G. We may write G =0 G’ to specify the used unifier 6.
A computation from a goal G is a, possibly infinite, sequence of goal

derivations- Gp(=G) =201 Gy =202 Gy = .. G; 20i+1 Gy 11> ...

An empty goal, denoted by ¢, is an empty sequence of equations. A

computation successfully terminates if G,, is an empty goal for some n = 0. (1

Theorem 2.1 [Soundness of the Computation Mechanism] Lei P be an
equational logic program and G = (M = N) a goal. If there is a successfully
terminating computation G =91 Gy = .. =30n€, then the universal closure of the

result 0,..6,G is the logical consequence of P. |

The converse of Theorem 2.1 is not true in general. Not all logical

consequences of a program P have a successfully terminating computation.

To handle the completeness problem a program is viewed as a reduction
relation. The relation red in the foliowing deductive system RD corresponds to

this concept.

Definition A deductive system RD for Reduction in an equational logic

program P consists of the following inference rules:

(RD reflection) (RD replacement) (RD transition)
Mred N MredL., LredN
Mred M LiM]red L[N} Mred N
(RD convergence) (RD modus ponens)
MredL LredN e6M; | 6N;..eM, | oN,
M|N 6M red 6N

where, M+ N « My =Ny, ..., M, = N € P.[1

Definition A program P is confluent iff for any terms M, Ny and Ng,

PrHgrp (MredNy) , (MredNs) implies P gpp (Nyred L), (Ngred L) for
some L. P is a Church-Rosser iff for any two terms M and N, P =gg ( M=N)
implies P pgp( Mred L) ,(Nvred L) for some L. {1
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Proposition 2.1. A program P is confluent iffit is a Church-Rosser . {1

Definition A program P defines a reduction relation Rp: (Mp , N) € Rp, iff
there is a successful computation- (Mp =N) =01 (M; =N, A7) = .. =61 (N =N)
=0n ¢ such that D(9) N {Var(My) U Var (N)} = ¢ for each i,0 < i <n-1,and N
remains unchanged during the computation. A term M is said to be Rp-normal,
in P, if there is no term N except M itself such that (M , N) ¢ Rp. A substitution

is Rp-normalized if 6(x) is Rp-normal, for every variable x. {1
Theorem 2.3 (M ,N)c¢Rpiff Mred N is provable from P in RD. il

Theorem 2.4. [Rp-normalized Completeness for Confluent Programs]Let P
be a confluent equational logic program, G = (M = N) a goal and, 6 an Rp-normal

substitution. If (M = N) is a logical consequence of the program P, then there is a

successfully terminating computation from M = N with an answer substitution ¢

such that 0 = e for some . (1
3. Extension of the operational semantics
3.1 A More powerful deductive system CRD

With a view to extending the scope of the completeness result beyond
confluent programs, we identify a subset P, of the program P as the problem
part. This part gives rise to the non-confluence of P and, as such, requires more
powerful computation rules. To indicate this part we denote a program by P[P.].

Definition A deductive system CRD for conditional reduction in an
equational logic program P[P] consists of the following inference rules:

(CRD reflection) (CRD replacement) (CRD transition)

Mcred N Mcred L LcecredN -

Mecred M L[M] cred LIN] Mcred N
(CRD convergence) (CRD modus ponens)

McredL,NcredL 6L; | 6R;..6L, | .6R,

M|:.N 6LcredoR L+Re«L;=R;,..L,=R,¢P
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(CRD c-modus ponens)

6Lcred M, 6Ly | ,6R; ... 6L, | .6R,

M cred 6R L+*R e« L;=Ry,..,L,=R,e¢ P[]

Definition A program P[P]is c-confluent iff, for any terms M, N; and N,
P[Pc]l = crp (M cred Nyp), (M cred Ng) implies P[P.] Fcrp (N; cred L),
(NgcredL) for some L. It is a C-Church-Rosser iff,P[P;] I ge ( M=N) implies
P[Pl crp(Mcred L) ,(Ncred L) for some L. 0

Proposition 3.1.  All programs P[P] are c-confluent. {1
It is clear that confluence implies c-confluence while the converse is not true

in general.

Lemma3.1. A program P[P¢lisa C-Church-Rosser iff it is c-confluent. []

3.2 The extended AMLOG

In AMLOG the ‘=’ symbol appearing in equations of the form M = N in the
condition part and in goals is considered to be an abbreviation of M ~1 K, NaaK
where K is a fresh variable. Thus, the general form of a goal iﬁ AMLOG is

(Mj~aNj, Mg saNg, ... Mp~aNg).

Given a subgoal M.aN the computation carried out by the AMLOG
interpreter involves looking for a substitution 6 such that 6M *— 6N. The
resultant modification in the definition of goal superposition leaves the

soundness and completeness results of section 2 unaffected.

3.3 Conditional Computation

Several authors have shown that completion may be viewed as a
computation mechanism. Superposition is indeed a computation rule based on -
completion. In fact, goal superposition, used in SLOG and in AMLOG, is a form
of linear restriction on completion. The more powerful computation rule
introduced in the following embodies a greater part of the completion
mechanism. We will be considering a program P[P.], where, P, C P and c-

superposition will be using rules from P only.

Definition Let G = (M Ny, ..., My ~2 Np) be a goal. The c-superposition
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rule yields a ¢-superposant G’ of G , at some non-variable occurrence of some M;,
say at M;/u, by aninstance O of aclause L+ R « A € P, where G’is the goal
My 2Ny, ..., L aMju, A Mjlu;«< Rl ~aN;,M;j31 ~a N4y, ..., Mp A2 Np).

A c-computation involves reflections, superpositions and c-superpositions. []

Theorem 3.1. [Soundness of the C-Computation Mechanism] Let P[P.] be
an equational logic program and G = (M = N) a goal. If there is a successfully
terminating c-computation G =01 Gy =262, , . 6. g, then the universal closure of

theresulto,. .. 6,G is a logical consequence of P. [l

The reduction relation defined by a program may be extended to a c-reduction
relation by including c-superposition in the computation mechansim. Further,

it may be shown that the c-reduction relation exactly corresponds to the cred

relation in the deductive system CED. By similar extensions we may obtain the

definitions of CRp-normal terms and CRp-normal substitutions.

It is clear that when P, = ¢, all the definitions are reduced to the

corresponding forms of section 2.

Corollary 3.1. Let P{P] be a c-confluent program. If the equation M = N is
a logical consequence of P, then there is a successfully terminating c-computation

from the goal M = N with the empty answer substitution.

Corollary 3.2. Let PIP] be an equational logic program. If the equation
M = N is a logical consequence of P then there is a successfully terminating

c-computation from the goal M = N with an empty answer substitution. [1
3.4 The completeness of ¢c-computations

Theorem 3.2 [CRp-normalized Completeness of C-computations] Let P[P]
be a C-confluent equational logic program, G = (M = N) a goal, and 6 a CRp-
normal substitution. If 6(M = N) is the logical consequence of the program P[P.l,
then there is a successfully terminating c-computation from M = N with an

answer substitution o such that 6 = (o for some . {1
4 Practical issues

The completenss result for the extended AMLOG interpreter, stated in
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section 3.4, guarantees that there is a successfully terminating computation
from a goal, a CRp-normal instance of which is a logical conseequence of the
program. However, the c-superposition rule is very difficult for practical
implementation purposes due to the following reasons:

(1) Given a clause for c-superposition, there is no method for mechanically
computing the appropriate instance of the clause. The following example

illustrates the case.

example 4.3.
Program : {H(F(*x,*x))~ A.;F(*x,G(*x))+B.; C »G(C).}

This program is c-confluent. And indeed there exists a

successfull c-computation for the goal

HB) 2 A = AaA,F(*x, *x) aB=> F(*x, *x) ~aB= F(C,C) ~aB=
F(C,g(C)) aB=> B .aB= Success

However the substitution C/xused in the third step cannot

be found mechanically. {1

(2) There is no criteria whatsoever for mechanically selecting a clause for ¢-

superposition.

4.1 Cp-superposition
Definition Let G = (M; ~ N 1, --- My~ Np) be a goal. The cp-superposition
rule yields a cp-superposant G’ of G, at some non-variable occurrence of some M;,
say at Mj/u.by a progfam clause L+ R « A € P, where G’ is the goal
(Mg aNp,, A, Mifu; < R1.a Njy My g ca Nig g, .o, MpaalNG). (1

Theorem 4.1 If there is a successful c-computation from a goal G such that
the required instances of the clauses used in the c-superpositions are CRp-normal

then , there is a successful C,-computation from G. {1
4.2 A restricted deductive system C,RD

To address the problem of selecting the clause we consider the following

restricted form of the c-modus ponens rule in the deductive system CRD.
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(CsRD c-modus ponens)

6l; cgred my,..,00; cgred my,; 6L; \.6Ry...0L, | 6R,

f(my,..,my) cgred 6R
f(ly,..,l) R e Li=Ry,...,L,=R,e¢P;[]

4.3 A restricted form of c-superposition

It is quite clear that an attempt is being made to restrict the choice of
candidates for c-superposition by making it mandatory that the root function
symbol of the head of the program clause and the subterm must be identical. To
prevent repeated computations on the same subterm by the same clause, the

identical root function symbols are stripped in the cg-superposition.

Definition. Given a goal G: M ~» N and a program clause C: fll;, .. lz) + R
« A € P, such that for some u € Ocr(M), M/u has the root function symbol fi.e. .
Miu = fimy, .. , mp),the cg-superposant G, obtained by cg-superposing an
instance 0of Cat M/u,is G” lj ~my,.., 1 ~1my, A, M[u<R] = N. i

4.4 Completeness of cg-computations

Theorem 4.2 [C Rp-normalized Completeness bof Cs;-Computations]

Let P[P} be a cs-confluent equational logic program,G = (M = N) a goal,
and 8 a C;Rp-normal substitution. If 6(M = N) is the logical consequence of the
program P[P.l, then there is a successfully terminating cg-computation from

M = N with an answer substitution ¢ such that 8 = o for some (.

4.5 Sufficient conditions for cg-confluence

We examine the case of unconditional equational programs. We conjecture
that the results may be extrapolated to the conditional case. Let P-be an
unconditional equational logic program containing clauses of the form { ;> r;}.
We will consider programs which do not overlap at the root i.e. ol; # o; for

anyi,j,o.

Definition Given an equational logic program P, suppose that the jtk clause
overlaps the ith clause at the uth occurrence i.e. o; [/u = oj[j, where [; > r;,

lij> ri€ Pand u +# (). The critical pair generated by the overlap is given by
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CP: <oilil u «ajrj] ,0;1r; >.
The consequent rule generated by the critical pair CP: <p,q>is Rcp:p—+q.
The expanded program Py is given by P U R1. Where, R is the set of consequent

rules generated by the overlap of the clauses in P. {1

Proposition 4.1 Let P be a (left and right) linear overlapping program and
P; = P U R the corresponding expanded program. If the clauses in P do not
overlap with the clauses in Ry and the clauses in R do not overlap among

themselves then P; is confluent.
4.6 An Implementation technique for ¢g-superposition

Given a program P, let P be the set of all the overlapping clauses in the
program, Every clause F(t) * R « A €P, ,which is overlapped at ¢, is
transformed to F(*x)* R «*x =, A.

Proposition 4.2 Cg-superposition by a clause belonging to P is

equivalent to superposition by the corresponding transformed clause. I1

5 Conclusion

An amalgamated equational logic programming language AMLOG is
presented. In the first stage, the operational semantics given in terms of two
computation rules- reflection and superposition is shown to be complete for
confluent pfograms and normal answer substitutions. In the second stage, the
operational semantics has been extended by enriching the computation rules
with the c-superposition rule. A restricted form, ¢¢-superposition, of the newly
introduced computatibn rule is found more tractable and readily implementable.

The scope of the completeness result covers cg-confluent programs.

An interpreter of the language has been implemented in C on the SUN
work-stations (TOSHIBA Co. AS3000) at Tohoku University.
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